PERIODIC SOLUTIONS FOR THE GENERALIZED ANISOTROPIC LENNARD–JONES HAMILTONIAN

JAUME LLIBRE¹ AND YIMING LONG²

Abstract. We characterize the circular periodic solutions of the generalized Lennard–Jones Hamiltonian system with two particles in $\mathbb{R}^n$, and we analyze what of these periodic solutions can be continued to periodic solutions of the anisotropic generalized Lennard–Jones Hamiltonian system.

We also characterize the periods of antiperiodic solutions of the generalized Lennard–Jones Hamiltonian system on $\mathbb{R}^{2n}$, and prove the existences of $0 < \tau^* \leq \tau^{**}$ such that this system possesses no $\tau/2$-antiperiodic solution for all $\tau \in (0, \tau^*)$, at least one $\tau/2$-antiperiodic solution when $\tau = \tau^*$, precisely $2^n$ families of $\tau/2$-antiperiodic circular solutions when $\tau = \tau^{**}$, and precisely $2^{n+1}$ families of $\tau/2$-antiperiodic circular solutions when $\tau > \tau^{**}$. Each of these circular solution families is of dimension $n - 1$ modulo the $S^1$-action.

1. Introduction and statement of the main results

Frequently mathematical simple models are used in molecular dynamics and computational chemistry to describe the interaction between a pair of molecules or atoms, see for instance [5, 9].

One of the most used empirical potentials in molecular dynamics is the Lennard–Jones potential, see [8], which models the interaction between two neutral atoms or molecules, under two different forces in the limit of small and large separation. These forces are: a repelling force at short distances (coming from overlapping electron orbitals, related to the Pauli’s exclusion principle), and an attractive force at long distances (coming from the van der Waals force, or the dispersion force).

The Lennard–Jones potential

$$ V = a \left[ \left( \frac{\sigma}{|r_1 - r_2|} \right)^6 - \left( \frac{\sigma}{|r_1 - r_2|} \right)^{12} \right], $$

where $a/4$ is the depth of the potential energy, $\sigma$ is the finite distance at which the interparticle potential vanishes, $||r_1 - r_2||$ is the distance between the two particles localized at the positions $r_1$ and $r_2$ in $\mathbb{R}^n$. The values of these parameters are chosen in order to reproduce experimental data, or deduced from accurate quantum chemistry computations; [3] is a good reference for these considerations.

We rescale the unit of length and the unit of mass in such a way that the constant $\sigma$ and $a$ become 1, then the Lennard–Jones potential becomes

$$ V = \left( \frac{1}{|r_1 - r_2|} \right)^6 - \left( \frac{1}{|r_1 - r_2|} \right)^{12}. $$
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When one of the atoms or molecules is at the origin of coordinates and the position of the other atom or molecule is \( x = (x_1, \ldots, x_n) \), then the Lennard–Jones Hamiltonian writes

\[
H_{LJ} = \frac{1}{2} \sum_{k=1}^{n} p_{x_k}^2 - \frac{1}{|x|^6} + \frac{1}{|x|^12},
\]

where \(|x| = \sqrt{\sum_{k=1}^{n} x_k^2}\).

In the papers [2] and [13] the authors considered the so-called generalized Lennard–Jones Hamiltonian

\[
H_{gLJ} = \frac{1}{2} \sum_{k=1}^{n} p_{x_k}^2 - a \frac{|x|\alpha}{|x|^{\alpha+1}} + b \frac{|x|\beta}{|x|^{\beta+1}},
\]

with \( \beta > \alpha \geq 2, \ a > 0 \) and \( b > 0 \). So the corresponding Hamiltonian system is

\[
\dot{x}_k = p_{x_k},
\]

\[
\dot{p}_{x_k} = \frac{a \alpha x_k}{|x|^{1+\alpha/2}} - \frac{b \beta x_k}{|x|^{1+\beta/2}},
\]

for \( k = 1, \ldots, n \).

In the coordinates \((x, p_x)\) the generalized Lennard–Jones potential is central, and consequently it is integrable with the independent first integrals given by the angular momentum \( C = x \wedge p_x \), where \( \wedge \) is the exterior product of the vectors \( x \) and \( p_x \). The norm of the angular momentum \( C \) on a solution of the Hamiltonian system (2) is denoted by \( c \), and of course it is also a first integral.

For stating our first result on the circular periodic solutions of the generalized Lennard–Jones Hamiltonian system we need some notation. We define

\[
\rho_1 = \left( \frac{b \beta \sqrt{a \alpha}}{a \alpha} \right)^{1/2},
\]

\[
\rho_2 = \left( \frac{b \beta (\beta - 2)}{a \alpha (\alpha - 2)} \right)^{1/2},
\]

\[
\gamma = \sqrt{\frac{a \alpha}{\rho_2^{\alpha-2}} - \frac{b \beta}{\rho_2^{\beta-2}}},
\]

The next proposition characterizes the circular periodic solutions of the generalized Lennard–Jones Hamiltonian system.

**Proposition 1.** Assume \( \beta > \alpha \geq 2, \ a > 0 \) and \( b > 0 \). On the circular periodic solutions of the Lennard–Jones Hamiltonian system (2) the norm of the angular momentum \( c \) takes values in the interval \([−γ, γ]\). In every 2–dimensional plane through the origin of coordinates the following statement hold.

(a) For \( c = −γ \) the Hamiltonian system (2) has only one retrograde circular periodic solution centered at the origin of coordinates of radius \( ρ_2 \). The period of this orbit is \( 2πρ_2^2/γ \).
(b) For each $c \in (-\gamma, 0)$ the Hamiltonian system (2) has exactly two retrograde circular periodic solutions centered at the origin of coordinates, one with radius $r_1(c)$ in the interval $(\rho_1, \rho_2)$ of period

$$\frac{2\pi r_1(c)^2}{\sqrt{\frac{a\alpha}{r_1(c)^{\alpha/2}} - \frac{b\beta}{r_1(c)^{\beta/2}}}}$$

this period tends to $2\pi \rho_2^2/\gamma$ when $r_1(c) \searrow \rho_2$ and tends to $\infty$ when $r_1(c) \nearrow \rho_1$; and the other periodic solution with radius $r_2(c)$ in the interval $(\rho_2, \infty)$ of period

$$\frac{2\pi r_2(c)^2}{\sqrt{\frac{a\alpha}{r_2(c)^{\alpha/2}} - \frac{b\beta}{r_2(c)^{\beta/2}}}}$$

this period tends to $2\pi \rho_2^2/\gamma$ when $r_2(c) \searrow \rho_2$ and tends to $\infty$, $2\pi/\sqrt{a\alpha}$ or $0$ when $r_2(c) \nearrow \infty$ if $\alpha < 6$, $\alpha = 6$ or $\alpha > 6$, respectively.

(c) For $c = 0$ the Hamiltonian system (2) has a circle of equilibria centered at the origin of coordinates and of radius $\rho_1$.

(d) For each $c \in (0, \gamma)$ the Hamiltonian system (2) has exactly two direct circular periodic solutions centered at the origin of coordinates, one with radius $r_1(c)$ in the interval $(\rho_1, \rho_2)$, and the other with radius $r_2(c)$ in the interval $(\rho_2, \infty)$. The periods of these two orbits have the behavior described in statement (b).

(e) For $c = \gamma$ the Hamiltonian system (2) has only one direct circular periodic solution centered at the origin of coordinates of radius $\rho_2$. The period of this orbit is the same than in statement (a).

Proposition 1 is proved in section 2.

Our first main goal is to characterize which of the circular periodic solutions described in Proposition 1 can be continued to the generalized anisotropic Lennard–Jones Hamiltonian system defined by the Hamiltonian

$$H_{g\text{aLJ}} = \frac{1}{2} \sum_{k=1}^{n} p_{2k}^2 - \left( \sum_{k=1}^{m} x_k^2 + (1 + \varepsilon) \sum_{k=m+1}^{n} x_k^2 \right)^{\alpha/2} + \left( \sum_{k=1}^{m} x_k^2 + (1 + \varepsilon) \sum_{k=m+1}^{n} x_k^2 \right)^{\beta/2}$$

$$= H_{gLJ} + \varepsilon \left( \frac{b\beta \sum_{k=m+1}^{n} x_k^2}{2|x|^{1+\beta/2}} - \frac{a\alpha \sum_{k=m+1}^{n} x_k^2}{2|x|^{1+\alpha/2}} \right) + O(\varepsilon^2).$$
for a given integer \( m \) and a given \( \varepsilon \) such that \( 1 < m < n \) and \( |\varepsilon| \) is sufficiently small. Therefore the corresponding Hamiltonian system is

\[
\begin{align*}
\dot{x}_k &= p_{x_k}, \\
\dot{p}_{x_k} &= \frac{a \alpha x_k}{\left( \sum_{k=1}^{m} x_k^2 + (1 + \varepsilon) \sum_{k=m+1}^{n} x_k^2 \right)^{\alpha/2}} - \frac{b \beta x_k}{\left( \sum_{k=1}^{m} x_k^2 + (1 + \varepsilon) \sum_{k=m+1}^{n} x_k^2 \right)^{\beta/2}}, \\
\end{align*}
\]

for \( k = 1, \ldots, n \)

\[
\begin{align*}
\dot{p}_{x_k} &= \frac{a \alpha (1 + \varepsilon) x_k}{\left( \sum_{k=1}^{m} x_k^2 + (1 + \varepsilon) \sum_{k=m+1}^{n} x_k^2 \right)^{\alpha/2}} - \frac{b \beta (1 + \varepsilon) x_k}{\left( \sum_{k=1}^{m} x_k^2 + (1 + \varepsilon) \sum_{k=m+1}^{n} x_k^2 \right)^{\beta/2}}, \\
\end{align*}
\]

for \( k = m + 1, \ldots, n \).

We define

\[
R = r_1(c)^{\alpha + \beta - 2} \frac{b \beta - 2}{r_1(c)^{\beta - 2}} \frac{a \alpha - 2}{r_1(c)^{\alpha - 2}} \frac{a \alpha}{r_1(c)^{\alpha - 2}} \frac{b \beta}{r_1(c)^{\beta - 2}}.
\]

Our first main result is the following.

**Theorem 2.** Assume \( \beta > \alpha \geq 2, a > 0 \) and \( b > 0 \). The following statements hold.

(a) If \( c \in (-\gamma, 0) \) and \( R \) is not an integer, then at every 2–dimensional plane \( P \) through the origin of coordinates the retrograde circular orbit of radius \( r_1(c) \) and angular momentum \( c \) of the generalized Lennard–Jones Hamiltonian system (2) can be continued into the generalized anisotropic Lennard–Jones Hamiltonian system (5) for small values of \( |\varepsilon| \).

(b) If \( c \in (-\gamma, 0) \), then at every 2–dimensional plane \( P \) through the origin of coordinates the retrograde circular orbit of radius \( r_1(c) \) and angular momentum \( c \) of the generalized Lennard–Jones Hamiltonian system (2) can be continued into the generalized anisotropic Lennard–Jones Hamiltonian system (5) for small values of \( |\varepsilon| \).

(c) If \( c \in (0, \gamma) \) and \( R \) is not an integer, then at every 2–dimensional plane \( P \) through the origin of coordinates the direct circular orbit of radius \( r_1(c) \) and angular momentum \( c \) of the generalized Lennard–Jones Hamiltonian system (2) can be continued into the generalized anisotropic Lennard–Jones Hamiltonian system (5) for small values of \( |\varepsilon| \).

(d) If \( c \in (0, \gamma) \), then at every 2–dimensional plane \( P \) through the origin of coordinates the direct circular orbit of radius \( r_2(c) \) and angular momentum \( c \) of the generalized Lennard–Jones Hamiltonian system (2) can be continued into the generalized anisotropic Lennard–Jones Hamiltonian system (5) for small values of \( |\varepsilon| \).

Theorem 2 is proved in section 4.
In what follows we shall characterize the periods of antiperiodic solutions of the Lennard–Jones Hamiltonian system on whether there exist such solutions.

For a given $\tau > 0$ we study the $\tau$–periodic solutions of the Lennard–Jones Hamiltonian system (2), which now we rewrite into the form
\begin{equation}
\ddot{x}(t) + U'(x(t)) = 0,
\end{equation}
where $U \in C^1(\mathbb{R}^2 \setminus \{0\}, \mathbb{R})$ is defined by
\begin{equation}
U(x) = -\frac{a}{|x|^\alpha} + \frac{b}{|x|^\beta}, \quad \forall \ x \in \mathbb{R}^2,
\end{equation}
where we suppose $0 < \alpha < \beta$, $a > 0$ and $b \in \mathbb{R}$.

Firstly, for a given $\tau > 0$ we plug the $\tau$–periodic circular motion $x = x(t)$ into the system (6) with the potential function $U = U(x)$ of (7), and try to see which circular motion can become solution of (6).

**Proposition 3.** Let $U \in C^1(\mathbb{R}^2 \setminus \{0\}, \mathbb{R})$ be the potential function given by (7) with $0 < \alpha < \beta$, $a > 0$, and $b \in \mathbb{R}$. For $\tau > 0$ and $r > 0$ let
\begin{equation}
\varphi_\tau(r) \equiv -\frac{4\pi^2}{r^2} r^{\beta+2} + a\alpha r^{\beta-\alpha} - b\beta.
\end{equation}
For $\tau > 0$, let
\begin{equation}
r_0(\tau) = \left(\frac{a\tau^2\alpha(\beta-\alpha)}{4\pi^2(\beta+2)}\right)^{1/(\alpha+2)} > 0,
\end{equation}
\begin{equation}
\chi(\tau) = \varphi_\tau(r_0(\tau)) = \frac{a(\alpha+2)}{\beta+2} \left(\frac{a\tau^2\alpha(\beta-\alpha)}{4\pi^2(\beta+2)}\right)^{(\beta-\alpha)/(\alpha+2)} - b\beta,
\end{equation}
where $r = r_0(\tau)$ is the only critical point of $\varphi_\tau(r)$ on $r > 0$. Then the following holds.

(i) For $\tau > 0$ satisfying $\chi(\tau) > 0$, system (6) possesses precisely 4 $\tau/2$–antiperiodic circular solution $S^1$–orbits centered at the origin given by
\begin{equation}
x_{\pm, r_i(\tau), t_i}(t) = \left( r_i(\tau) \cos \frac{2\pi(t-t_i)}{\tau}, \pm r_i(\tau) \sin \frac{2\pi(t-t_i)}{\tau} \right),
\end{equation}
where $r_1(\tau)$ and $r_2(\tau)$ are two positive roots of $\varphi_\tau(r)$ satisfying $0 < r_1(\tau) < r_0(\tau) < r_2(\tau) < +\infty$, and $t_i \in \mathbb{R}$ for $i = 1, 2$.

(ii) For $\tau > 0$ satisfying $\chi(\tau) = 0$, system (6) possesses precisely 2 $\tau/2$–antiperiodic circular solution $S^1$–orbits centered at the origin given by
\begin{equation}
x_{\pm, r_0(\tau), t_0}(t) = \left( r_0(\tau) \cos \frac{2\pi(t-t_0)}{\tau}, \pm r_0(\tau) \sin \frac{2\pi(t-t_0)}{\tau} \right),
\end{equation}
where $t_0 \in \mathbb{R}$.

(iii) For $\tau > 0$ satisfying $\chi(\tau) < 0$, system (6) possesses no $\tau/2$–antiperiodic circular solutions centered at the origin.

Proposition 3 is proved in Section 5 below.

By a similar proof which is left to the readers, we have the following result for the higher dimensional case.

**Proposition 4.** Let $U \in C^1(\mathbb{R}^{2n} \setminus \{0\}, \mathbb{R})$ be the potential function given by (7) with $0 < \alpha < \beta$, $a > 0$, and $b \in \mathbb{R}$. For $\tau > 0$ and $r > 0$ define $\varphi_\tau(r)$, $r_0(\tau)$ and $\chi(\tau)$ by (8), (9) and (10) respectively. Then the following hold.
For $\tau > 0$ satisfying $\chi(\tau) > 0$, system (6) possesses precisely the following $2^{n+1}$ families of $\tau/2$–antiperiodic circular solution $S^1$-orbits centered at the origin given by $x(t) = (x_1(t), \ldots, x_n(t))$, where

$$x_i(t) = \left( R_i \cos \frac{2\pi(t - t_i)}{\tau}, \pm R_i \sin \frac{2\pi(t - t_i)}{\tau} \right)$$

with $t_i \in \mathbb{R}$, $R_i \in [0, R]$ for $1 \leq i \leq n$ satisfying

$$\sum_{i=1}^{n} R_i^2 = r_2(\tau)^2,$$

and $r_j(\tau) > 0$ with $j = 1$ or $2$ is one of the two positive roots $0 < r_1(\tau) < r_2(\tau)$ of the function $\varphi_\tau(\tau)$. These families are determined by $r_1(\tau)$ and $r_2(\tau)$ as well as $2^n$ choices of orientations of the $2$–dimensional circular branch orbits respectively. Each of these families is of dimension $n - 1$ in the parameters $R_1, \ldots, R_n$ satisfying (14) module the $S^1$-action.

For $\tau > 0$ satisfying $\chi(\tau) = 0$, system (6) possesses precisely the following $2^n$ families of $\tau/2$–antiperiodic circular solution $S^1$-orbits centered at the origin given by (13) and (14) with $R > 0$ being the only positive root $r_0(\tau)$ of the function $\varphi_\tau(\tau)$. These families are determined by $r_0(\tau)$ and the $2^n$ choices of orientations of the $2$–dimensional circular branch orbits respectively. Each of these families is of dimension $n - 1$ in the parameters $R_1, \ldots, R_n$ satisfying (14) module the $S^1$-action.

For $\tau > 0$ satisfying $\chi(\tau) < 0$, system (6) possesses no $\tau/2$–antiperiodic circular solutions centered at the origin.

Because $U$ satisfies $U(-x) = U(x)$ for any $x \in \mathbb{R}^{2n} \setminus \{0\}$, we can look for $\tau/2$–antiperiodic solutions of (6), i.e. those solutions $x$ satisfying

$$x \left( t + \frac{\tau}{2} \right) = -x(t), \quad \forall \ t \in \mathbb{R}.$$

Note that circular solutions of (6) found by Proposition 3 are all $\tau/2$–antiperiodic solutions. It is well known that $\tau/2$–antiperiodic solutions of (6) are critical points of the functional

$$f_\tau(x) = \int_0^\tau \left( \frac{1}{2} |x|^2 - U(x) \right) dt,$$

defined on the space

$$X_\tau = \left\{ x \in W^{1,2}(\mathbb{R}, \mathbb{R}^{2n}) \mid x \left( t + \frac{\tau}{2} \right) = -x(t), \ \forall \ t \in \mathbb{R} \right\},$$

where $S_\tau = \mathbb{R}/(\tau\mathbb{Z})$.

Motivated by the method of [11], we obtain our second main result below. Here this theorem characterizes the period $\tau > 0$ for which (6) possesses no, at least one or more $\tau/2$–antiperiodic solutions.

**Theorem 5.** For any given constants $2 < \alpha < \beta$, $a > 0$, and $b > 0$, let $\tau^{**} > 0$ be the unique positive root of the function $\chi(\tau)$ of (10). Then there exists a positive real number $\tau^* \in (0, \tau^{**}]$ such that the system (6) possesses no $\tau/2$–antiperiodic solutions when $0 < \tau < \tau^*$, at least one $\tau/2$–antiperiodic solution when $\tau = \tau^*$, precisely $2^n$ families of $\tau/2$–antiperiodic circular solutions when $\tau = \tau^{**}$, and precisely $2^{n+1}$ families of $\tau/2$–antiperiodic circular solutions when $\tau > \tau^{**}$. Each of these circular solution families is of dimension $n - 1$ modulo the $S^1$-action.
Theorem 5 is proved in Section 6 below.

See [1, 4, 14] and the references therein for other works on the periodic orbits of the Lennard–Jones potential, or related with these periodic orbits.

2. Proof of Proposition 1

Since the notion of angular momentum is defined in any dimension by using the exterior product in \( \mathbb{R}^n \), one would guess that central force problems in any dimension are completely integrable, as it is well known for \( n = 3 \). This was proved explicitly in [7], by constructing \( n \) first integrals independent and involution: the energy and some combinations of the angular momentum components. It is shown that the motion of these central problems are always reduced to a 2–dimensional plane through the origin of coordinates.

The Lennard–Jones Hamiltonian (1), restricted to a 2–dimensional plane \( P \) through the origin of coordinates with initial position and momenta in \( P \), in polar coordinates in \( P \) becomes

\[
H = \frac{1}{2} \left( \frac{\Theta^2}{r^2} + R^2 \right) - a \frac{\alpha}{r^{\alpha+1}} + b \frac{\beta}{r^{\beta+1}},
\]

where \( \Theta \) is the norm of the angular momentum restricted to \( P \) in polar coordinates. Therefore its corresponding Hamiltonian system writes

\[
\begin{align*}
\dot{r} &= R, \\
\dot{\theta} &= \frac{\Theta}{r^2}, \\
\dot{R} &= \frac{\Theta^2}{r^3} - a \frac{\alpha}{r^{\alpha+1}} + b \frac{\beta}{r^{\beta+1}}, \\
\dot{\Theta} &= 0.
\end{align*}
\]
We fix the value of $\Theta = c$. On a circular periodic solution in $P$ we have $\dot{r} = R = 0$. Therefore

$$\dot{R} = \frac{c^2}{r^3} - \frac{a\alpha}{r^{1+\alpha}} + \frac{b\beta}{r^{1+\beta}} = 0.$$ 

Hence the value of the angular momentum over the circular periodic solution of radius $r$ in $P$ is

$$c(r) = \pm \sqrt{\frac{a\alpha}{r^{\alpha - 2}} - \frac{b\beta}{r^{\beta - 2}}}.$$ 

Therefore the radius of a circular periodic orbit must satisfy $r \geq r_1$. See the graphic of the function $c(r)$ in Figure 1.

The maximum and the minimum of the function $c(r)$ takes place when $r = r_2$ and $c(r_2) = \pm \gamma$. So the value of the angular momentum on the circular periodic solutions in $P$ run in the interval $[-\gamma, \gamma]$, as it is stated in Proposition 1. Now the statements of Proposition 1 follows easily from Figure 1.

3. Basic results on the continuation of periodic solutions

We deal with autonomous differential systems

$$\dot{x} = f(x; \varepsilon),$$

where $f : U \times (\varepsilon_0, \varepsilon_0) \rightarrow \mathbb{R}^m$ is $C^2$. $U$ is an open subset of $\mathbb{R}^m$, $x \in U$, $(-\varepsilon_0, \varepsilon_0)$ with $\varepsilon_0 > 0$ is an interval where the parameter $\varepsilon$ takes values, and as usual the dot denotes the derivative with respect to the time $t$. We denote its general solution as $\phi(t, x_0; \varepsilon)$ satisfying $\phi(0, x_0; \varepsilon) = x_0 \in U$, here $t$ belongs to the maximal interval of definition of this solution.

A solution $\phi(t, x_0; \varepsilon)$ is $T$–periodic with $T > 0$ if and only if $\phi(T, x_0; \varepsilon) = x_0$ and $\phi(t, x_0; \varepsilon) \neq x_0$ for $t \in (0, T)$. The periodic orbit associated to the periodic solution $\phi(t, x_0; \varepsilon)$ is $\gamma = \{\phi(t, x_0; \varepsilon), t \in [0, T]\}$.

Consider the $T$–periodic solution $\phi(t, x_0; 0)$. A continuation of this periodic solution is a pair of smooth functions, $u(\varepsilon)$, $\tau(\varepsilon)$, defined for $|\varepsilon|$ sufficiently small such that $u(0) = x_0$, $\tau(0) = T$ and $\phi(t, u(\varepsilon); \varepsilon)$ is $\tau(\varepsilon)$–periodic. One also says that the periodic solution can be continued. This means that the solution persists when the parameter $\varepsilon$ varies, and the periodic solution does not change very much with the parameter.

The variational equation associated to the $T$–periodic solution $\phi(t, x_0; \varepsilon)$ is

$$M = \left. \left( f_x(x; \varepsilon) \right) \right|_{x=\phi(t, x_0; \varepsilon)} M,$$

where $M$ is a $m \times m$ matrix. Note that the matrix $f_x(x; \varepsilon)$ is the Jacobian matrix of the vector field $f(x; \varepsilon)$.

The monodromy matrix associated to the $T$–periodic solution $\phi(t, x_0; \varepsilon)$ is the solution $M(T, x_0; \varepsilon)$ of (18) satisfying that $M(0, x_0; \varepsilon)$ is the identity matrix of $\mathbb{R}^m$. The eigenvalues of the monodromy matrix associated to the periodic solution $\phi(t, x_0; \varepsilon)$ are called the multipliers of the periodic orbit.

Let $\phi(t, x_0; \varepsilon)$ be a $T$–periodic orbit of the $C^2$ differential system (17). The eigenvector tangent to the periodic orbit has associated an eigenvalue equal to 1. So the periodic orbit has at least one multiplier equal to 1, for more details see for instance Proposition 1 in [10].
Let $F: U \to \mathbb{R}$ be a locally non-constant function of class $C^1$ such that
\[ \nabla F(x) \cdot f(x; \varepsilon) = 0. \]
Then $F$ is called a first integral of system (17), because $F$ is constant on the solutions of this system. Here the dot $\cdot$ indicates the usual inner product of $\mathbb{R}^m$, and the gradient of $F$ is defined as
\[ \nabla F(x) = \left( \frac{\partial F}{\partial x_1}, \ldots, \frac{\partial F}{\partial x_n} \right). \]

We say that $k$ first integrals $F_j: U \to \mathbb{R}$ for $j = 1, \ldots, k$ are linearly independent if their gradients are independent in all the points of $U$ except perhaps in a set of Lebesgue measure zero.

Let $F_j: U \to \mathbb{R}$ a first integral for $j = 1, \ldots, k$ with $k < m$. Assume that $F_1, \ldots, F_k$ are linearly independent in $U$. Let $\gamma$ be a $T$–periodic orbit of the vector field $f(x; \varepsilon)$ such that at every point $x \in \gamma$ the vectors $\nabla F_1(x), \ldots, \nabla F_k(x)$ and $f(x; \varepsilon)$ are linearly independent. Then 1 is a multiplier of the periodic orbit $\gamma$ with multiplicity at least $k + 1$, see for instance Theorem 2 of [10].

If the differential system (17) has $k$ independent first integrals, we say that a periodic solution $\phi(t, x_0; \varepsilon)$ is non–degenerate if 1 is an eigenvalue of the monodromy matrix $M(T, x_0; \varepsilon)$ with multiplicity $k + 1$. The following result goes back to Poincaré, for a proof see for instance the proof of Proposition 9.1.1 of [12].

**Proposition 6.** A non–degenerate periodic solution of a differential system (17) with $\varepsilon = 0$ and $k$ independent first integrals can be continued to differential systems (17) with $|\varepsilon|$ sufficiently small.

### 4. Proof of Theorem 2

We shall work in a fixed 2–dimensional plane $P$ through the origin of coordinates in the space of positions. In fact, from [7] we know that we can find $2n - 3$ independent first integrals, such that $2n - 4$ fix the motion on the plane $P$, and the additional first integral is the restriction of the Hamiltonian of the system to the invariant plane $P$. From section 3 it follows that a circular periodic solution in the plane $P$ is non–degenerate if it has $2n - 2$ multipliers equal to 1, and the remainder two are different from 1. Since we shall work with the differential system (17) restricted to the invariant position plane $P$, in order to see that a circular periodic solution contained in $P$ is non–degenerate it is sufficient to prove that their multipliers are 1 with multiplicity two, and two other multipliers different from 1.

For $c \in (-\gamma, 0)$ we consider the circular periodic solution of radius $r_1(c) \in (\rho_1, \rho_2)$ in $P$, see statement (b) of Proposition 1. On this periodic solution $R = 0$, and from (15) its angular velocity is $\dot{\theta} = \omega = c/r_1(c)^2$. Therefore its period is

\[ T(c) = \frac{2\pi}{\omega} = \frac{2\pi r_1(c)^2}{|c|}. \]

Note that the period is the necessary time in order that $\theta$ increases or decreases by $2\pi$. 

...
The Jacobian matrix of the Hamiltonian vector field corresponding to the Hamiltonian system (15) is

$$\begin{pmatrix}
0 & 0 & 1 & 0 \\
-\frac{2\Theta}{r^3} & 0 & 0 & \frac{1}{r^2} \\
\frac{a\alpha(\alpha + 1)}{r^{\alpha+2}} - \frac{b\beta(\beta + 1)}{r^{\beta+2}} & 3\Theta^2 & 0 & \frac{2\Theta}{r^3} \\
0 & 0 & 0 & 0
\end{pmatrix}.$$  

When we evaluate this matrix on the circular periodic solution of radius $r_1(c)$ and $c \in (-\gamma, 0)$ with

$$\Theta = c = -\sqrt{\frac{a\alpha}{r_1(c)^{\alpha+2}}} - \frac{b\beta}{r_1(c)^{\beta+2}},$$

recall (16), we obtain the matrix

$$A = \begin{pmatrix}
0 & 0 & 1 & 0 \\
-2\sqrt{\frac{a\alpha}{r_1(c)^{\alpha+1}}} - \frac{b\beta}{r_1(c)^{\beta+1}} & 0 & 0 & \frac{1}{r_1(c)^{\beta+1}} \\
\frac{a\alpha(\alpha - 2)}{r_1(c)^{\alpha+2}} - \frac{b\beta(\beta - 2)}{r_1(c)^{\beta+2}} & 0 & 0 & 2\sqrt{\frac{a\alpha}{r_1(c)^{\alpha+4}}} - \frac{b\beta}{r_1(c)^{\beta+4}} \\
0 & 0 & 0 & 0
\end{pmatrix}.$$  

Now the variational equation (18) becomes

$$\dot{M} = AM,$$

where $M$ is a $4 \times 4$ matrix, and the solution $M(t)$ of this differential equation such that $M(0)$ is the identity matrix of $\mathbb{R}^4$, evaluated at the period (19) of the circular periodic orbit of radius $r_1(c)$ is

$$\begin{pmatrix}
C & 0 & \frac{r^2S}{\sqrt{A}} & \frac{2r_1\sqrt{B}(C - 1)}{A} \\
-\frac{2}{r}\sqrt{\frac{B}{A}}S & 1 & -2r_1\sqrt{B}(C - 1) & D \\
\sqrt{A}S & 0 & C & 2\sqrt{BS}/\sqrt{Ar} \\
0 & 0 & 0 & 1
\end{pmatrix},$$
where \( r_1 = r_1(c) \), and

\[
A = \frac{a \alpha (\alpha - 2)}{r_1^{\alpha - 2}} - \frac{b \beta (\beta - 2)}{r_1^{\beta - 2}},
\]

\[
B = \frac{a \alpha}{r_1^{\alpha - 2}} - \frac{b \beta}{r_1^{\beta - 2}},
\]

\[
C = \cosh \left( 2\pi \sqrt{\frac{A}{B}} \right),
\]

\[
S = \sinh \left( 2\pi \sqrt{\frac{A}{B}} \right),
\]

\[
D = \frac{2\pi \left( a \alpha + 2 \beta \right)}{r_1^{\alpha + \beta - 1} A \sqrt{B}} - 4r_1^{2\alpha + 2\beta + 2} B \sqrt{A} S.
\]

Of course, by definition this last matrix is the monodromy matrix of the circular periodic solution of radius \( r_1(c) \). Its eigenvalues are the multipliers of this periodic solution, namely

\[
1, \ 1, \ \pm e^{-2\pi \sqrt{\frac{A}{B}}},
\]

Since \( r_1 \in (\rho_1, \rho_2) \) we have that \( AB < 0 \), and consequently

\[ e^{-2\pi \sqrt{\frac{A}{B}}} \neq 1 \]

if and only if

\[ \sqrt{-\frac{A}{B}} \] is not an integer.

Of course as usual \( i = \sqrt{-1} \). Now applying Proposition 6 it follows statement (a) of Theorem 2.

For \( c \in (-\gamma, 0) \) we consider the circular periodic solution of radius \( r_2(c) \in (\rho_2, \infty) \), see statement (c) of Proposition 1. Then doing the same kind of computations than for the circular periodic solution of radius \( r_1(c) \) we obtain for the circular periodic solution of radius \( r_2(c) \) the same multipliers (20) but with \( r_2(c) \) instead of \( r_1(c) \). Since \( r_2(c) \in (\rho_2, \infty) \) we have that \( AB > 0 \), then the multipliers

\[ \pm e^{2\pi \sqrt{\frac{A}{B}}} \]

never can be 1, and consequently by Proposition 6, statement (b) of Theorem 2 follows.

Finally, the proofs of statements (c) and (d) of Theorem 2 are the same than the proofs of statements (a) and (b) of of Theorem 2.
5. Finding $\tau/2$-antiperiodic circular solutions of system (6)

Proof of Proposition 3. By definition (7) of $U$, we obtain

\[ U'(x) = \frac{a\alpha}{|x|^{\alpha+2}}x - \frac{b\beta}{|x|^{\beta+2}}x. \]

Let \( x_{\pm,r}(t) = (r\cos\frac{2\pi t}{\tau}, \pm r\sin\frac{2\pi t}{\tau}) \) for some \( r > 0 \) to be determined later. Then we obtain

\[ \ddot{x}_{\pm,r}(t) = -\frac{4\pi^2}{\tau^2}x_{\pm,r}(t). \]

Thus we have

\[ \ddot{x}(t) + U'(x(t)) = \left[ -\frac{4\pi^2}{\tau^2} + 
\begin{cases} 
  a\alpha r^{-(\alpha+2)} - b\beta r^{-(\beta+2)} 
  & \text{if } \chi(\tau) > 0, 
\end{cases} \right] x(t) = r^{-(\beta+2)}\varphi_\tau(r)x(t). \]

That is, \( x \) is a solution of (6) if and only if \( r > 0 \) is a root of \( \varphi_\tau(r) \).

Note that \( \varphi_\tau(r) \) is continuous for \( r \in [0, +\infty) \) and \( C^\infty \) for \( r > 0 \). By direct computations, we obtain

\[
\begin{align*}
\varphi_\tau(r) &= r^{\beta-\alpha} \left( a\alpha - \frac{4\pi^2}{\tau^2} r^{\alpha+2} \right) - b\beta, \\
\varphi_\tau'(r) &= a\alpha(\beta - \alpha)r^{\beta-\alpha-1} - \frac{4\pi^2(\beta + 2)}{\tau^2} r^{\beta+1}, \\
&= r^{\beta-\alpha-1} \left( a\alpha(\beta - \alpha) - \frac{4\pi^2(\beta + 2)}{\tau^2} \right) r^{\alpha+2}, \\
\varphi_\tau''(r) &= a\alpha(\beta - \alpha)(\beta - \alpha - 1)r^{\beta-\alpha-2} - \frac{4\pi^2(\beta + 2)(\beta + 1)}{\tau^2} r^\beta \\
&= r^{\beta-\alpha-2} \left( a\alpha(\beta - \alpha)(\beta - \alpha - 1) - \frac{4\pi^2(\beta + 2)(\beta + 1)}{\tau^2} \right) r^{\alpha+2}.
\end{align*}
\]

Then \( \varphi_\tau'(r) = 0 \) for \( r > 0 \) yields that \( \varphi_\tau(r) \) possesses precisely one critical point \( r = r_0 = r_0(\tau) \),

\[ r_0 = \left( \frac{a\tau^2\alpha(\beta - \alpha)}{4\pi^2(\beta + 2)} \right)^{1/(\alpha+2)} > 0. \]

At this point we have

\[ \varphi_\tau''(r_0) = r_0^{\beta-\alpha-2} \left( a\alpha(\beta - \alpha)(\beta - \alpha - 1) - \frac{4\pi^2(\beta + 2)(\beta + 1)}{\tau^2} r_0^{\alpha+2} \right) \\
= -a\alpha(\beta - \alpha)(\alpha + 2)r_0^{\beta-\alpha-2} < 0. \]

Thus \( r = r_0 \) is a maximal point of \( \varphi_\tau(r) \), at which we have

\[ \chi(\tau) \equiv \varphi_\tau(r_0) = r_0^{\beta-\alpha} \left( a\alpha - \frac{4\pi^2}{\tau^2} a\tau^2\alpha(\beta - \alpha) \right) - b\beta \]

\[ = \frac{a\alpha(\beta + 2)}{\beta + 2} \left( a\tau^2\alpha(\beta - \alpha) / (\beta + 2) \right)^{\beta-\alpha/(\alpha+2)} - b\beta. \]

Note that we have

\[ \lim_{r \to 0^+} \varphi_\tau(r) = -b\beta \quad \text{and} \quad \lim_{r \to +\infty} \varphi_\tau(r) = -\infty. \]

Therefore under the assumptions of statement (i) of Proposition 3, i.e., \( \tau > 0 \) satisfying \( \chi(\tau) > 0 \), the function \( \varphi_\tau(r) \) for \( r > 0 \) possesses precisely two positive
roots, which we denote by \( r_1(\tau) \) and \( r_2(\tau) \) satisfying \( 0 < r_1(\tau) < r_0(\tau) < r_2(\tau) < +\infty \). Considering orientation, they yield four \( \tau/2 \)-antiperiodic circular solution \( S^1 \)-orbits centered at the origin

\[
(24) \quad x_{\pm,r_i(\tau),t_i}(t) = \left( r_i(\tau) \cos \frac{2\pi(t-t_i)}{\tau}, \pm r_i(\tau) \sin \frac{2\pi(t-t_i)}{\tau} \right),
\]

for \( t_i \in \mathbb{R} \) with \( i = 1, 2 \).

Under the assumptions of statement (ii) of Proposition 3, i.e., \( \tau > 0 \) satisfying \( \chi(\tau) = 0 \), the function \( \varphi_r(\tau) \) for \( r > 0 \) possesses precisely only one positive root \( r = r_0(\tau) \). Thus considering orientation, they yield two \( \tau/2 \)-antiperiodic circular solution \( S^1 \)-orbits centered at the origin given by (24) with \( i = 0 \) and \( r_i(\tau) = r_0(\tau) \) and \( t_0 \in \mathbb{R} \).

Under the assumptions of statement (iii) of Proposition 3, i.e., \( \tau > 0 \) satisfying \( \chi(\tau) < 0 \), the function \( \varphi_r(\tau) \) for \( r > 0 \) possesses no positive roots, and therefore system (6) possesses no \( \tau/2 \)-antiperiodic circular solution \( S^1 \)-orbits centered at the origin for all \( \tau > 0 \).

This completes the proof of Proposition 3.

\[ \square \]

Next we give an example for the weak–force case \( 0 < \alpha = 1 < \beta = 2 \), which does not satisfy specially the condition \( 2 < \alpha < \beta \) of Theorem 5.

\textbf{Example 1.} Let \( \alpha = 1, \beta = 2, a = b = 1 \) in (7). Then for \( \tau > 0 \), we have

\[
\begin{align*}
r_0(\tau) &= \left( \frac{\tau^2}{16\pi^2} \right)^{1/3}, \\
\chi(\tau) &= \frac{3}{4} \left( \frac{\tau^2}{16\pi^2} \right)^{1/3} - 2.
\end{align*}
\]

Then the three cases of Proposition 3 hold, and system (6) possesses \( \tau/2 \)-antiperiodic circular solutions when \( \tau > 0 \) is large enough.

\section{6. Proof of Theorem 5}

In order to prove Theorem 5 we need the following two inequalities given in the next two lemmas.

\textbf{Lemma 7} (Wirtinger’s inequality, cf. Theorem 258 of [6]). For real numbers \( a < b \), let \( f \in W^{1,2}([a,b],\mathbb{R}) \) satisfying \( f(a) = f(b) \) and \( \int_a^b f(t)dt = 0 \). Then

\[
\left( \frac{2\pi}{b-a} \right)^2 \int_a^b |f(t)|^2 dt \leq \int_a^b |f'(t)|^2 dt,
\]

and the equality holds if and only if

\[
f(t) = c_1 \cos \frac{2\pi(t-a)}{b-a} + c_2 \sin \frac{2\pi(t-a)}{b-a},
\]

for some constant \( c_1 \) and \( c_2 \in \mathbb{R} \).

\textbf{Lemma 8} (Jensen’s inequality, cf. Theorem 204 of [6]). For real numbers \( a < b \), let \( \phi = \phi(t) \) satisfying \( \phi''(t) > 0 \) and be finite for all \( t \in (a,b) \), and \( f \) and \( p \) be integrable on \([a,b]\) and satisfying

\[
0 < \int_a^b p(t)dt, \quad \text{and} \quad m \leq f(t) \leq M, \quad 0 \leq p(t), \quad \forall a \leq t \leq b,
\]

where \( m > 0 \) and \( M > 0 \). Then

\[
\int_a^b \frac{\phi''(t)}{f(t)} dt \leq \frac{\phi(b) - \phi(a)}{M}.
\]
with $m$ and $M$ may be infinite, and $f(t)$ is almost always different from $m$ and $M$. Then
\[
\phi \left( \frac{\int_0^t p(t) f(t) dt}{\int_0^t p(t) dt} \right) \leq \frac{\int_0^t p(t) \phi(f(t)) dt}{\int_0^t p(t) dt}.
\]
Here equality holds if and only if $f(t)$ is a constant function on $[a, b]$.

**Proof of Theorem 5.** We carry out the proof in two steps.

**Step 1.** The non–existence of $\tau/2$–antiperiodic solutions of (6) when $\tau > 0$ is small enough.

Given $\tau > 0$, suppose $x = x(t)$ is a $\tau/2$–antiperiodic solution of (6). For $r > 0$ let
\[
(25) \quad \psi_r(x) = f_r(x) = \frac{r^2}{2} C_0 + a y r^{-\alpha} - b C_\beta r^{-\beta},
\]
where we define
\[
(26) \quad C_0 = \int_0^\tau |\dot{x}(t)|^2 dt, \quad y = \int_0^\tau \frac{1}{|x(t)|^\alpha} dt, \quad C_\beta = \int_0^\tau \frac{1}{|x(t)|^{\beta/\alpha}} dt.
\]
Because $x = x(t)$ is a $\tau/2$–antiperiodic solution of (6), we have
\[
(27) \quad \psi_r'(x)|_{r=1} = f'_r(x), \quad \psi_r'(x)|_{r=1} = 0.
\]

By direct computations from (25) we obtain
\[
(28) \quad \psi_r'(x)|_{r=1} = (C_0 r - a y r^{-\alpha-1} + b C_\beta r^{-\beta})|_{r=1} = C_0 - a y + b C_\beta.
\]

Because $x = x(t)$ is $\tau/2$–antiperiodic, it satisfies $\int_0^\tau x(t) dt = 0$. Thus by applying the Wirtinger’s inequality (Lemma 2.1) to each coordinate function of $x \in \mathbb{R}^{2n}$ and then adding them up, we obtain
\[
C_0 = \int_0^\tau |\dot{x}|^2 dt \geq \left( \frac{2\pi}{\tau} \right)^2 \int_0^\tau |x|^2 dt.
\]
Let $\phi(t) = t^{-2/\alpha}$, then it is strictly convex, because $\phi''(t) = \frac{2(2+\alpha)}{\alpha^2} t^{-(2+2\alpha)/\alpha} > 0$ for all $t > 0$. Then by Jensen’s inequality (Lemma 8) with $\phi(t) = t^{-2/\alpha}$, $a = 0$, $b = \tau$, $p(t) = 1$ and $f = 1/|x|^\alpha$, we obtain
\[
\int_0^\tau |\dot{x}|^2 dt \geq \tau^{(2+\alpha)/\alpha} \left( \int_0^\tau \frac{1}{|x|^\alpha} dt \right)^{-2/\alpha} = \tau^{(\alpha+2)/\alpha} y^{-2/\alpha}.
\]

Let $\phi(t) = t^{\beta/\alpha}$, then it is strictly convex, because $\phi''(t) = \frac{2(\beta-\alpha+1)(\beta-2\alpha)/\alpha}{} > 0$ for all $t > 0$. Then by Jensen’s inequality with $\phi(t) = t^{\beta/\alpha}$, $a = 0$, $b = \tau$, $p(t) = 1$ and $f = 1/|x|^\alpha$, we obtain
\[
C_\beta = \int_0^\tau \frac{1}{|x|^{\beta/\alpha}} dt \geq \tau^{(\alpha-\beta)/\alpha} \left( \int_0^\tau \frac{1}{|x|^\alpha} dt \right)^{\beta/\alpha} = \tau^{(\alpha-\beta)/\alpha} y^{\beta/\alpha}.
\]

Plugging all the above estimates into (28) we obtain
\[
(29) \quad \psi_r'(x)|_{r=1} \geq 4\pi^2 \tau^{(2-\alpha)/\alpha} y^{-2/\alpha} - a y + b \tau^{(\beta-\alpha)/\alpha} y^{\beta/\alpha} \equiv \xi(y),
\]
for some $y > 0$. 
Let $\tau_1 > 0$ be sufficiently small such that $b\beta\tau^{-(\beta-\alpha)/\alpha} \geq a\alpha$ for all $\tau \in (0, \tau_1]$. Then for all $y \geq 1$, we obtain $b\beta\tau^{-(\beta-\alpha)/\alpha} y^{\beta/\alpha} - a\alpha y \geq 0$ and
\[ \xi(y) \geq \tau^{-(\beta-\alpha)/\alpha} > 0. \]

Here we used the condition $0 < \alpha < \beta$.

Let $\tau_2 > 0$ be sufficiently small such that $4\pi^2 \tau^{(2-\alpha)/\alpha} \geq a\alpha$ for all $\tau \in (0, \tau_2]$. Then for all $0 < y < 1$, we obtain $4\pi^2 \tau^{(2-\alpha)/\alpha} y^{-2/\alpha} - a\alpha y \geq 0$ and
\[ \xi(y) \geq b\beta\tau^{-(\beta-\alpha)/\alpha} y^{\beta/\alpha} > 0. \]

Here we used the condition $2 < \alpha$.

Therefore for all $\tau \in (0, \min\{\tau_1, \tau_2\})$, we obtain $\psi'(x)|_{r=1} \geq \xi(y) > 0$.

Together with (27), it yields a contradiction, whenever $\tau \in (0, \min\{\tau_1, \tau_2\})$. Therefore when $\tau > 0$ is sufficiently small, system (6) possesses no $\tau/2$–antiperiodic solutions.

**Step 2. The existence of $\tau^*$ claimed in Theorem 5.**

By Propositions 3 and 4, for $\tau \geq \tau^{**}$ with $\tau^{**}$ being the unique positive root of $\chi(\tau)$ of (10), (6) possesses always $\tau/2$-antiperiodic circular solutions. Therefore by Step 1, there exists a $\tau^* > 0$ such that for $\tau \in (0, \tau^*)$ there exist no $\tau/2$-antiperiodic solutions of (6), and for $\tau = \tau^*$ the system (6) possesses at least one $\tau/2$–antiperiodic solution.

Now other claims of Theorem 5 follow from Propositions 3 and 4.

The proof of Theorem 5 is complete. □

**Remark 1.** (i) By our above study, it is natural to ask whether for every $\tau \geq \tau^*$, the system (6) possesses any $\tau/2$–antiperiodic solutions which are not circular motions.

(ii) It is not clear so far whether $\tau^* = \tau^{**}$ holds, as well as whether there exists any $\tau/2$-antiperiodic solutions for $\tau \in (\tau^*, \tau^{**})$ if $\tau^* < \tau^{**}$ holds.

(iii) Based on results in Propositions 3 and 4, it is natural to ask whether the Theorem 5 continue to hold when the potential function is a weak force, i.e., $0 < \alpha \leq 2 < \beta$.

(iv) Here we would like to draw readers attentions to a remarkable result of Ambrosetti and Coti Zelati, i.e., Theorem 9.1 of [1] in 1993, in which they proved the existence of at least one $\tau$–periodic solution of the system (6) for every $\tau > 0$. In their proof, they constructed a mountain pass structure which depends on a set of suitable functions with non-zero mean integral values. Their $\tau$–periodic solutions are not $\tau/2$–antiperiodic. For $0 < \tau < \tau^*$, this conclusion follows from our Theorem 5. Here a natural task of the future study on the system (6) is to understand the global structures of the sets of its $\tau/2$-antiperiodic solutions and $\tau$-periodic solutions respectively for prescribed suitable $\tau > 0$ with the potential function being strong force or weak force.
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