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Code: 42251
ECTS Credits: 6

Degree SYIELTS Type Year Semester
4313133 Comput d'Altes Prestacions, 1094 Comput d'Altes Prestacions, Teoria P 1 0
Teoria de la Informacié i Seguretat / High de la Informacio i Seguretat / High
Performance Computing, Information Performance Computing, Information
Theory and Security Theory and Security
4313136 Modelitzacié per a la Ciéncia i 1095 Modelitzacio per a la Ciéncia i ¢} 3 0
I'Enginyeria / Modelling for Science and I'Enginyeria / Modelling for Science and
Engineering Engineering
Contact Use of languages
Name: Anna Barbara Sikora Principal working language: anglés (eng)

Email: Anna.Morajko@uab.cat
Prerequisites

There are no requirements.

Objectives and Contextualisation

The objective of the module is to:

Identify difficulties related to parallel programming

Apply an adequate methodology for the development of parallel applications

Evaluate tools and languages for parallel programming

Develop parallel applications

Evaluate parallel application performance and collect necessary measurements to tune the application
in order to improve its performance

At the end of this module, students should have enough knowledge, methods and technical skills to develop
parallel applications using an adequate programming model and to evaluate the application performance.

Skills

Analyse and evaluate parallel and distributed computing architectures, as well as develop and optimise
advanced software for them.

Analyse, synthesise, organise and plan projects related to information theory, security and high
performance computing.

Apply the methodology of research, techniques and specific resources for investigating and producing
innovative results in a certain specialised field.

Assure, guarantee, manage, certify and investigate the quality of advanced computing developments,
processes, systems and products.

Direct innovation and research projects and work teams in the area of information theory, security and
high performance computing.

Innovate in the search for new spaces / areas in one's field of work.

Possess and comprehend knowledge that offers the basis and opportunity to be original in the
development and/or application of ideas, frequently in a research context.
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® Recognise the human, economic, legal and ethical dimensions of professional exercise.
® Students must possess learning abilities to enable them to continue studying in a way that will to a large

extent have to be self-managed and autonomous.

Learning outcomes

1. Analyse, synthesise, organise and plan projects related with information theory, security and high
performance computing
2. Apply the methodology of specific research, techniques and resources for investigating and producing
innovative results in a certain specialised field
3. Design the parallel solution to a computing problem taking into consideration the characteristics of the
hardware available.
4. Develop the parallel solution for a computing problem by choosing the most adequate tools
5. Identify sources of parallelism in a computing problem
6. Innovate in the search for new spaces / areas in one's field of work
7. Interpret the information provided by performance analysis tools and transform it into actions that
improve the parallel application
8. Plan and develop innovation and research projects with content related to parallel programming
9. Possess and comprehend knowledge that offers the basis and opportunity to be original in the
development and/or application of ideas, frequently in a research context
10. Recognise the human, economic, legal and ethical dimensions of professional exercise
11. Students must possess learning abilities to enable them to continue studying in a way that will to a large
extent have to be self-managed and autonomous
12. Use the right tools for analysing the performance of an application
Content

Introduction to the course

® Course Content, Model & Labs

MPI programming

® Introduction to MPI programming (1 session)
® C+MPI programming - practice - laboratory (3 sessions)

OpenMP programming

® |ntroduction to OpenMP programming (1 session)
® OpenMP programming - practice - laboratory (1 session)

Algorithms

® Parallel algorithms (1 session)

CUDA

® Introduction to CUDA (2 sessions)
® CUDA programming - practice - laboratory (1 session)

Performance analysis tools and performance models

® Overview of performance analysis tools (TAU, Scalasca, Periscope, Paraver, MATE) (1 session)
® Performance models: locality, number of resources, load balancing (1 session)

Final work

® Final practical work - laboratory (1 session)
® Final practical work - presentation (1 session)



Pensament Computacional Aplicat a la Programacié Paral-lela 2012 - 2013

Invited speaker (1 session)

Methodology

The methodology will combine master classes, laboratories, independent and assisted work of the students,
delivery of partial practices, and the presentation of a small project where students apply the received
knowledge.

Distribution of the tasks:

Attending lectures and laboratories: 30%
Guided learning activities (outside classroom): 10%
Learning self-activities (outside classroom): 60% presented/displayed.

Activities
Title Hours ECTS Learning outcomes
Type: Directed
Classes 30 1.2 1,2,3,45,6,7,8,9,10, 11, 12
Type: Autonomous
Studying 85 3.4 1,2,3,4,5,7,8,9
Studying in group 30 1.2 1,3,4,7,11, 12

Evaluation

Practices:

Development of two MPI basic programs during the classes of C+MPI laboratory. The practice may be
developed by groups of two students.

Development of one OpenMP basic program during the classes of OpenMP laboratory. The objective is
to study OpenMP and analyze differences in programming model. The practice may be developed by
groups of two students.

Development of one CUDA basic program during the classes of CUDA laboratory. The objective is to
introduce CUDA and to analyze differences in programming model. The practice may be developed by
groups of two students.

Development of a final project choosing between MPI, OpenMP or CUDA. The objective is to study a
problem with high performance computing requirements, its parallelization, scalability, and performance
evaluation. The project is developed individually and it contains a report of the given problem and
results. Each student must present the final project results during the last class (presentations of 15
minutes).

Evaluation:

Final individual project delivery and presentation of the obtained results
Partial practices delivered by groups of students during the semester.
Attending to lectures (min 80%) and active participation

There will be a meeting with all responsible teachers and the coordinator of the module to decide the final
evaluation.
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Evaluation activities

Title Weighting Hours ECTS Learning outcomes

CUDA application 20 1 0.04 1,3,4,5,7,12

Final project 40 1 0.04 1,2,3,4,5/6,7,8,12

MPI application 1 10 1 0.04 1,3,4,5,12

MPI application 2 10 1 0.04 1,3,4,5,7,12

OpenMPI application 20 1 0.04 1,3,4,5,7,12
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