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Abstract: The problem of reduction of singularities for germs of codimension one foliations in dimension three has been solved by Cano in [3]. The author divides the proof in two steps. The first one consists in getting pre-simple points and the second one is the passage from pre-simple to simple points. In arbitrary dimension of the ambient space the problem is open. In this paper we solve the second step of the problem.
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1. Introduction

Reduction of singularities for germs of holomorphic codimension one foliations in \((\mathbb{C}^n, 0)\) is an unsolved problem.

In ambient dimension \(n = 2\), the first complete proof has been given by Seidenberg in [9]. It is one of the main tools for the understanding of germs of vector fields and foliations in \((\mathbb{C}^2, 0)\). For instance, it is absolutely necessary to support a holonomic study of those foliations (see [8]) or to prove the existence of invariant analytic curves (separatrices) (see [1]).

In ambient dimension \(n = 3\), the problem has been first solved in the non-dicritical case ([2], [4]) and the result has been used to prove the existence of germs of invariant surfaces in this case. In the general case, it has been solved in [3].

Although there are invariant hypersurfaces in the non-dicritical situations and higher dimension [6], the general solution of the problem of reduction of singularities for \(n \geq 4\) is still widely open.

In [4] and [3] the authors have identified two kinds of points for codimension one singular foliations in higher dimensional ambient spaces. They are the pre-simple points and the simple ones. Reduction of singularities consists in obtaining at most simple points after a finite sequence of blow-ups with non singular invariant centers. To get pre-simple points
is the first step in that problem, and the passage from pre-simple to simple points is the second and last step. In fact, pre-simple points are defined in terms of upper-semicontinuous invariants such as the multiplicity and the transversality positions of the initial forms. The definition of simple points adds non-resonance requirements to the conditions defining pre-simple points. This paper is devoted to a global solution of the second step of reduction of singularities.

The first example of a pre-simple but not simple point is the radial vector field, or equivalently, the foliation defined by

$$\frac{dx}{x} - \frac{dy}{y} = 0.$$  

After a first dicritical blow-up we obtain simple points (in this particular case even non-singular points). Precise definitions of the notions are given below.

Up to some considerations about the Jordan Block singularities, the second step of the problem consists in the elimination of the resonances appearing on the residual vectors of the pre-simple singularities.

In order to do that in a complete global way, we construct a Control Variety $X$ with a normal crossings divisor $E$. We consider some divisors whose support is contained in $E$ in such a way that the problem of eliminating the resonances is solved once we have eliminated the indeterminacies of these divisors (in the sense of Subsection 7.2).

We end the paper by showing how to eliminate the indeterminacies of a divisor by means of a combinatorial game. In this way we complete the passage from pre-simple to simple points by means of blow-ups with invariant centers of codimension two.

2. Preliminaries

Contents of this section can be essentially found in [3].

Let $M$ be a germ around a non singular compact analytic subset of a complex analytic variety of dimension $n$. Given a point $P \in M$ we denote by $\mathcal{O}_{M,P}$ the ring of analytic functions at $P$ and by $\mathfrak{m}_{M,P}$ its maximal ideal. Let $\nu: \mathcal{O}_{M,P} \setminus \{0\} \rightarrow \mathbb{Z}_{\geq 0}$ be the $\mathfrak{m}_{M,P}$-adic order. Given $a \in \mathfrak{m}_{M,P}$ we denote by $La := a + \mathfrak{m}^2_{M,P}$ its linear part.

A holomorphic singular codimension one foliation $\mathcal{F}$ of $M$ (for short, a foliation of $M$) is given locally at each point $P \in M$ by an equation $\Omega = 0$ where

$$\Omega = \sum_{i=1}^{n} f_i(x) \, dx_i; \quad f_i \in \mathcal{O}_{M,P} \quad (1)$$
is an integrable 1-form germ whose coefficients have no common factors. Such an $\Omega$ is called a \textit{local generator} of $\mathcal{F}$ at $P$.

\textbf{Remark 1.} Recall that a 1-form $\eta$ is called integrable if $\eta \wedge d\eta = 0$.

\textbf{Remark 2.} Let $\Omega$ be a local generator of $\mathcal{F}$ at $P$ and $h$ a unit of $\mathcal{O}_{M,P}$. Then $h \cdot \Omega$ is also a local generator of $\mathcal{F}$ at $P$.

\textbf{Remark 3.} Any meromorphic integrable 1-form $\omega$ gives locally a unique foliation that is also denoted by $(\omega = 0)$. To see this we consider a local generator $\Omega$ where $\Omega = f/g \cdot \omega$ for an appropriate meromorphic germ $f/g$. The point of multiplication by $f/g$ is to achieve that all coefficients of $\Omega$ are holomorphic functions having no common factors.

The \textit{singular locus} of $\mathcal{F}$ is the subset locally given by

\[ \text{Sing} \mathcal{F} = \{ f_1 = \cdots = f_n = 0 \} . \]

Since the coefficients of $\omega$ have no common factors, the codimension of $\text{Sing} \mathcal{F}$ is at least 2. If

\[ \nu(f_1, \ldots, f_n) = 0 \]

we say that the foliation $\mathcal{F}$ is \textit{regular} at $P$. In this case there are local coordinates such that $\mathcal{F}$ is generated by $\omega = dx'$. 

\textbf{Definition 1.} Let $L = \{ Y_1, \ldots, Y_s \}$ be a finite list of analytic irreducible subsets $Y_j \subset M$. We say that $L$ has \textit{normal crossings} at a point $P \in M$ if there are local coordinates $(x_1, \ldots, x_n)$ such that

\[ Y_j = \bigcap_{i \in A_j} (x_i = 0), \quad j = 1, \ldots, s, \]

locally at $P$, where $A_j \subset \{1, \ldots, n\}$ for $j = 1, \ldots, s$.

A finite list of analytic subsets has normal crossings if and only if the list whose elements are the irreducible components of these subsets has normal crossings.

\textbf{Definition 2.} Let $H_1, \ldots, H_t$ be hypersurfaces of $M$. We say that $H = \bigcup_{i=1}^t H_i$ is a \textit{normal crossings divisor} if:

- each hypersurface $H_i$ is non singular,
- the list $L = \{ H_1, \ldots, H_t \}$ has normal crossings at every point of $M$.

Consider a normal crossings divisor $D \subset M$. Since $M$ is a germ around a compact, $D$ has finitely many irreducible components. At each
point \( P \in M \), there are local coordinates \( (x_1, \ldots, x_n) \) such that \( D \) is locally given by

\[
D = \left( \prod_{i \in A} x_i = 0 \right).
\]

These coordinates are called \textit{adapted to} \( D \).

The foliation \( \mathcal{F} \) of \( M \) can always be given locally at each point \( P \in M \) by an equation \( \omega = 0 \) where

\[
(2) \quad \omega = \sum_{i \in A} a_i \frac{dx_i}{x_i} + \sum_{i \notin A} a_i \, dx_i; \quad a_i \in \mathcal{O}_{M,P}
\]
is an integrable 1-form whose coefficients have no common factors. Such an \( \omega \) is called a \textit{local generator of} \( \mathcal{F} \) \textit{adapted to} \( D \).

\textbf{Definition 3.} Let \( H \subset M \) be a hypersurface given locally at each point \( P \) by a reduced equation \( f = 0 \), \( f \in \mathcal{O}_{M,P} \). We say that \( H \) is an \textit{invariant hypersurface of} \( \mathcal{F} \) if \( f \) divides \( \Omega \wedge df \), where \( \Omega \) is a local generator of \( \mathcal{F} \) at \( P \).

The invariant components of \( D \) are also called \textit{non-dicritical components}. The \textit{dicritical components} are then generically transversal to \( \mathcal{F} \). Denote by \( D_{\text{nd}} \) the union of the non-dicritical components of \( D \) and by \( D_{\text{dic}} \) the union of the dicritical ones. We have \( D = D_{\text{nd}} \cup D_{\text{dic}} \) and locally at a point \( P \) we write

\[
D = \left( \prod_{i \in A} x_i = 0 \right); \quad D_{\text{nd}} = \left( \prod_{i \in A_{\text{nd}}} x_i = 0 \right); \quad D_{\text{dic}} = \left( \prod_{i \in A_{\text{dic}}} x_i = 0 \right);
\]

where \( A = A_{\text{nd}} \cup A_{\text{nd}} \). Note that \( (x_i = 0) \) is dicritical if and only if \( x_i \) divides \( a_i \). With this notation we can write equation (2) as follows:

\[
(3) \quad \omega = \sum_{i \in A_{\text{nd}}} a_i \frac{dx_i}{x_i} + \sum_{i \in A_{\text{dic}}} b_i x_i \frac{dx_i}{x_i} + \sum_{i \notin A} b_i \, dx_i; \quad a_i, b_i \in \mathcal{O}_{M,P},
\]

where \( b_i = a_i/x_i \) if \( i \in A_{\text{dic}} \), \( b_i = a_i \) if \( i \notin A \).

\textbf{Definition 4.} Let \( \mathcal{F} \) be a foliation of \( M \), \( D \) a normal crossings divisor, \( P \in M \) and \( \omega \) an adapted local generator of \( \mathcal{F} \) as in (2). The point \( P \) is \textit{pre-simple for} \( (\mathcal{F}, D) \) if it satisfies one of the following conditions:

I. \( \nu(a_1, \ldots, a_n) = 0 \).

II. There exists \( i \in A \) such that the linear part \( L a_i \) is linearly independent of \( \{L x_j : j \in A\} \). Equivalently,

\[
a_i \not\equiv 0 \mod ((x_j | j \in A) + \mathcal{M}_{M,P}^2).
\]
Remark 4. If $P$ is pre-simple for $(\mathcal{F}, D)$ then it is also pre-simple for $(\mathcal{F}, D_{nd})$. This follows directly from equation (3). In fact, if $x_i = 0$ is dicritical then $a_i = x_i b_i$, so $\nu(a_i) \geq 1$ and $a_i \equiv 0 \mod (x_i \mid i \in A) + \mathfrak{m}_M^2, \mathfrak{m}_{P}$.

A vector field $\xi \in T_PM$ is tangent to $\mathcal{F}$ at $P$ if $\omega(\xi) = 0$. If $\xi$ is a regular vector field tangent to $\mathcal{F}$ at $P$, we say that $\xi$ trivializes $\mathcal{F}$ at $P$.

Definition 5. The dimensional type $\tau$ of $\mathcal{F}$ at $P$ is $\tau := n - k$, where $k$ is the dimension of the $\mathbb{C}$-vector space spanned by the tangent vectors $\xi(P)$, $\xi$ being a germ of vector field tangent to $\mathcal{F}$.

If $\tau$ is the dimensional type of $\mathcal{F}$ at $P$, as a consequence of the rectification theorem of vector fields, there are local coordinates such that $\mathcal{F}$ is given by a local equation $\omega = 0$ where $\omega$ has the form

$$\omega = \sum_{i=1}^{\tau} a_i(x_1, \ldots, x_\tau) \, dx_i.$$

Proposition 1. The dimensional type is upper semicontinuous.

Proof: Let $P$ be a point of dimensional type $\tau$. By definition there are $n - \tau$ trivializing vector fields independent at $P$. These vector fields are independent at the points of an open neighborhood $U$. Therefore, the points of $U$ have at most dimensional type $\tau$. \qed

Proposition 2. Let $e$ be the number of non-dicritical components of $D$ passing through a pre-simple point $P$. We have that

$$e \leq \tau \leq e + 1.$$

Proof: Take the notation as in equation (3). If we are in case I of Definition 4, there are two options:

- There is $i \in A_{nd}$ with $a_i$ unit. In this case the vector fields

  $$\xi_k = x_i b_k \frac{\partial}{\partial x_i} - a_i \frac{\partial}{\partial x_k}, \text{ for } k \notin A_{nd},$$

  trivialize $\mathcal{F}$ at $P$. So the dimensional type is $\tau = e$.

- For all $j \in A_{nd}$ we have $\nu(a_j) \geq 1$. In this case there is an index $i \notin A$ such that $b_i = a_i$ is a unit. The vector fields

  $$\xi_k = b_k \frac{\partial}{\partial x_i} - b_i \frac{\partial}{\partial x_k}, \text{ for } k \notin A_{nd} \cup \{i\},$$

  trivialize $\mathcal{F}$ at $P$. In this case $\tau = e + 1$.

In case II of Definition 4, the trivializing vector fields may be obtained thanks to the integrability condition. Details can be found in Lemma 5 of [3]. \qed
We say that a pre-simple point $P$ is a corner point relatively to $(\mathcal{F}, D)$ if $\tau = e$. If $\tau = e + 1$ we say that $P$ is a trace point relatively to $(\mathcal{F}, D)$.

**Theorem 1** ([3, Proposition 46]). Let $P$ be a pre-simple singularity for $(\mathcal{F}, D)$ of dimensional type $\tau$. There are formal coordinates $(\hat{x}_1, \ldots, \hat{x}_n)$ adapted to $D$ such that

$$D_{nd} \subset \bigcup_{i=1}^{\tau} (\hat{x}_i = 0),$$

and $\mathcal{F}$ is given locally at $P$ by a formal equation $\omega = 0$ of one of the following types:

A. There are $\lambda_i \in \mathbb{C}^*$, $i = 1, \ldots, \tau$ such that

$$\omega = \sum_{i=1}^{\tau} \lambda_i \frac{d\hat{x}_i}{\hat{x}_i}.$$

B. There are integers $k$, with $1 \leq k \leq \tau$, $p_1, \ldots, p_k \in \mathbb{Z}_{>0}$, a formal series $\psi \in \mathbb{C}[[t]]$ with $\psi(0) = 0$, and complex numbers $\alpha_2, \ldots, \alpha_{\tau}$ with $\alpha_i \neq 0$ for $i = k + 1, \ldots, \tau$, and not all zero if $k = \tau$, such that

$$\omega = \sum_{i=1}^{k} p_i \frac{d\hat{x}_i}{\hat{x}_i} + \psi(\hat{x}_1^{p_1} \cdots \hat{x}_k^{p_k}) \sum_{i=2}^{\tau} \alpha_i \frac{d\hat{x}_i}{\hat{x}_i}.$$

C. There are integers $k$, with $2 \leq k \leq \tau$, $p_2, \ldots, p_k \in \mathbb{Z}_{>0}$, and complex numbers $\alpha_2, \ldots, \alpha_{\tau}$ with $\alpha_i \neq 0$ for $i = k + 1, \ldots, \tau$, and not all zero if $k = \tau$, such that

$$\omega = d\hat{x}_1 - \hat{x}_1 \sum_{i=2}^{k} p_i \frac{d\hat{x}_i}{\hat{x}_i} + \hat{x}_2^{p_2} \cdots \hat{x}_k^{p_k} \sum_{i=2}^{\tau} \alpha_i \frac{d\hat{x}_i}{\hat{x}_i}.$$

**Definition 6.** The vector $\beta$ defined by

$$\beta := \begin{cases} \lambda = (\lambda_1, \ldots, \lambda_\tau) \quad & \text{in case A,} \\ \alpha = (\alpha_{k+1}, \ldots, \alpha_\tau) \quad & \text{in case B,} \end{cases}$$

is called residual vector of the normal form.

**Remark 5.** If $P$ is a corner point, we only can have the types A or B of the theorem, and in this case $\omega$ is a formal adapted generator for $\mathcal{F}$. For trace points, the three types are possible. The type C provides an adapted generator for $\mathcal{F}$. In the cases A and B, in order to adapt $\omega$ to the divisor, we have to multiply $\omega$ by the variable $\hat{x}_i$ which does not correspond to a component of the divisor, therefore, $\hat{x}_i \omega = 0$ is an adapted generator.
Remark 6. We state this theorem without proof, but it is desirable to sketch some parts of the proof. Suppose that we are in the corner case. The formal coordinates $\hat{x}$ which give us the formal normal forms, are obtained as a limit of convergent coordinates. Starting with convergent coordinates $x$, adapted to $D$, we make coordinate changes $x^{(1)}, x^{(2)}, \ldots$, following a process known as Jordanization. All of these coordinate changes are of the form

$$x^{(s+1)}_i := x^{(s)}_i \cdot u^{(s)}_i (x^{(s)}_1, \ldots, x^{(s)}_\tau),$$

where the $u^{(s)}_i$ are units. Therefore we have that

$$\hat{x}_i = x_i \cdot \hat{u}_i (x_1, \ldots, x_\tau),$$

where $\hat{u}$ is a formal unit. This implies that locally the components of the divisor ($x_i = 0$) are equal to the formal hypersurfaces ($\hat{x}_i = 0$).

In the case of a trace point, the situation is similar except for at most one of the variables. The difference appears when we have a trace point of type A or B. In this situation the convergent coordinates give us $\tau - 1$ invariant hypersurfaces, but the formal coordinates show one more germ of formal invariant hypersurface. Suppose that locally $D = \bigcup_{i=2}^{\tau} (x_i = 0)$. First, it is shown that there is an additional germ of formal invariant hypersurface with equation

$$\hat{x}_1 := x_1 + \hat{\phi}(x_2, \ldots, x_\tau) = 0,$$

where $\hat{\phi}$ is a formal series vanishing at the origin. Now the process is exactly like in the corner case, but replacing $x_1$ by $\hat{x}_1$.

Let us recall the case of foliations on surfaces studied by Seidenberg in [9] (see [5] for a more detailed study). Let $F$ be a foliation given locally at a point $P$ by $\omega = a \, dx + b \, dy$. Consider the vector field $\mathcal{X} = b \frac{\partial}{\partial x} - a \frac{\partial}{\partial y}$ determined by $\omega$. Let $L_{\mathcal{X}}$ be the linear part of $\mathcal{X}$, and $\lambda, \mu \in \mathbb{C}$ its eigenvalues. The point $P$ is a pre-simple singularity if $\lambda$ or $\mu$ are non-zero. A pre-simple point $P$ is simple if one of the following conditions holds:

- $\lambda \mu = 0$ (saddle-node),
- $\lambda \mu \neq 0$ and $\lambda/\mu \notin \mathbb{Q}_{>0}$.

If $\lambda/\mu \notin \mathbb{Q}_{>0}$ we say that the pair $(\lambda, -\mu)$ is non-resonant. The following definitions generalize this notion to arbitrary dimension.
Definition 7. Let $\beta$ be an s-tuple $\beta = (\beta_1, \ldots, \beta_s) \in \mathbb{C}^s$. An s-tuple of nonnegative integers $m = (m_1, \ldots, m_s) \in \mathbb{Z}_{\geq 0}^s$ is a resonance of $\beta$ if

$$\langle m, \beta \rangle = \sum_{i=1}^{s} m_i \beta_i = 0.$$ 

We say that $\beta$ is non-resonant if its only resonance is $m = 0$.

We use the formal normal forms given by Theorem 1 in order to define simple singularities.

Definition 8. Let $P$ be a pre-simple singularity for $(\mathcal{F}, D)$. It is a simple singularity if it has a formal normal form of type A or B, and the residual vector is non-resonant.

3. Stratification of Sing $\mathcal{F}$

Let $P$ be a point and $x = (x_1, \ldots, x_n)$ a local coordinate system adapted to $D$ defined in a neighborhood $U$ of $P$. For all $I \subset \{1, \ldots, n\}$ denote

$$S_I^x := \{ Q \in U : Q \in (x_i = 0) \forall i \in I, \, Q \notin (x_j = 0) \forall j \notin I \},$$

$$T_I^x := S_I^x = \{ Q \in U : Q \in (x_i = 0) \forall i \in I \}.$$ 

Theorem 1 gives a formal description of the singular locus Sing $\mathcal{F}$ around a pre-simple point for $(\mathcal{F}, D)$. In adapted formal coordinates $\hat{x} = (\hat{x}_1, \ldots, \hat{x}_n)$ we have

$$\text{Sing} \mathcal{F} = \bigcup_{1 \leq i < j \leq \tau} T_{i,j}^\hat{x}, \quad \text{if } P \text{ is of type A or B},$$

$$\text{Sing} \mathcal{F} = \bigcup_{2 \leq i \leq k} T_{1,i}^\hat{x} \cup \bigcup_{2 \leq i < j \leq \tau} T_{i,j}^\hat{x}, \quad \text{if } P \text{ is of type C}.$$ 

We have that this formal description is in fact convergent. We present this result in the following proposition, whose proof follows from Remark 6.

Proposition 3. Let $P$ be a pre-simple point for $(\mathcal{F}, D)$ of dimensional type $\tau$. There are local coordinates $x = (x_1, \ldots, x_n)$ adapted to $D$ such that

$$\text{Sing} \mathcal{F} = \bigcup_{1 \leq i < j \leq \tau} T_{i,j}^x, \quad \text{if } P \text{ is of type A or B},$$

$$\text{Sing} \mathcal{F} = \bigcup_{2 \leq i \leq k} T_{1,i}^x \cup \bigcup_{2 \leq i < j \leq \tau} T_{i,j}^x, \quad \text{if } P \text{ is of type C}$$

locally at $P$, and such that the vector fields $\partial/\partial x_{\tau+1}, \ldots, \partial/\partial x_n$ are tangent to $\mathcal{F}$. 
Denote
\[ \text{Sing}^*(\mathcal{F}, D) := \{ P \in M \mid P \text{ is not pre-simple for } (\mathcal{F}, D) \}. \]

**Proposition 4.** \(\text{Sing}^*(\mathcal{F}, D)\) is a closed set.

**Proof:** Proposition 14 of [3].

From now on, we assume that \(\text{Sing}^*(\mathcal{F}, D) = \emptyset\).

Consider the sets
\[ M_s := \{ P \in M \mid \text{the dimensional type of } \mathcal{F} \text{ at } P \text{ is at least } s \}, \]
for \(s = 1, \ldots, n\). By Proposition 1 all these sets are closed. Note that in particular \(\text{Sing}^\mathcal{F} = M_2\).

**Proposition 5.** The set \(M_s\) is a finite union of irreducible components of codimension \(s\) with normal crossings with \(D\). In addition, all points of a connected component of \(M_s \setminus M_{s+1}\) are analytically equivalent.

**Proof:** Let \(P \in M_s \setminus M_{s+1}\) and let \(x\) be a local coordinate system adapted to \(D\). By Proposition 3 we have that the points of \(T^\mathcal{F}_{1,\ldots,\tau}\) are analytically equivalent to \(P\) (the analytic triviality is given by the flow of the vector fields \(\partial/\partial x_{\tau+1}, \ldots, \partial/\partial x_n\)), and outside this set the dimensional type decreases.

By Proposition 3 we have that the sets \(M_s\) and \(D\) locally have normal crossings. Note that each subvariety \(T^\mathcal{F}_I\) is contained in different components of the divisor, consequently, they are all different from each other. From this fact follows the global normal crossings.

**Remark 7.** If \(P\) is a point of dimensional type \(\tau\), and \(x\) is a local coordinate system adapted to \(D\), then
\[ M_{\tau} = \bigcup_{\#I = \tau} S^\mathcal{F}_I, \]
locally at \(P\).

**Remark 8.** Note that if \(\text{Sing}^*(\mathcal{F}, D) \neq \emptyset\) the proposition is false. Consider for example the foliation of \(\mathbb{C}^3\) given by \(d(xy(x-y)(x-zy)) = 0\). In this case \(M_3 = (x = y = 0)\) has codimension two.

We have that \(\text{Sing} \mathcal{F}\) is the union of finitely many codimension two regular subvarieties. Let \(\text{TrSing} \mathcal{F} \subset \text{Sing} \mathcal{F}\) be the set of all the trace points. As we shall precise below, we know that \(\text{TrSing} \mathcal{F}\) is the union of some irreducible components of \(\text{Sing} \mathcal{F}\) that we call *trace components*. The next proposition is due to Cano and Cerveau.
**Proposition 6.** If all points are simple, each connected component of TrSing $\mathcal{F}$ defines the germ of a formal invariant hypersurface.

*Proof:* See [4, Part II, §5].

**Remark 9.** We are not supposing that all points are simple, therefore we cannot use Proposition 6. If all points are pre-simple, we do not have a unique germ of formal hypersurface invariant for $\mathcal{F}$, due to its possible dicriticalness. However, the connected components of TrSing $\mathcal{F}$ are well defined, and this fact is the property that we need.

Proposition 5 allows us to stratify Sing $\mathcal{F}$ considering the connected components of $M_s \setminus M_{s+1}$, for $s = 2, \ldots, n$, as strata (where $M_{n+1} = \emptyset$). Since we are working with a divisor which may have dicritical components, it is useful to add this data to the stratification. Thus, the points of a stratum are characterized by being analytically equivalent and belonging to the same components of the divisor. If we denote by $\tau(\Gamma)$ the dimensional type of the stratum $\Gamma$ and by $d(\Gamma)$ the number of dicritical components which contain it, we have

$$\dim(\Gamma) = n - \tau(\Gamma) - d(\Gamma).$$

For simplicity, it is useful to extend the stratification to the whole variety $M$. We just need to add to the stratification some strata of dimensional type 1: one trace stratum for the points outside the divisor, a corner stratum for each non-dicritical component (formed by the regular points), and the strata corresponding to regular points over dicritical components.

We say that the stratum $\Gamma$ has the property $\mathcal{P}$ if that property is satisfied by its points (note that all points of a stratum are analytically equivalent). To describe $\mathcal{F}$ at a stratum $\Gamma$ we use as a local generator one corresponding to an arbitrary point $P \in \Gamma$. From now on we will talk about strata rather than points.

Let $\Gamma$ be a stratum of dimensional type $\tau$ contained in $d$ dicritical components. By Proposition 2, we know that $\Gamma$ can be a corner stratum or a trace one. If it is of corner type, then it is, locally at $\Gamma$, the intersection of $\tau$ non-dicritical components of the divisor and $d$ dicritical ones. However, if $\Gamma$ is a trace stratum, it is the intersection of $\tau - 1$ non-dicritical components, one connected component of TrSing $\mathcal{F}$ and $d$ dicritical components.
4. Transforming foliations by non singular blow-ups with codimension two centers

In this work we only use blow-ups with regular centers of codimension two, which are irreducible components of the singular locus. Denote by $E_1, \ldots, E_t$ the non-dicritical components of $D$ and by $F_1, \ldots, F_s$ the connected components of $\text{TrSing} \mathcal{F}$.

**Definition 9.** A subvariety $Y \subset M$ is an allowed center if it is of the form $E_i \cap E_j$ (corner centers) or $E_i \cap F_j$ (trace centers).

**Remark 10.** Note that there are only two options for a stratum: either it is contained in the center, or they are disjoint.

Let $\pi: M' \rightarrow M$ be the blow-up with center $Y$. In $M'$ we have a foliation $\mathcal{F}'$ and a divisor $D'$ where:

- $\mathcal{F}'$ is the foliation of $M'$ defined locally in the following way. Let $\Gamma' \subset M'$ be a stratum and let $\Gamma = \pi(\Gamma') \subset M$ be its image by $\pi$. Let $\omega = 0$ be a local equation of $\mathcal{F}$ at $\Gamma$. We have that $\mathcal{F}'$ is given locally at $\Gamma'$ by $\omega' = 0$, where $\omega' := \pi^*(\omega)$ is the pull-back of $\omega$ by $\pi$.
- $D' = \bigcup_{i=1}^{t+1} D'_i$, where $D'_i$ is the strict transform of $D_i$ for $i = 1, \ldots, t$, and $D'_{t+1} = \pi^{-1}(Y)$ is the exceptional divisor.

We need to describe how the stratification is modified by the blow-up.

**Proposition 7.** Let $\Gamma \subset M$ be a stratum. Let $\pi$ be the blow up with center $Y$. If $\Gamma \not\subset Y$, then there is just one stratum $\Gamma' \subset M'$ such that $\pi(\Gamma') = \Gamma$. In this case, $\Gamma'$ is analytically equivalent to $\Gamma$. Nevertheless, if $\Gamma \subset Y$, there are three strata in $M'$ that are projected by $\pi$ onto $\Gamma$. Denoting these strata by $\Gamma^1$, $\Gamma^2$, and $\tilde{\Gamma}$, we have

$$\dim(\Gamma^1) = \dim(\Gamma^2) = \dim(\Gamma);$$

$$\dim(\tilde{\Gamma}) = \dim(\Gamma) + 1.$$  

**Proof:** We use codimension two centers, so it is useful to recall here the dimension two case. Let us consider the plane with the divisor formed by both coordinate axes. The exceptional divisor obtained after blowing-up the origin is a projective line. We can divide this line into three subsets: the origin of each chart (defined by the intersection between the exceptional divisor and each component of the strict transform of the divisor), and the rest of the points. The blow-up induces an isomorphism between the punctured plane and the new variety without the exceptional divisor.

Without loss of generality, suppose that $Y$ is a corner center, say $Y = E_i \cap E_j$ (for trace centers the reasoning is the same).
Outside the center, the blow-up is a birational morphism, thus, the strata disjoint from the center are not modified, and they are in one to one correspondence with the strata of $M' \setminus \pi^{-1}(Y)$.

Let $\Gamma$ be a stratum contained in $Y$. We have that, as sets,

$$\pi^{-1}(\Gamma) \simeq \Gamma \times \mathbb{P}^1.$$ 

As in the two dimensional case described above, divide $\pi^{-1}(\Gamma)$ in three subsets:

$$\Gamma^1 := \pi^{-1}(\Gamma) \cap E_i;$$
$$\Gamma^2 := \pi^{-1}(\Gamma) \cap E_j;$$
$$\tilde{\Gamma} := \pi^{-1}(\Gamma) \setminus (\Gamma^1 \cup \Gamma^2).$$

The subset $\Gamma^1$ (respectively $\Gamma^2$) corresponds to the origin of the first (respectively second) chart. It is contained in $E_i$ (respectively $E_j$) and in the exceptional divisor, but it is disjoint to $E_j$ (respectively $E_i$). The remaining points of $\pi^{-1}(\Gamma)$ are only contained in the exceptional divisor.

The analytic triviality along these subsets can be obtained by lifting the corresponding diffeomorphisms for $\Gamma$. \hfill \Box

Remark 11. Note that it does not matter if the blow-up is dicritical or not, these sets are always well defined. In fact, this is the reason to consider the dicritical components in the stratification.

Let $(x_1, \ldots, x_n)$ be a coordinate system adapted to $D$ at $\Gamma$. Let $\omega$ be a local generator of $\mathcal{F}$ adapted to $D$ at $\Gamma$. Suppose that locally we have $E_s = (x_i = 0)$ and $E_t = (x_j = 0)$. To obtain the expression of $\pi^*(\omega)$ we just need to substitute the equations of the blow-up in the expression of $\omega$. In the first chart we have that

$$x_i = x'_i \Rightarrow dx_i = dx'_i,$$
$$x_j = (x'_j + \epsilon)x'_i \Rightarrow dx_j = x'_i dx'_j + (x'_j + \epsilon) dx'_i,$$

where $\epsilon$ depends on the point we are looking at. The value $\epsilon = 0$ corresponds to $\Gamma^1$, and the different values $\epsilon \neq 0$ correspond to the points of $\tilde{\Gamma}$. Interchanging the indices $i$ and $j$ we obtain the equations for the second chart (thus for $\Gamma^2$).

Proposition 8. Let $\Gamma \subset Y$ be a simple stratum. Then $\pi$ is non-dicritical and $\Gamma^1$, $\Gamma^2$, and $\tilde{\Gamma}$ are simple strata.

Proof: Suppose that $\Gamma$ is a stratum of type A, and fix adapted coordinates $\mathbf{x}$ such that $Y = T_{i,j}$. Let $\mathbf{x}$ be the residual vector of $\Gamma$. A direct calculation shows that $\Gamma^1$ is a type A stratum whose residual vector is
\[ \lambda' := \lambda + \lambda_j e_i \] (where \( e_i \) is the \( i \)-th vector of the canonical basis). Let \( p' \in \mathbb{Z}^r \) be a vector orthogonal to \( \lambda' \). We have that \( p := p' + p'_i e_j \) is orthogonal to \( \lambda \). If \( p' \in \mathbb{Z}_{\geq 0}^r \), then \( p \in \mathbb{Z}_{\geq 0}^r \) and therefore \( \lambda' \) is non-resonant. This reasoning works for the other strata, and for the case of a type B singularity. \( \square \)

5. Statement of the main theorem

Let us make a precise statement of the result of reduction to simple singularities:

**Theorem 2.** Let \( M \) be a germ around a non-singular compact analytic subset of a complex analytic variety of dimension \( n \), \( D \subset M \) a divisor with normal crossings, and \( \mathcal{F} \) a foliation of \( M \). Assume that all points of \( M \) are pre-simple for \( (\mathcal{F}, D) \). There is a finite sequence of blow-ups

\[
M = M_0 \xleftarrow{\pi_1} M_1 \xleftarrow{\pi_2} \cdots \xleftarrow{\pi_N} M_N = M'
\]

satisfying:

- the center \( Y_i \) of \( \pi_{i+1} \) is an irreducible component of \( \text{Sing} \mathcal{F}_i \), where \( \mathcal{F}_i \) is the transformed foliation of \( \mathcal{F} \) in \( M_i \),
- \( D_i := (\pi_1 \circ \cdots \circ \pi_i)^{-1}(D) \subset M_i \) is a normal crossings divisor, such that all points of \( M' \) are simple for \( (\mathcal{F}', D') \).

We divide the proof in two parts. First we eliminate the type C singularities (Theorem 3) and after this we eliminate the resonances (Theorem 4).

6. Elimination of type C singularities

In the two-dimensional case, type C points are completely characterized by their behavior under blow-up. We recall here this case since it is very similar to the arbitrary dimension case. Consider the foliation of \( \mathbb{C}^2 \) given by

\[ \omega = dx - px \frac{dy}{y} + y^p \alpha \frac{dy}{y}, \]

and suppose that \( p > 1 \). If we blow-up the origin, we obtain two singularities in the exceptional divisor: a saddle node in the origin of the first chart and a type C singularity in the origin of the second chart. Replacing \( p \) by \( p - 1 \) in the above expression we obtain a local generator at the new type C point. After blowing-up \( p - 1 \) times we obtain one type C singularity with \( p = 1 \). If we blow-up one more time, the only singularity that appears is a saddle node in the origin of the first chart.
As illustrated by the two dimensional case, if we blow-up type C points enough times, they disappear. Our strategy for eliminating all type C points consists in blowing-up all the trace components of the singular locus which contains type C strata.

**Proposition 9.** Let $\pi$ be the blow-up of $M$ with allowed center $Y$. Each type C stratum of $M$ produces at most one type C stratum in $M'$.

**Proof:** As Proposition 7 states, there is nothing to do for strata disjoint from $Y$. Using again Proposition 7 we know that there are three strata over the ones contained in the center. Using the same arguments as in Proposition 8 we see that type A and B strata only produce the same kind of strata (or even non singular strata). So, if there are no type C strata contained in $Y$, the statement is true.

Suppose that $\Gamma \subset Y$ is a type C stratum of dimensional type $\tau$. We can take adapted coordinates $\hat{x}$ such that locally $Y = T_{1,k}^p$, $\Gamma = S_{1,...,\tau}^p$ and such that

$$\omega = d\hat{x}_1 - \hat{x}_1 \sum_{i=2}^k p_i \frac{d\hat{x}_i}{\hat{x}_i} + \hat{x}_2^{p_2} \cdots \hat{x}_k^{p_k} \sum_{i=2}^\tau \alpha_i \frac{d\hat{x}_i}{\hat{x}_i}$$

is a local generator of $F$ at $\Gamma$. Denote by $\Delta^1$, $\Delta^2$, and $\tilde{\Delta}$ the strata that locally are equal to $S_{2,...,\tau}^p$, $S_{1,...,k-1,k+1,...,\tau}^p$, and $S_{2,...,k-1,k+1,...,\tau}^p$ respectively. We have that $\Gamma$ is contained in $\Delta^i$ ($i = 1, 2$) and in $\tilde{\Delta}$. Depending on the values of $\tau$, $k$, $p_k$, and $\alpha_k$ the behavior of $\Gamma$ under the blow-up centered at $Y$ is different. First, suppose that $\tau \geq 3$.

- If $p_k > 1$ the blow-up is non-dicritical. Thus, $\tilde{\Gamma}$ and $\Gamma^1$ are corner strata and consequently they cannot be of type C. Replacing $p_k$ by $p_k - 1$ in (5) we obtain a local generator at $\Gamma^2$.
- If $p_k = 1$ and $\alpha_k \neq 0$ the blow-up is also non-dicritical. The situation is like in the previous case. Note that now $p_k - 1 = 0$, and therefore the index $k$ drops to $k - 1$.
- If $p_k = 1$ and $\alpha_k = 0$ the blow-up is dicritical. The points of $\Gamma^1$, $\Gamma^2$, and $\tilde{\Gamma}$ are analytically equivalent to the ones of $\Delta^1$, $\Delta^2$, and $\tilde{\Delta}$ respectively, but they belong to one more dicritical component of the divisor. Note that in the three strata the dimensional type has dropped. Replacing $p_k$ by $p_k - 1 = 0$ in the expression (5) we obtain a local generator for $\Gamma^2$, and this is the unique type C stratum created.

If $\tau = 2$ we cannot have the third case (if $\alpha_2 = 0$ then $\Gamma$ is a trace stratum of type A). In the other cases the situation is similar, but note that if the index $k$ becomes 0, $\Gamma^2$ is a non singular stratum. $\square$
Theorem 3. Let $M$ be a germ around a non singular compact analytic subset of a complex analytic variety of dimension $n$, $D \subset M$ a divisor with normal crossings, and $\mathcal{F}$ a foliation of $M$. Assume that all points of $M$ are pre-simple for $(\mathcal{F}, D)$. There is a finite sequence of blow-ups

$$M = M_0 \xleftarrow{\pi_1} M_1 \xleftarrow{\pi_2} \cdots \xleftarrow{\pi_N} M_N = M'$$

satisfying:

- the center $Y_i$ of $\pi_{i+1}$ is an irreducible component of $\text{Sing} \mathcal{F}_i$, where $\mathcal{F}_i$ is the transformed foliation of $\mathcal{F}$ in $M_i$,
- $D_i := (\pi_1 \circ \cdots \circ \pi_i)^{-1}(D) \subset M_i$ is a normal crossings divisor, such that there are no type C points in $M'$.

Proof: For each stratum $\Gamma$ consider the invariant $\iota(\Gamma) \in \mathbb{Z}_{\geq 0}^3$ defined by

$$\iota(\Gamma) := \begin{cases} (1, k, p_2 + \cdots + p_k) & \text{if } \Gamma \text{ is a type C stratum}, \\ (0, 0, 0) & \text{otherwise}, \end{cases}$$

where the numbers $k$ and $p_2 + \cdots + p_k$ are exactly the ones that appear in a formal normal form.

Let $\pi$ be the blow-up of $M$ with allowed center $Y$ of trace type. By Proposition 9 we know that there is at most one type C stratum in $M'$ over a stratum of $M$. Then, for each type C stratum $\Gamma'$ of $M'$ there is one stratum $\Gamma$ in $M$ such that $\pi(\Gamma') = \Gamma$. As we can see in the proof of Proposition 9 we have that

$$\iota(\Gamma') \leq \iota(\Gamma)$$

for the lexicographic order. Moreover, the inequality is strict for strata contained in the center of the blow-up.

There are finitely many strata of type C. Number them by $\Gamma_1, \ldots, \Gamma_N$ and consider the global invariant

$$\iota_C := \sum_{i=1}^{N} \iota(\Gamma_i).$$

Each time we blow-up an allowed trace center containing type C strata, the invariant $\iota_C$ decreases for the lexicographic order. Consequently, after a finite chain of such blow-ups there will not be any type C stratum. Therefore the strategy consists in blowing-up all the allowed trace centers containing type C strata. We can do this by choosing the centers arbitrarily, or, for example, taking each time one which contains a stratum that reaches the maximum value of the invariant. $\square$
7. Elimination of resonances

After eliminating all type C singularities, the only non simple strata are resonant of type A or B. The following proposition allows us to know when a stratum is resonant without using the formal normal forms.

**Proposition 10.** Let $\Gamma$ be a pre-simple stratum of type A or B. The following conditions are equivalent:

1. $\Gamma$ is resonant.
2. There is a finite chain of blow-ups

\[
M = M_0 \xleftarrow{\pi_1} M_1 \xleftarrow{\pi_2} \cdots \xleftarrow{\pi_N} M_N = M'
\]

satisfying:

- The center $Y_i$ of $\pi_{i+1}$ is an irreducible component of $\text{Sing} \mathcal{F}$, and there is a stratum $\Gamma_i \subset Y_i$, such that $\dim(\Gamma_i) = \dim(\Gamma)$ and such that $\pi_1 \circ \cdots \circ \pi_i(\Gamma_i) = \Gamma$.
- $\pi_N$ is dicritical, and it is the only one in the chain with this property.

**Proof:** Let $\lambda$ be the residual vector of $\Gamma$. If $\Gamma$ is a type B stratum we only use centers of blow-up involving the variables which give the residual vector. Thus we can think without loss of generality that $\Gamma$ is a type A stratum.

(1) $\Rightarrow$ (2) Let $r^0 = (r_1, \ldots, r_\tau)$ be a resonance of $\Gamma^0 := \Gamma$ such that $\gcd(r_1, \ldots, r_\tau) = 1$. Fix two indices $i$, $j$ with $r_i, r_j > 0$. Let $Y_0$ be the subvariety locally equal to $T_{x_i,j}^x$, and let $\pi$ be the blow-up centered at $Y_0$.

If $r_i \leq r_j$ then the stratum $\Gamma^1$ has $r^1 = r^0 - r_i e_j$ as resonance. If instead we have $r_i > r_j$ the stratum $\Gamma^2$ has $r^1 = r^0 - r_j e_i$ as resonance. Take $\Gamma_1$ equal to one of the resonant strata and denote by $r^1$ its resonance. We have that $|r^1| < |r^0|$. We can repeat this process until we reach a stratum $\Gamma^{N-1}$ with resonance $r^{N-1} = e_s + e_t$. Let $Y_{N-1}$ be the subvariety locally equal to $T_{x,s,t}^x$, and let $\pi_N$ be the blow-up centered at $Y_{N-1}$.

This last blow-up is dicritical and therefore the described sequence of blow-ups is the desired chain.

(2) $\Rightarrow$ (1) We need to construct a resonance of $\Gamma$ using the chain of blow-ups (6). We know that $r^{N-1} = e_s + e_t$ is a resonance of $\Gamma_{N-1}$ since $\pi_N$ is dicritical. The stratum $\Gamma_{N-1}$ is in the origin of one of the charts of the blow-up $\pi_{N-1}$. If for example, it is in the first chart, we have that $r^{N-2} = r^{N-1} + r^0_{i-1} e_j$ is a resonance for $\Gamma_{N-2}$. Iterating this process we get a resonance for $\Gamma$. \hfill \Box
Proposition 11. Let Γ and ∆ be strata of M. If ∆ ⊂ Γ and Γ is resonant, then ∆ is also resonant.

Proof: By Proposition 10 we know that there is a finite chain of blow-ups satisfying certain conditions related to Γ. The same sequence of blow-ups satisfies the same conditions with respect to ∆. Using again the equivalence of the previous proposition we have that ∆ is resonant.

Proposition 12. Suppose that all type A strata are non-resonant. Then, all type B strata are also non-resonant.

Proof: Let Γ be a type B stratum and suppose that it is resonant. Let \( \hat{x} \) be an adapted to D coordinate system such that Γ is locally equal to \( S_{1,...,\tau}^{\hat{x}} \), and let

\[
\omega = d\hat{x}_1 - \hat{x}_1 \sum_{i=2}^{k} p_i \frac{d\hat{x}_i}{\hat{x}_i} + \hat{x}_2 \cdots \hat{x}_k \sum_{i=2}^{\tau} \alpha_i \frac{d\hat{x}_i}{\hat{x}_i}
\]

be a formal normal form. The residual vector of Γ is \( \lambda = (\alpha_{k+1}, \ldots, \alpha_{\tau}) \). Let \( r \) be a resonance of Γ with the maximum amount of zeros and let \( I \subset \{k + 1, \ldots, \tau\} \) be the set of indices \( I := \{i \mid r_i \neq 0\} \). Let ∆ be the stratum locally equal to \( S_I^{\hat{x}} \). Using the arguments of the proof of Proposition 10 we can determine a chain of blow-ups in the conditions of the proposition involving only the variables corresponding to I. This chain of blow-ups also satisfies the conditions with respect to ∆. Thus, by Proposition 10, we have that ∆ is resonant. This stratum is resonant involving all the variables, and therefore it is of type A contradicting the hypothesis.

Theorem 4. Let M be a germ around a non singular compact analytic subset of a complex analytic variety of dimension n, D ⊂ M a divisor with normal crossings, and F a foliation of M. Assume that all points of M are pre-simple for \((F, D)\), and that there are no type C points. There is a finite sequence of blow-ups

\[
M = M_0 \xleftarrow{\pi_1} M_1 \xleftarrow{\pi_2} \cdots \xleftarrow{\pi_N} M_N = M'
\]

satisfying

- the center \( Y_i \) of \( \pi_{i+1} \) is an irreducible component of \( \text{Sing} F_i \), where \( F_i \) is the transformed foliation of \( F \) in \( M_i \),
- \( D_i := (\pi_1 \circ \cdots \circ \pi_i)^{-1}(D) \subset M_i \) is a normal crossings divisor, such that all points of \( M' \) are simple for \((F', D')\).

The idea is to reduce the problem to a combinatorial process of elimination of indeterminacies. First we need to treat all the strata together,
both the trace and the corner ones. Then we define the Control Variety: a variety with a divisor which represents the properties of Sing $F$ that we need. In this variety we define and solve a combinatorial game. Finally we show that this solves also the problem of eliminating resonances.

As we saw in the previous sections, the irreducible components of Sing $F$ are determined by $E_1, \ldots, E_t$ (the non-dicritical components of the divisor) and $F_1, \ldots, F_s$ (the connected components of TrSing $F$). Rename these sets by $\tilde{K}_1, \ldots, \tilde{K}_N$, where $N = s + t$, $\tilde{K}_i = E_i$ for $i = 1, \ldots, t$, and $\tilde{K}_{t+j} = F_j$ for $j = 1, \ldots, s$. Denote by $\tilde{K}$ the set $\tilde{K} := \{\tilde{K}_1, \ldots, \tilde{K}_N\}$.

In order to treat all the strata together, we will represent all the residual vectors and resonances in a common space. Let $\Gamma$ be a type A strata of dimensional type $\tau$. Note that $\Gamma$ is contained in exactly $\tau$ elements of $\tilde{K}$. Let $I(\Gamma) \subset \{1, \ldots, N\}$ be the set of indices corresponding to these elements. Let $\boldsymbol{\lambda} \in (\mathbb{C}^*)^\tau$ be the residual vector of $\Gamma$. Each coefficient $\lambda_i$ corresponds to one of the components of $\tilde{K}$, say $\tilde{K}_{n_i}$. Consider the injective map
\[ \iota: (\mathbb{C}^*)^\tau \longrightarrow \mathbb{C}^N \]
defined by $\iota(\boldsymbol{\lambda})_{n_i} = \lambda_i$ and $\iota(\boldsymbol{\lambda})_j = 0$ if $j \notin I(\Gamma)$. Using the same idea we can represent the resonances $r \in \mathbb{Z}_{\geq 0}^N$ into $\mathbb{Z}_{\geq 0}^N$. For short, we will write $\mathbf{\lambda}$ instead of $\iota(\boldsymbol{\lambda})$ (and we do the same for the resonances).

Consider the vector subspace of $\mathbb{Q}^N$
\[ \text{Res}(\Gamma) := \langle r \in \mathbb{Z}_{\geq 0}^N \setminus \{0\} \mid r \text{ is a resonance of } \Gamma \rangle_{\mathbb{Q}}. \]
Note that if $\Gamma$ is non-resonant then $\text{Res}(\Gamma) = \emptyset$. Now consider the subspace of $\mathbb{Q}^N$
\[ \text{Res}^*(\Gamma) := \langle p \in \mathbb{Q}^N \mid p_i = 0 \text{ if } i \notin I(\Gamma) \text{ and } \langle p, r \rangle = 0 \forall r \in \text{Res}(\Gamma) \rangle, \]
if $\Gamma$ is resonant, and $\text{Res}^*(\Gamma) = \emptyset$ otherwise.

Let $B(\Gamma) := \{p^1, \ldots, p^t\}$ be a system of generators of $\text{Res}^*(\Gamma)$.

**Definition 10.** Let $p \in \mathbb{Z}^N$ be a vector of integers. If $p \in \mathbb{Z}_{\geq 0}^N$ or $p \in \mathbb{Z}_{\leq 0}^N$, we say that the vector $p$ has **pure sign**.

**Remark 12.** Note that a resonance is a vector with pure sign.

**Lemma 1.** If all the elements of $B(\Gamma)$ have pure sign, then $\Gamma$ is non-resonant.

**Proof:** By definition, two vectors with pure sign can not be orthogonal. Since the resonances have pure sign, $\Gamma$ has to be non-resonant. \( \Box \)
7.1. The Control Variety. Let \( \tilde{A} \in M_{N \times N} \) be the matrix defined by
\( \tilde{A}_{i,j} = 1 \) if \( \tilde{K}_i \cap \tilde{K}_j \neq \emptyset \) and \( \tilde{A}_{i,j} = 0 \) otherwise. We refer to this matrix as the codimension two incidence matrix of \( \tilde{K} \). Let \( (i_1, j_1) < \cdots < (i_s, j_s) \) be the pairs of indices such that \( i < j \) and \( \tilde{A}_{i,j} = 0 \), ordered by the lexicographic order.

Consider the affine space \( X_0 = \mathbb{C}^N \) and let \( K_0 = \bigcup_{i=1}^N K_i \) be the divisor defined by \( K_i := (z_i = 0) \), where \( (z_1, \ldots, z_N) \) are coordinates of \( \mathbb{C}^N \). Note that the codimension two incidence matrix of \( K_0 \) is defined by \( A_0 := (A_{i,j}^0 = 1)_{i,j=1}^N \). We will modify this variety by blow-ups until we get a new one in which the codimension two incidence matrix of the strict transform of the divisor is exactly \( \tilde{A} \).

Let \( \pi_1: X_1 \to X_0 \) be the blow-up with center \( K_i \cap K_j \) and let \( K^1 \subset X_1 \) be the strict transform of \( \tilde{K} \) (for simplicity, we denote the strict transform of each component equal to the initial one). Replacing \( A_{i_1,j_1} \) and \( A_{j_1,i_1} \) by 0 we obtain the codimension two incidence matrix of \( K^1 \). Repeating this process with the pairs \( (i_2, j_2) < \cdots < (i_s, j_s) \), we finally get a projective variety \( X := X_s \) and a divisor \( K := K^s \) whose codimension two incidence matrix is exactly \( A := \tilde{A} \).

7.2. Elimination of local indeterminacies of a divisor. The objects for the combinatorial game mentioned above are divisors with support contained in \( K \). They are all of the form
\[
\Phi := \sum_{i=1}^N n_i K_i,
\]
where \( n_i \in \mathbb{Z} \). Suppose that we perform the blow up of \( X \) centered at \( K_s \cap K_t \). By abuse of notation denote the strict transforms of \( K_1, \ldots, K_N \) with the same symbols, and denote by \( K_{N+1} \) the exceptional divisor. We define the strict transform of \( \Phi \) as
\[
\Phi^* := \sum_{i=1}^{N+1} n'_i K_i,
\]
where \( n'_i = n_i \) for \( i = 1, \ldots, N \) and \( n'_{N+1} = n_s + n_t \).

Let \( \mu_{i,j}(\Phi) \) be the integer defined by
\[
\mu_{i,j}(\Phi) = \begin{cases} 
-n_i n_j & \text{if } i < j, \ K_i \cap K_j \neq \emptyset \text{ and } n_i n_j < 0, \\
0 & \text{otherwise.}
\end{cases}
\]
Let \( M(\Phi) \) be the integer defined by
\[
M(\Phi) := \max_{i,j} \{ \mu_{i,j}(\Phi) \}.
\]
Definition 11. A divisor $\Phi$ is *locally determined* if $M(\Phi) = 0$.

The following lemma is the combinatorial key in our process of elimination of resonances.

Lemma 2. There is a finite chain of blow-ups, all of them centered at the intersection of two components of $K$, such that the strict transform of $\Phi$ is locally determined.

Proof: Let $l(\Phi)$ be the integer defined by

$$l(\Phi) := \# \{(i,j) \mid i < j \text{ and } \mu_{i,j}(\Phi) = M(\Phi)\},$$

and let $\iota(\Phi)$ be the pair

$$\iota(\Phi) := (M(\Phi), l(\Phi)).$$

Choose a pair of indices $(s,t)$ such that $\mu_{s,t} > 0$ (suppose without loss of generality that $n_s < 0 < n_t$ and $n_s + n_t \geq 0$). Let $\pi$ be the blow-up of $X$ with center $K_s \cap K_t$. By definition we have that

$$\mu'_{s,t} = 0$$

and

$$\mu'_{i,j} = \mu_{i,j}$$

if $\{i,j\} \subset \{1,\ldots,N\} \setminus \{s,t\}$. Since $n_s < n'_{N+1} = n_s + n_t < n_t$ we have that

$$\mu'_{s,N+1}, \mu'_{t,N+1} < \mu_{s,t}.$$  

Finally, take an index $i \neq s,t$. If $K_i \cap K_{N+1} = \emptyset$, or if $n_i \geq 0$ then

$$\mu'_{i,N+1} = 0.$$ 

Otherwise we have

$$\mu'_{i,N+1} = -n'n'_{N+1} = -n_i(n_s + n_t) < -n_in_t = \mu_{i,t}.$$ 

We have that if the pair $(s,t)$ satisfies $\mu_{s,t} = M(\Phi)$ then

$$\iota(\Phi') < \iota(\Phi)$$

for the lexicographic order. Repeating this process we get $\iota(\Phi') = 0$, hence, $M(\Phi) = 0$, as desired. \hfill \Box

Remark 13. This lemma is an avatar of the general result of resolution of singularities of Hironaka [7] applied to the case of the elimination of indeterminacies of a rational function that is already locally a quotient of monomials. We take a slightly more general situation, since our divisor is not necessarily a principal divisor. Moreover, our algorithm uses only codimension two centers. In the local uniformization approach
we are close to the classical results of Zariski [10]; there he uses only
codimension two centers.

**Definition 12.** Let $\Phi = \sum_{i=1}^{N} n_i K_i$ and $\Psi = \sum_{i=1}^{N} m_i K_i$ be divisors. We say that $\Psi$ is a subdivisor of $\Phi$ if for all index $i$ we have $m_i = n_i$ or $m_i = 0$.

**Remark 14.** Note that if $\Phi$ is a locally determined divisor, so are all its subdivisors.

### 7.3. End of the proof of Theorem 4.

Suppose that there is just one resonant stratum $\Gamma \subset M$ with $B(\Gamma) = \{p\}$. Consider the divisor $\Phi_p$ in $X$ defined by

$$\Phi_p := \sum_{i=1}^{N} p_i K_i.$$ 

Since $p$ has pure sign we have that $\Phi_p$ is not locally determined.

Suppose that $\pi$ is the blow-up of $X$ centered at $K_s \cap K_t$. Let $\Phi_p^*$ be the strict transform of $\Phi_p$ and consider the following subdivisors:

$$\Phi_p^1 := \sum_{i=1}^{N+1} p_i K_i; \quad \Phi_p := \sum_{i=1}^{N+1} p_i K_i; \quad \Phi_p^2 := \sum_{i=1}^{N+1} p_i K_i.$$

Let $\tilde{\pi}$ be the blow-up of $M$ centered at $\tilde{K}_s \cap \tilde{K}_t$. Suppose that $\Gamma^1$ is resonant. In the proof of Proposition 8 we saw how to compute the resonances of $\Gamma^1$ using the ones related to $\Gamma$. We have that

$$B(\Gamma^1) = \{p^1\},$$

where $p^1$ is exactly the vector of integers appearing in the expression of $\Phi_p^1$. Thus, if we associate a divisor to $p^1$ we get $\Phi_p^1$. In the same way, if $\Gamma^2$ or $\tilde{\Gamma}$ are resonant, its associated divisors are $\Phi_p^2$ and $\Phi_p$ respectively.

Lemma 2 gives us a finite chain of blow-ups in $X$ which transforms $\Phi_p$ into a locally determined divisor. Let $Y_1, \ldots, Y_m$ be the centers of such blow-ups. Each center is the intersection of two components of $K$, so we can write $Y_i = K_{s_i} \cap K_{t_i}$ where $\{s_i, t_i\} \subset \{1, 2, \ldots, N + i - 1\}$.

Let $\pi_1$ be the blow-up of $M$ with center $\tilde{Y}_1 = \tilde{K}_{s_1} \cap \tilde{K}_{t_1}$. We obtain three strata over $\Gamma$, which may be resonant. We need to control these three strata, but as we saw previously, we can do this with subdivisors of $\Phi_p^1$. The key is in Remark 14: if we transform $\Phi_p$ into a locally determined divisor, then all its subdivisors will be also locally determined. Now we can continue the process by blowing-up the center $\tilde{Y}_2 = \tilde{K}_{s_2} \cap \tilde{K}_{t_2}$, and so on. In the final step, we have that all the strata over $\Gamma$ are non-resonant.
In the general case we have finitely many resonant strata. Denote them by \( \Gamma_1, \ldots, \Gamma_N \). Fix systems of generators of \( \text{Res}^*(\Gamma_i) \)

\[
B(\Gamma_i) = \{ p_{i_1}^i, \ldots, p_{i_n}^i \}
\]

for \( i = 1, \ldots, N \). Denote by \( T \) the number \( T = n_1 + \cdots + n_N \) and let \( \Phi_1, \ldots, \Phi_T \) be the divisors related to the elements of \( B(\Gamma_i) \).

In the same way we did before, using Lemma 2 we can determine a finite chain of blow-ups which transform \( \Phi_1 \) into a locally determined divisor. This chain of blow-ups transforms also the other divisors. Now, we can use Lemma 2 again so that \( \Phi_{p_2} \) (its strict transform) becomes locally determined (note that if we transform a locally determined divisor by blow-ups, it stays locally determined). Using Lemma 2 enough times, we determine a chain of blow-ups which makes all the divisors become locally determined. With the corresponding chain of blow-ups in \( M \) we reach the situation desired.
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