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Dra. Dolors Herbera Espinal.

Bellaterra, Juny 2008

Firmat: Dra. Dolors Herbera Espinal





“And here we are again
the door is closed behind us
and the long road lies ahead
where do we go from here?”

Fates Warning, Leave the past behind





Introduction

Let R be a ring. Suppose that R embeds in a division ring E (i.e. E is a not necessarily
commutative field). By the division ring of fractions of R inside E we mean the embedding
R ↪→ E(R) where E(R) denotes the intersection of all subdivision rings of E that contain R.
When R is a commutative ring, the answer to whether R is embeddable in a division ring is
well known:

(a) Existence: R has a division ring of fractions Q(R) if and only if R is a domain, i.e. R is
a nonzero ring such that xy = 0 implies that x = 0 or y = 0.

(b) Uniqueness: If λ : R ↪→ Q(R) is a division ring of fractions of R, given any embedding
ψ : R ↪→ E in a division ring E, there exists a morphism of rings ψ̄ : Q(R)→ E such that
ψ̄λ = ψ. In particular E(R) ∼= Q(R).

(c) Form of the elements: The division ring of fractions Q(R) is constructed in an analogous
way as the rationals from the integers. The elements of Q(R) are of the form s−1r for
some r ∈ R and s ∈ R \ {0}. Moreover, we have a rule to decide when two fractions
s−1
1 r1, s

−1
2 r2 represent the same element of E (iff s1r2 = s2r1).

This situation extends to the non-commutative setting provided that R is a left (right)
Ore domain [Ore31], but in general the picture is not like that.

Certainly, being a domain is a necessary condition for the ring R to be embeddable in a
division ring, but it is not sufficient as A.I. Mal’cev showed [Mal37]. Necessary and sufficient
conditions can be found in [Coh95], but they are difficult to verify for a given domain R and,
in addition, the proof of the existence of the division ring is not constructive.

There are also many (non-Ore) domains R with more than one division ring of frac-
tions [Fis71] (or see also Chapter 7). For example, for any field k, the free k-algebra k〈X〉 on
a set X of cardinality at least two.

Furthermore, if R ↪→ D is a division ring of fractions of R, the elements of D can be built
up from the elements of R in stages, using addition, subtraction, multiplication, and division
by nonzero elements. It can happen that the subset {s−1r ∈ D | r ∈ R, s ∈ R \ {0}} is
not a division ring, and it may not be possible to simplify expressions like uv−1w + xy−1z or
(w2 − x2(w1 − x1y

−1
1 z1)−1z2)−1. This leads to the concept of inversion height. The inversion

height of a rational expression is the maximum number of nested inversions that occur in it.
For example, the inversion height of uv−1w+xy−1z is one and of (w2−x2(w1−x1y

−1
1 z1)−1z2)−1

is three. The inversion height of an element of D is the least inversion height of the rational
expressions of elements of R that represent f . Observe that the inversion height of an element
is not so easy to compute. It depends of course on the nature of the ring R, but there are
also rational identities. To illustrate this point, consider elements x, y ∈ R. At first sight the
element f = (x−1 + (y−1− x)−1)−1 ∈ D seems to be of inversion height 3. However, by Hua’s
identity, f = x − xyx, and therefore is of inversion height zero. The inversion height of a
division ring of fractions R ↪→ D is the supremum of the inversion height of the elements of
D (it may be infinite). Notice that if R is a left (right) Ore domain, R ↪→ D is of inversion
height 1.
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Therefore, description of division rings of fractions turns out to be a difficult task.
About two thirds of this work is concerned with the problem of the uniqueness of division

rings of fractions and the form in which the elements of a division ring of fractions can be
expressed. We proceed to outline our main results in this direction.

Let G be a group and k a division ring. One can construct a crossed product group ring
kG, for example the usual group ring k[G]. We deal with the problem of embedding kG in
division rings when G is a locally indicable group, that is, a group such that every nontrivial
finitely generated subgroup H of G has a normal subgroup N with H/N infinite cyclic. These
groups form a large class: locally free groups, torsion-free abelian groups, orderable groups,
torsion-free one-relator groups and extensions of groups in these classes are locally indicable
groups. Observe that if 1 6= H ≤ G is finitely generated and the class of t generates H/N ,
then the powers of t are kN -linearly independent.

An embedding kG ↪→ D, with D a division ring, is Hughes-free if the powers of t are
D(kN)-linearly independent for all 1 6= H ≤ G finitely generated, N C H such that H/N
is infinite cyclic and t such that the coset of t generates H/N , that is, we can extend the
kN -linear independence of t to the division ring D(kN) generated by kN inside D. An
important example of Hughes-free embedding goes back to A.I. Mal’cev [Mal48] and B.H.
Neumann [Neu49a]. They independently showed: for each ordered group (G,<), division
ring k and crossed product group ring kG, the embedding kG ↪→ k((G,<)) is a Hughes-free
embedding, where k((G,<)) denotes the Mal’cev-Neumann series ring, i.e.

k((G,<)) = {γ =
∑
g∈G

agg | supp γ is well-ordered}.

In particular, this holds for (locally) free groups.
A locally indicable group G is Hughes-free embeddable if kG has a Hughes-free division

ring of fractions for every division ring k and every crossed product group ring kG. Orderable
groups are examples of Hughes-free embeddable groups.

We give new proofs of two results by I. Hughes, [Hug70] and [Hug72]. More precisely,
we show:
Hughes’ Theorem I. Let k be a division ring and G a locally indicable group. If kG ↪→ D1

and kG ↪→ D2 are two Hughes-free division ring of fractions, then there exists a (unique)
isomorphism ϕ : D1 → D2

D1

ϕ

���
�
�

kG
* 

77oooo

� t

''OOOO

D2

making the diagram commutative. �

Hughes’ Theorem II. Suppose that G is a locally indicable group with a normal subgroup
L such that G/L is locally indicable. If both L and G/L are Hughes-free embeddable, then G
is Hughes-free embeddable. �

The proof of Hughes’ Theorem I and the machinery developed to show both results is
a joint work with W. Dicks and D. Herbera [DHS04]. Hughes’ Theorem I has played an
important role in the study of division rings of fractions of the free algebra and of crossed
product group rings of free groups. It has been used by J. Lewin in [Lew74] to describe the
universal division ring of fractions of the free algebra and of the crossed product group ring of
a free group as the division ring of fractions of kG inside the Mal’cev-Neumann series rings.
Also, P. Linnell [Lin00], [Lin93] made use of it to prove that the division ring of fractions that
arises from group von Neumann algebras of free groups is the same as the universal division
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ring of fractions of the group ring of a free group. Because of these important results and the
fact that, in words of P. Linnell [Lin06, p. 52], “the proof given by Hughes in [Hug70] is
extremely condensed, and . . . it is difficult to follow”, a new proof was needed.

We also give an easier proof of the aforementioned result by J. Lewin following closely the
work by C. Reutenauer [Reu99].

Hughes’ Theorem II gives a large supply of Hughes-free embeddings and partial positive
answers to Mal’cev problem of whether the group ring of a right orderable group is embeddable
in a division ring [MMC83, Question 1.6]. Moreover, it allows us to define a division ring
coproduct, and it is also useful for computing the inversion height of some embeddings of rings
in division rings.

In this direction, we close a conjecture by B.H. Neumann [Neu49a, p. 215]. More precisely,
we prove

Theorem. Let G be a free group on a set X of at least two elements and k a field. Let < be
a total order on G such that (G,<) is an ordered group. Then the embedding kG ↪→ k((G,<))
is of infinite inversion height. �

This result was showed by C. Reutenauer [Reu96] for X an infinite set. Indeed, he proved
that the inversion height of the entries of the inverse of an n×n generic matrix (i.e. a matrix
of the form (xij) where the xij ’s are distinct noncommuting variables in X) equals n with
respect to k〈X〉 ↪→ k((G,<)). In the finite case we are able to reduce the problem to the
situation proved by C. Reutenauer.

J.L. Fisher [Fis71], using results by A.V. Jategaonkar [Jat69], gave embeddings of the
free k-algebra k〈x, y〉 in division rings of inversion height one and two. We continue these
investigations, and following the pattern of the embeddings of Fisher of inversion height 2, we
provide examples of inversion height one and two of the free k-algebra k〈X〉 for any set X of
at least two elements. Moreover, we use these examples to give embeddings of the free group
k-algebra of inversion height one and two. Our results on finite inversion height are part of
the joint work with D. Herbera [HS07].

The last chapter of this dissertation is a joint work with L. Angeleri Hügel [AHS08]. It is
oriented towards an application of localization to module theory. We focus on the construction
of tilting modules. Tilting modules were introduced as an abstraction of the ideas contained in
[BGP73] and [GP72] to generalize the theory of Morita equivalence. They were used to carry
information between module categories of finitely generated algebras, especially hereditary
algebras. Later M. Auslander and I. Reiten [AR91] found an important relationship between
tilting modules and homologically finite categories which allowed to link tilting theory to
Homological Conjectures, quasi-hereditary algebras or Cohen-Macaulay rings. Tilting theory
has also been useful in the general theory of modules since a lot of results for classic tilting
modules are valid in Mod-R (not necessarily finitely generated modules). In [AHC01] the
definition of tilting modules was extended to the category Mod-R over a ring R, and was shown
that there exists a relationship between tilting modules and homologically finite categories
analogous to that discovered by Auslander-Reiten. This connection has been used to get
new results on the Homological Conjectures. For example in [AHHT06] a conjecture on the
finitistic dimension is shown to be valid for Gorenstein rings not necessarily commutative.

Another interesting application of tilting theory was discovered in [AHHT05] where it
is considered the localization S−1R of a (not necessarily commutative) ring with respect to
a left Ore set S consisting of non-zero-divisors. The authors focused on the case that S−1R
has projective dimension at most one and extended some classical results on localization of
commutative domains due to Kaplansky, Hamsher and Matlis to arbitrary commutative rings.
For proving their results it was essential to use tilting modules. In fact, they constructed a
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tilting module S−1R⊕S−1R/R which generates the class of S-divisible modules provided R is
commutative or S−1R/R is countably generated. This also shed new light on some important
examples of tilting modules over 1-Gorenstein rings or over valuation domains.

We push forward the idea of constructing tilting modules using localization techniques. We
show that every injective ring epimorphism λ : R→ S with the property that TorR1 (S, S) = 0
and pdSR ≤ 1 gives rise to a tilting right R-module S ⊕ S/R.

If U is a class of finitely presented right R-modules of projective dimension one such that
HomR(U , R) = 0, we can consider the universal localization λ : R→ RU of R at U in the sense
of [Sch85]. It is known that λ : R → RU is a ring epimorphism with TorR1 (RU , RU ) = 0.
Suppose that R embeds in RU , and pd(RU )R ≤ 1. Then TU = RU ⊕ RU/R is a tilt-
ing right R-module. If we further assume that RU/R is a direct limit of U-filtered right
R-modules, then the tilting class GenTU coincides with the class U⊥ of all modules M sat-
isfying Ext1R(U ,M) = 0. This allows us to extend the aforementioned result on [AHHT05]
and prove that if S is a left Ore set of non-zero-divisors of R such that pd(S−1RR) ≤ 1, then
TS = S−1R ⊕S−1R/R is a tilting right R-module whose tilting class GenTS coincides with
the class of S-divisible right R-modules.

This way of constructing tilting modules also fits in the context of finite dimensional tame
hereditary algebras. We obtain a tilting right R-module TU = RU ⊕ RU/R with tilting class
U⊥ for every set U of simple regular modules.

Two more interesting results are shown when R is a hereditary noetherian prime ring. We
recover a classification result from [BET05] and show that the tilting modules

TP = RUP
⊕RUP

/R

arising from universal localization at UP = {R/m | m ∈ P}, where P runs through all subsets
of max-spec(R), form a representative set up to equivalence of the class of all tilting R-modules.
And more generally, we prove that if R is a classical maximal order, then

T = {TW = RW ⊕RW/R | W ⊆ Ur}

is a representative set up to equivalence of the class of all tilting right R-modules where Ur
denotes a representative set of all simple right R-modules.

Now we proceed to explain how this work is structured, and to discuss in more detail some
of the main results presented in this dissertation.

An important part of Chapter 1 consists of elementary material that can be found in many
undergraduate text books and thus most of the proofs are omitted. We include it in order
to fix notation and to be as self-contained as possible. However some algebraic background
such as basics on the theory of groups, rings, modules and homological algebra is needed. For
example, commutative localization, free product of groups (with or without amalgamation),
exact sequences induced by the functors Ext and Tor,... are concepts we use along these pages
and that we assume are known. The reader is referred to, for example, [Rot73], [Rot70],
[Lam01], [Lam99], [Jac85], [Jac89] for unexplained terminology. It is recommended to skip
this chapter and go back to clarify terms when needed.

The first three sections present basic definitions, examples and results on monoid, groups,
rings and modules.

In the fourth section we present ordinal and cardinal arithmetic because it will be used in
Chapter 7.

Section 5 consists of results on homological algebra. We concentrate on the behavior of
the functor Ext with respect to direct limits. This material will be used in Chapter 8.
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In Section 6 we introduce the concepts of graph, rooted trees and graph of groups. This last
concept will be used to show some closure properties of locally indicable groups in Chapter 2.
Rooted trees will be very useful in Chapter 5 to define the complexity of elements of a certain
semiring.

Section 7 is devoted to present the concept of semiring which is relevant to the proof of
Hughes’ Theorems I and II. We also provide important examples of semirings.

In Section 8 we state well known results and definitions on completions and valuations of
rings that are needed in Chapter 7 to give embeddings of the free group algebra in division
rings.

The last section of this chapter concerns itself with the proof of the so-called Magnus-Fox
embedding. This already known result asserts that if H is the free group on a set X and R
is a ring, then the group ring R[H] embeds in the formal power series ring R〈〈X〉〉 via the
morphism of R-rings given by x 7→ 1 + x for all x ∈ X. It will be used in Chapter 7.

In Chapter 2 we collect together well known material on locally indicable groups. This
class of groups was introduced by G. Higman in his PhD Thesis and his paper [Hig40] on
group rings. Although there are some monographs that cover parts of this chapter and other
interesting related subjects, for example [Gla99] and [BMR77], we have not found a survey
or text book where all the results in this section are proved. So we felt it was necessary to
make this compilation for the sake of completion as these groups play an important role in
our work. We concentrate more on the properties which will have a counterpart when dealing
with Hughes-free division rings of fractions of crossed product group rings kG of a locally
indicable group G over a division ring k.

We begin by showing some closure properties of the class X of locally indicable groups.
Among others, X is closed under free products and extensions, or more generally, it contains
the groups with a subnormal series with locally indicable factors (see Definition 2.5). We will
do something similar with Hughes-free division rings of fractions in Chapter 6. We go on
discussing some properties of an important subclass of X, the class of (two sided) orderable
groups. Torsion-free abelian groups and (locally) free groups are examples of orderable groups.
It turns out that X is a class properly between the classes of orderable groups and right
orderable groups.

We also show the characterization of locally indicable groups as those groups G with a
chain of subgroups Σ of G such that

(i) {1}, G ∈ Σ.
(ii) Σ contains all unions and intersections of its members.
(iii) For each pair (L,H) of subgroups in Σ such that there is no element in Σ that lies

properly between L and H, then LCH and H/L is torsion-free abelian.

We provide the recent proof of this fact by A. Navas-Flores [NF07] which greatly simplifies
the original one by S. Brodskii [Bro84].

We end this chapter enumerating some other important examples of locally indicable
groups, e.g. torsion-free one-relator groups [How82] and right orderable amenable groups
[Mor06].

In Chapter 3 we present the results on localization that will be needed later. Some of
the results in this chapter are very important in the development of this work, but most of
the proofs and details are omitted. They can be found in the books [Lam01], [Coh95] or
[Sch85]. We begin with Ore localization and some classical results, followed by some results
on the key concept of division ring of fractions of a domain and by some useful examples.
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We then go on with matrix localization. We define the relevant concepts of fir, semifir,
specializations, universal division ring of fractions and coproduct of division rings. They all
appear throughout these pages.

Universal localization is discussed in the next section. We give the definition of rank
function and state the results that we will need in Chapter 8.

Chapter 4 is probably the best starting point for a reading of this work. We define some of
the most important objects that will be considered along these pages. The first four sections
consist of well known material. The first two are made of standard material on crossed
product group rings (monoid semirings). They are generalizations of the usual group ring. An
interesting feature of crossed product group rings, unlike group rings, is the following: Let kG
be a crossed product group ring of a group G over a ring k, and let N be a normal subgroup
of G. Then kG can be seen as a crossed product group ring (kN)(G/N) of the group G/N
over the ring kN . We also show that a crossed product group ring kG of a right orderable
group over a domain k is a domain, in particular, this holds for locally indicable groups G.

In the next section we present the Mal’cev-Neumann series ring k((G,<)) associated with
a crossed product group ring kG of an ordered group (G,<) over a division ring k. It consists
of the series

∑
x∈G

axx̄ with well-ordered support with the expected operations of sum and

product that extend the ones of kG. Following [DL82], we show the celebrated result by
A.I. Mal’cev [Mal48] and B.H. Neumann [Neu49a] which proves that k((G,<)) is a division
ring. A very useful property is that the computation of an expression for the inverse of a
nonzero element in k((G,<)) is “easy”. There is an algorithm to invert series. More precisely,
if f =

∑
x∈G

axx̄ ∈ k((G,<)) and x0 = min{x ∈ supp f}, then

f−1 =
∑
m≥0

(ax0 x̄0)−1(g(ax0 x̄0)−1)m,

where g = ax0 x̄0−f . This is a point, which will be corroborated in succeeding chapters, where
becomes more relevant the fact that working with series makes life easier.

The results above imply that if k is a division ring, G a (locally) free group on a set X and
< a total order on G such that (G,<) is an ordered group, then any crossed product group
ring kG is embeddable in its associated Mal’cev-Neumann series ring k((G,<)). We go on to
show that kG is a semifir if G is a locally free group, and that kG and its polynomial ring
k〈X〉 are firs. Thus, in any case, kG and k〈X〉 have a universal division ring of fractions.

It was proved by J. Lewin in [Lew74] that the universal division ring of fractions of the
group ring k[G] and k〈X〉, called the free division ring of fractions, is the division ring of
fractions of k[G] inside k((G,<)). Later, in [LL78], it was noted that the proof given in
[Lew74] worked for any crossed product group ring kG. The proof of [Lew74] relied on the
highly nontrivial result by I. Hughes [Hug70], i.e. Hughes’ Theorem I. More recently, C.
Reutenauer gave an easier proof of the fact that the universal division ring of fractions of the
free algebra k〈X〉 of a finite set over a field k is the division ring of fractions of the group ring
k[G] inside the Mal’cev-Neumann series ring k((G,<)) where G is the free group on X and
< is a total order on G such that (G,<) is an ordered group. In Section 5 we closely follow
this proof to show the result in all its generality. That is, let k be a division ring, G a free
group on a set X and kG any crossed product group ring. Let < be a total order on G such
that (G,<) is an ordered group. Then the universal division ring of fractions of kG and its
polynomial algebra k〈X〉 is the division ring of fractions of kG inside k((G,<)). Moreover,
we observe that this result holds true for G a locally free group.
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The objects and techniques used to demonstrate Hughes’ Theorems I and II are explained
in Chapters 5 and 6. We proceed to give an outline of the proof of Hughes’ Theorem I which we
think useful to explain why the different concepts are introduced. Notice that the statement
we prove as Hughes’ Theorem I in Chapter 6 is more general than the one we have stated
at the beginning of the introduction, which in turn is the same as the ones in [Hug70] and
[DHS04]. But they could be the same because we have not found an example that verifies one
and not the other. It is not the moment to go into details, and since, anyway, the proofs are
the same, we think it is more instructive to outline the proof of the theorem at the beginning
of the introduction.

Let k be a division ring, let G be a group, and let kG be a crossed product group ring.
Suppose that kG has a division ring of fractions D. For a subgroup N of G, we denote by
D(kN) the division ring of fractions of kN inside D. Let k×G denote the group of trivial units
of kG.

As we said before, a division ring of fractions of a domain R is constructed in stages,
using addition, subtraction, multiplication, and division by nonzero elements. Then, given
two division rings of fractions of R, there is at most one morphism of rings which is the
identity on R because the image of the elements of R prescribes the image of the elements of
the division ring of fractions. Moreover, this morphism, if it exists, must be an isomorphism.
Therefore, if we want to prove that there exists one ring isomorphism between two division
rings of fractions of R, we need to prove that the only possible one is well defined. This is the
objective of the machinery developed in Chapter 5.

In case R = kG, the division ring of fractions is determined by the group of trivial units
k×G. Notice that when we construct a division ring of fractions from k×G, subtraction is not
needed, it is multiplication by the trivial unit −1. This leads to the concept of semiring and
rational U -semiring where U is a group, see Section 7 of Chapter 1. It is easily seen that if
D′ is a division ring of fractions of kG, then D′ ∪ {∞} has a natural structure of rational
k×G-semiring. The symbol ∞ is needed because in a rational semiring every element has a
“formal inverse” (∞ stands for the inverse of zero and of itself).

In the division ring of fractions of a domain, we can distinguish different levels which
coincide with the elements of inversion height ≤ n. Level zero is the domain, level one the
subring generated by the domain and its inverses, level two is the subring generated by level
one and its inverses, and so on. For example, in an Ore domain, the construction ends at the
first level. In Section 4 we define an object that imitates this construction of the division ring
of fractions in a formal way, the rational U -semiring of formal rational expressions, denoted
Rat(U). As in a polynomial ring we have all possible products, here we get all possible inverses,
and formal-inverting an element is going up a level. These levels are built using the free
multiplicative U -monoid that is defined in Section 3.

Rat(U) is an initial object in the category of rational U -semirings, that is, given a rational
U -semiring T , there exists a unique morphism of rational U -semirings Rat(U) −→ T. In
addition, if V is a subgroup of U, Rat(V ) is naturally embedded in Rat(U).

Thus, for two division rings of fractions of kG, D1, D2 say, we get

Φi : Rat(k×G) −→ Di ∪ {∞i}, i = 1, 2,

onto morphisms of rational k×G-semirings. It turns out that the only possible isomorphism
between D1 and D2 is the restriction β : D1 → D2 of the morphism of rational k×G-semirings

β : D1 ∪ {∞1} −→ D2 ∪ {∞2}
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defined by β(Φ1(f)) = Φ2(f) for all f ∈ Rat(k×G). To show that β is well defined reduces to
prove that Φ1(f) = 0D1 ,∞1 if and only if Φ2(f) = 0D2 ,∞2. In Theorem 6.2 we prove this fact
in case G is locally indicable and D1, D2 are Hughes-free division rings of fractions.

A lot of results on polynomials or on free groups are proved by induction on the degree or
the length of the word, respectively. The natural numbers are used to measure the “complex-
ity” of the polynomials or of the words. In Section 2 we make the set of (isomorphism classes
of) finite rooted trees into a well ordered set and a rational U -semiring for any group U . More-
over, the order defined is compatible with the operations. Then we measure the “complexity”
of the elements of the rational U -semiring of formal rational expressions Rat(U) by assigning a
rooted tree to each element of Rat(U). This correspondence is compatible with the operations
in Rat(U). In particular, we get a complexity function for the elements of Rat(k×G). The
proof of Hughes’ Theorem I is by induction on the complexity of f ∈ Rat(k×G).

Vaguely, the idea of the order defined is that, for example, if g ∈ G, the element
u1 = (1 + g + g2)−1 + (g3 + g4)−1 is more complex than u2 = (1+ g+ g4)−1, but less complex
than u3 = ((1 + g)−1 + g)−1. Notice that u1 and u2 are elements of level one and u3 of level
two. The element u1 is made of two pieces, one of them as “complex” as u2, and u3 consists
of one piece which is more “complex” than any of the ones in which u1 or u2 are divided.

In the original proof of Hughes’ Theorem [Hug70], the order defined to measure the
complexity of the elements, although equivalent, is more difficult to understand and to work
with.

Let G be a locally indicable group, and let H be a finitely generated subgroup of G.
Hence there exists N CH such that H/N is infinite cyclic. Let t ∈ H be such that its coset
generates H/N. Then kH can be seen as the skew polynomial ring kN [t, t−1;α] where α is left
conjugation by t. The condition Di, i = 1, 2, being Hughes-free implies that the Ore domain
Di(kN)[t, t−1;α] is embedded in Di for i = 1, 2. Hence, the division ring of fractions of kH
inside Di can be seen as the division ring of fractions of kH inside the skew Laurent series
ring Di(kH)((t;αi)). Notice that in Di(kH)((t;αi)) we have a “formula” for inverting series.

In Section 6 we take advantage of these ideas to factor Φi locally. Given a finitely generated
subgroup H of G, the restriction of Φi to k×H can be seen as

Φi : Rat(k×H) −→ Di(kN)((t;αi)) ∪ {∞i}.

Then we construct a rational k×H-semiring, Rat(k×N)((t;α)) ∪ {∞} which depends on Φi.
It can be seen as a formal model for Di(kN)((t;αi)). The elements of Rat(k×N)((t;α)) are
series whose coefficients are zero or elements of Rat(k×N). To define the formal inverses of the
elements of Rat(k×N)((t;α)) ∪ {∞} we imitate the “formula” for inverting series in a skew
Laurent series ring.

Then we obtain a commutative diagram of morphisms of rational k×H-semirings for
i = 1, 2

Rat(k×H)
Φi //

Ψi

''OOOOOOOOOOOO
Di(kN)((t;αi)) ∪ {∞i}

Rat(k×N)((t;α)) ∪ {∞}

Ωi

55kkkkkkkkkkkkkkkk
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To construct a division ring of fractions of a crossed product group ring kG it is enough
to consider elements that contain 1 ∈ G in its support. For example: if g1, g2 ∈ G \ {1}, then(

(g1 + g2)−1 + (g2
1 + g1g2)−1

)−1
=

(
g−1
1 (1 + g2g

−1
1 )−1 + (g2

1 + g1g2)−1
)−1

=
(
(1 + g2g

−1
1 )−1 + (g1 + g1g2g

−1
1 )−1

)−1
g1

= p · g1,

where p is an element “with 1 in its support”.
In Section 5 we present a formal analogue of elements in the division ring of fractions with

“1 in its support”: the subset P of primitive elements of Rat(U). It is proved that, for every
f ∈ Rat(U), there exist p ∈ P and u ∈ U such that f = pu. And what is more important, for
every p ∈ P, a finitely generated subgroup of U , called source(p), is defined. This subgroup
source(p) is such that p ∈ Rat(source(p)). This construction gives a canonical way to associate
a finitely generated subgroup of U to a primitive element in Rat(U). We illustrate this with the
most trivial situation. Consider the element p = 1+a1g1 +a2g2 +a3g3 ∈ kG with ai ∈ k \ {0}
and gi ∈ G. Then

p =
(
(a1g1)−1 + 1 + a2g2(a1g1)−1 + a3g3(a1g1)−1

)
a1g1

=
(
(a2g2)−1 + a1g1(a2g2)−1 + 1 + a3g3(a2g2)−1

)
a2g2,

source(p) = 〈a1g1, a2g2, a3g3〉
= 〈(a1g1)−1, a2g2(a1g1)−1, a3g3(a1g1)−1〉
= 〈(a2g2)−1, a1g1(a2g2)−1, a3g3(a2g2)−1〉 ≤ k×G.

We can suppose that f is a primitive element in the proof of Hughes’ Theorem I since Φi

are morphisms of rational k×G-semirings. Then there exists a finitely generated subgroup H
of G, obtained in a natural way from source(f), such that f ∈ Rat(k×H) and the coefficients
of Ψi(f) are of lesser complexity than f. Therefore the image of f is determined by elements
of lesser complexity than the complexity of f . Then the result follows by induction on the
complexity.

An important consequence of Hughes’ Theorem I, already noted in [Hug70], is that if k
is a division ring, G an orderable group and kG a crossed product group ring, then, for any
total orders < and <′ such that (G,<) and (G,<′) are ordered groups, the division rings of
fractions of kG inside k((G,<)) and k((G,<′)) are isomorphic.

The proof of Hughes’ Theorem II in [Hug72] depends heavily on [Hug70], and thus it is
also difficult to follow. As it has interesting consequences we give a proof of it based on the
objects and techniques of [DHS04].

Let G be a locally indicable group and L C G. Suppose that we are in the hypothesis of
Hughes’ Theorem II. Recall that the crossed product group ring kG can be expressed as the
crossed product group ring (kL)(G/L). By hypothesis, kL has a Hughes-free division ring of
fractions D. From Hughes’ Theorem I, it follows that the crossed product group ring structure
of (kL)(G/L) can be (uniquely) extended to D(G/L). Again by hypothesis, D(G/L) has a
Hughes-free division ring of fractions E. The aim is to show that

kG ↪→ D(G/L) ↪→ E

is a Hughes-free embedding. So let H be a nontrivial finitely generated subgroup of G and
N CH with H/N infinite cyclic generated by the class of t. We have to show that the powers
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of t are E(kN)-linearly independent, i.e. if d−n, . . . , dn ∈ E(kN), then
n∑

i=−n
dit

i = 0 implies that d−n = · · · = dn = 0. (1)

There is a morphism of rational k×H-semirings Φ: Rat(k×H)→ E(kH)∪{∞}, which extends
to a morphism of additive monoids Φ′ : Rat(k×H) ∪ {0} → E(kH) ∪ {∞}. To prove (1) it is
enough to show that

n∑
i=−n

Φ(fi)ti = Φ
( n∑
i=−n

fit
i
)

= 0 implies that Φ(fi) = 0,

for f−n, . . . , fn ∈ Rat(k×N) ∪ {0}. The result is then proved by induction on the elements of

the form f =
n∑

i=−n
fit

i with fi ∈ Rat(k×N) ∪ {0}.

The problem can be reduced to the situation of f a primitive element and H = source(f).
The proof is then divided in four cases depending on how the group LH/LN looks like. If either
H ⊆ L, or LH

LN is infinite cyclic, the result follows directly from the hypothesis. Difficulties
appear when H * L and LH

LN is finite. Since G/L is locally indicable, there exists a subgroup
B of H such that LH

B
∼= LH/L

B/L is infinite cyclic. Then the proof splits into two parts, depending
on whether LH 6= BN or LH = BN . Technical arguments, somehow similar to a change of
basis (one diferent for each case), allow us to prove the result by induction on the complexity
of f .

As a consequence of Hughes’ Theorem II, we obtain that many of the closure properties
that hold for locally indicable groups also hold for Hughes-free embeddable groups. From
these we obtain a lot of new locally indicable groups (hence right orderable groups) which
are (Hughes-free) embeddable in division rings. For example every poly-ordered group is
Hughes-free embeddable. We also get that the free product of Hughes-free embeddable groups
is a Hughes-free embeddable group. This allows us to define the Hughes-free coproduct of
division rings as follows. Let {Gi}i∈I be a set of Hughes-free embeddable groups. Let k be a
division ring and kGi a crossed product group ring with Hughes-free division ring of fractions
Di for each i ∈ I. The ring coproduct ∗

k
kGi can be seen as a crossed product group ring

k(∗
k
Gi). Then we define the Hughes-free coproduct of {Di}i∈I as the Hughes-free division ring

of fractions of k(∗
k
Gi). We prove that in some cases it agrees with the coproduct of division

rings ◦
k
Di defined by P.M. Cohn (see Definition 3.44). As Hughes’ Theorem II gives some

insight into how the division ring of fractions looks like, we think that it may help to reach a
better understanding of ◦

k
Di.

Let k be a division ring, G a free group, < a total order on G such that (G,<) is an ordered
group and kG a crossed product group ring. J. Lewin [Lew74] proved that the embedding of
kG inside its universal division ring of fractions is Hughes-free. Then, from Hughes’ Theorem I,
he deduced that it is isomorphic to the division ring of fractions of kG inside k((G,<)). We
generalize this proof to a greater class of locally indicable groups, and show that if a crossed
product group ring kG, with G in this class, has a universal division ring of fractions, then it
has to be its Hughes-free division ring of fractions.

In Chapter 7 we deal with inversion height. We begin by presenting the basic definitions
and easy properties of this invariant. Then we deal with embeddings of finite inversion height
from [HS07], the so called JF-embeddings. They are embeddings of the free k-ring k〈X〉 for
X a set of at least two elements and k a division ring. They are obtained from results by
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A.V. Jategaonkar [Jat69] and generalize embeddings of the free k-algebra k〈x, y〉 given by J.L
Fisher [Fis71] of inversion height 2. We prove that the inversion height of JF-embeddings is
at most two, and provide examples of inversion height one and two for any set X of at least
two elements.

Let us discuss our results with an example. Consider a fieldK with a morphism α : K → K
which is not onto, k a subfield of K such that α(a) = a for all a ∈ k, a nonempty set {ti}i∈I
of elements in K which are α(K)-linearly independent, and the skew polynomial ring K[x;α].
Then the ring generated by k and X = {xi = tix}i∈I is the free k-algebra on X. Observe that
K[x;α] is a left Ore domain. Let Q = Qlcl(K[x;α]). Then k〈X〉 ↪→ K[x;α] ↪→ Q gives an
embedding of the free k-algebra k〈X〉 in the division ring Q [Jat69].

The JF-embeddings of inversion height one forX a finite set of n ≥ 2 elements are obtained
from K = k(t), α : K → K defined by t 7→ tn and X = {x, tx, . . . , tn−1x}. For the case of
X an infinite set of cardinality λ, we need the results on Chapter 1 on ordinal and cardinal
arithmetic. We replace the semiring of exponents N of the polynomial ring k[t] by the ordinal
number λω. Then, with the help of the natural sum ⊕ and natural product ⊗ of ordinals, we
endow Mλ = {γ | γ < λω} with a structure of semiring. We express the monoid ring kMλ in
multiplicative notation k[tγ | γ < λω]. It has a field of fractions K. Then α : K → K, defined
by tγ 7→ tλ⊗γ , and X = {tγx}γ<λ does the work.

JF-embeddings of inversion height two are obtained very much as the ones by J.L. Fisher.
For each set I of cardinality at least two, fix i0 ∈ I, and consider J = I \ {i0}. Let
K = k(tin | i ∈ J, n ≥ 0), and define α : K → K by tin 7→ tin+1. Then the set {ti1x} ∪ {x}
generates a free k-algebra inside Q.

It is interesting to note that the embedding of the free algebra given by a JF-embedding
does not extend to an embedding of the free group. We study this question in Section 5 and
compute how the group G generated by the set X inside Q× looks like in our examples of
JF-embeddings. On the other hand, using the techniques and results in [Lic84], we show
that an extension of the division ring Q contains the power series ring k〈〈X〉〉. Then the
Magnus-Fox embedding of Chapter 1 implies that the free group algebra k[H] of the free
group H on a set Y of cardinality |X| is contained in Q, providing examples of embeddings
of the free group algebra of inversion height one and two.

In Section 6 we pay attention to embeddings of the the free algebra of infinite inversion
height. The key result in this section is the following:

Theorem A. Let R be a domain with a division ring of fractions D. Let (L,<) be an
ordered group. Consider a crossed product group ring RL that can be extended to DL. Let
E = D((L,<)) be the associated Mal’cev-Neumann series ring. Thus E is a division ring and
RL ↪→ E. If f ∈ D is of inversion height n (with respect to R ↪→ D), then f ∈ E is of inversion
height n (with respect to RL ↪→ E). �

Let H be a free group on a set X of cardinality at least two, and < a total order on H
such that (H,<) is an ordered group. Let k be a field and consider the group ring k[H]. Set
E = k((H,<)). As we said before, B.H. Neumann [Neu49a] conjectured that k[H] ↪→ E is
of infinite inversion height, and it was proved by C. Reutenauer [Reu96] that this holds for
X an infinite set. In fact he proved that k〈X〉 ↪→ E is of infinite inversion height, which is
equivalent to k[H] ↪→ E of infinite inversion height. We proceed to sketch how we reduce the
problem to the situation of X a finite set of cardinality at least two.

Let x ∈ X. By a well-known result of groups, H can be expressed as an extension of
the free group N on the infinite set {xnyx−n | y ∈ X \ {x}, n ∈ Z} by the infinite cyclic
group generated by x. Then k[H] can be seen as a skew polynomial ring k[N ][x, x−1;α]
where α is defined by left conjugation by x. Moreover, we show that the polynomial ring
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E(k[N ])[x, x−1;α], where E(k[N ]) denotes the division ring of fractions of k[N ] inside E, is
contained in E in the natural way. Then, as a corollary of Theorem A, we infer that every
element f ∈ E(k[N ]) has the same inversion height with respect to k[H] ↪→ E as with respect
to k[N ] ↪→ E. Thus, as N is the free group on an infinite set, Reutenauer’s result implies
that the inversion height of k[H] ↪→ E is infinite. In our proof we also exhibit elements of any
given inversion height with respect to k〈X〉 ↪→ E and with respect to k[H] ↪→ E.

We end this section by showing that infinite inversion height does not characterize the
embedding k〈X〉 ↪→ E. Indeed, with the help of Hughes-Theorem II we prove: Let k be a
field. For each finite set X of at least two elements, there exist infinite non-isomorphic division
rings of fractions D of k〈X〉 such that k〈X〉 ↪→ D is of infinite inversion height.

The main object of Chapter 8 is the study of tilting modules obtained from universal
localization. Let R be a ring. A right R-module T is tilting if the following three conditions
are satisfied
(T1) pdT ≤ 1.
(T2) Ext1R(T, T (I)) = 0 for any set I.
(T3) There exists an exact sequence 0→ R→ T1 → T2 → 0 with T1, T2 ∈ AddT.
Two tilting modules T and T ′ are equivalent if T⊥ = T ′⊥. Section 1 contains well known
results on tilting modules. For example, we show the characterization from [CT95] of tilting
right R-modules as the right R-modules T such that the class GenT coincides with the class
T⊥ = {M ∈ Mod-R | Ext1R(T,M) = 0}. Recall that GenT denotes the class of right
R-modules which are homomorphic images of arbitrary direct sums of copies of T .

In Section 2 we mainly deal with homological properties of ring epimorphisms and the
most important example of ring epimorphism in our discussion, universal localization.

The main results of Chapter 8 begin in Section 3. They are from [AHS08], and some of
them are generalizations of the ones in [AHHT05]. We begin by showing that if R is a ring,
and λ : R→ S is an injective ring epimorphism with TorR1 (S, S) = 0, then, among others, the
following are equivalent

(i) pd(SR) ≤ 1.
(ii) T = S ⊕ S/R is a tilting right R-module.

Tilting modules constructed in this way generalize the classical tilting Z-module Q⊕Q/Z.
It also allows us to give many examples of tilting right R-modules. For example the ones
studied in [AHHT05], where S = S−1R, the left Ore localization of R at a left Ore set S
consisting of non-zero-divisors. Or, more generally, if U is a class of finitely presented modules
of projective dimension one such that HomR(U , R) = 0 (i.e. U consists of bound modules) such
that R-embeds in the universal localization RU and pd((RU )R) ≤ 1, then TU = RU ⊕RU/R is
a tilting right R-module.

In Section 4 we concentrate on tilting right R-modules TU obtained as before from universal
localization. We give necessary and sufficient conditions for TU = U⊥. Most of the results
are consequences of the following sufficient condition: RU/R = lim−→Ni where Ni is a U-filtered
right R-module for each i, that is, each Ni has an ascending chain of submodules (Niν | ν ≤ κi)
indexed at a cardinal κi such that
(a) Ni0=0 and Ni = ∪

ν<κ
Niν .

(b) Niν = ∪
β<ν

Niβ for all limit ordinals ν < κ.

(c) Ni(ν+1)/Niν is isomorphic to some module in U .
Although it is rather technical, it has interesting applications. It permits us to generalize
already known results in the Ore situation. More precisely, we prove that if S is a left Ore
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set and pd(S−1RR) ≤ 1, then TS = S−1R⊕S−1R/R is a tilting right R-module with tilting
class the S-divisible modules, i.e. modules M such that Ext1R(R/sR,M) = 0 for all s ∈ S.

From that condition, best results are obtained when R is a hereditary ring with a faithful
rank function ρ : K0(R)→ R such that the localization Rρ of R at ρ is a semisimple artinian
ring (see Section 4 in Chapter 3) as the next two sections show.

In Section 5 we are concerned with hereditary noetherian prime rings. They are equipped
with a rank function: the normalized uniform dimension. In some situations all tilting right
R-modules can be described up to equivalence in terms of universal localization. This is the
case when R is a hereditary noetherian prime ring R such that there are no faithful simple right
R-modules, and that Ext1R(U, V ) = 0 for all pairwise non-isomorphic simple right R-modules
U and V . In particular, this holds for classical maximal orders and Dedekind domains. In
both cases

T = {TW = RW ⊕RW/R | W ⊆ Ur}
is a representative set up to equivalence of the class of all tilting right R-modules where Ur
denotes a representative set of all simple right R-modules. For Dedekind domains it was
obtained in a different form in [BET05]. We also show that, in general, not all these tilting
modules TW can be obtained from Ore or matrix localization.

In Section 6, via universal localization, we can construct tilting right R-modules in the
context of finite dimensional tame hereditary algebras R where there is defined a rank function,
the normalized defect. We show that for every set of simple regular modules U the module
TU = RU ⊕ RU/R is tilting and that T⊥U = U⊥. We also show that, in general, T⊥V does not
coincide with V⊥, for V a class of bound modules. We give an example of this for a set V of
regular modules.
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heu fet que em senti molt bé al nostre lloc de treball.

Gracias a mis amigos en Málaga, Simón, Vı́ctor, Dani, Raúl, Óscar, Curro, Sergio, Domingo,
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este largo último arreón para acabar, siempre con alegŕıa.
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Partial list of notation

Z ring of integers
Q field of rational numbers
R field of real numbers
∅ empty set
⊆ inclusion
 strict inclusion
A \B set theoretic difference
A ∼= B A is isomorphic to B
At transpose of the matrix A
Mm×n(R) set of m× n matrices with entries from R
Mn(R) set of n× n matrices with entries from R
GLn(R) group of invertible n× n matrices over R
Mod-R, R -Mod category of right, left modules over the ring R
MR, RN right R-module M , left R-module N
RMS R-S-bimodule M
trB(M) trace submodule of M , i.e.

∑
{f(B) | f ∈ HomR(B,M), B ∈ B}

M ⊗R N tensor product of MR and RN
HomR(M,N) group of morphisms of R-modules from M to N
EndR(M) ring of endomorphisms of the R-module M
Aut(R) group of automorphisms of the ring R⊕
i∈I

Mi direct sum of the modules (groups) {Mi}i∈I

M (I) direct sum of I copies of M∏
i∈I

Mi direct product of {Mi}i∈I
M I direct product of I copies of M
M∗ R-dual of an R-module M
R× group of units of the ring R
Spec(R) set of prime ideals of the ring R
max-spec(R) set of maximal ideals of the commutative ring R
lim−→ direct limit
lim←− inverse limit
H CG H is a normal subgroup of the group G
∗
i∈I

Gi free product of the family of groups {Gi}i∈I
∗i∈IH Gi free product of the family of groups {Gi}i∈I amalgamating H
length(M) composition length of the module M
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NX additive monoid of all functions from X to the additive
monoid N

3

supp(f) support of f 3
ker f kernel of the morphism f 4, 5, 9
im f image of the morphism f 4, 5, 9
N o C semidirect product of the group N by the group C 4
A oB standard wreath product of A and B 4
R× group of units of the ring R 5
R〈X〉 free R-ring on the set X, polynomial ring of a crossed prod-

uct group ring (semiring)
6, 63

k〈〈X〉〉 formal power series ring 6
R[[x;α]] skew power series ring (semiring) 7, 68
R[x] polynomial ring (semiring) 7, 63
R[x;α] skew polynomial ring (semiring) 7, 63
R[x, x−1] Laurent polynomial ring (semiring) 7, 63
R[x, x−1;α] skew Laurent polynomial ring (semiring) 7, 63
R[G] group (monoid) ring (semiring) 8, 63
R((x;α)) skew Laurent series ring (semiring) 7, 68
coker f cokernel of the morphism f 9
M∗ dual of the module M 9
α∗ dual of the morphism α 9
pd(M) projective dimension of the module M 10
id(M) injective dimension of the module M 10
|A| cardinality of the set A 15
C(G,X) Cayley graph of the group G with respect to the subset X 18
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Background Material





CHAPTER 1

Basic Terminology and Examples

1. Monoids and Groups

Definitions 1.1. (a) A nonempty set M with an associative binary operation

M ×M → M
(x, y) 7→ xy

is called a monoid if it has an identity element , that is, there exists 1M ∈ M such that
1Mx = x1M = x for all x ∈M .

(b) A monoid M is said to be abelian or commutative if xy = yx for all x, y ∈ M . Usually,
when a monoid is commutative, the binary operation is denoted by + and the identity
element by 0. By an additive monoid we mean a commutative monoid with a binary
operation +.

(c) Let M and M ′ be monoids. A morphism of monoids is a map f : M →M ′ such that
(i) f(x1x2) = f(x1)f(x2) for every x1, x2 ∈M, and
(ii) f(1M ) = 1M ′ .

An isomorphism of monoids is a bijective morphism of monoids. Two monoids M and
M ′ are isomorphic, denoted M ∼= M ′, if there is an isomorphism f : M →M ′.

(d) Let X be a set and M be a monoid containing X. We say that M is the free monoid on
X if for every monoid M ′, every map f : X →M ′ has a unique extension to a morphism
of monoids of M to M ′.

X //

f !!C
CCCCC M

���
�
�

M ′

It is known that for every set X there exists the free monoid on X. Observe that if M1

and M2 are free monoids on X, then M1 is isomorphic to M2. �

A monoid that will be used throughout is the following.

Example 1.2. Let N be an additive monoid and let X be a set. We write NX for the set of
all functions from X to N . The map which sends every x ∈ X to 0 is also denoted by 0. We
will denote the elements f of NX as formal sums

∑
x∈X

axx, where ax is the image of x ∈ X by

f. The set NX can be made an additive monoid with the sum

f + g =
∑
x∈X

(ax + bx)x,

for all f =
∑
x∈X

axx and g =
∑
x∈X

bxx in NX .

For an element f =
∑
x∈X

axx ∈ NX , we define the support of f, denoted by supp(f), as

supp(f) = {x ∈ X | ax 6= 0}.
Notice that f = 0 if and only if supp(f) = ∅. �
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Now we turn our attention to some basic definitions on groups.

Definitions 1.3. (a) A group G is a monoid G satisfying the further requirement that for
each x ∈ G there is an inverse element , that is, there is an element x−1 ∈ G such that
xx−1 = x−1x = 1. The group G is abelian if it is an abelian monoid.

(b) A nonempty subset H of a group G is a subgroup of G in case H is a group under the
binary operation of G.

(c) A subgroup N of a group G is a normal subgroup of G, denoted NCG, in case gNg−1 ⊆ N
for every g ∈ G. The cosets of N in G form a group, denoted G/N , called the quotient
group.

(d) Given two groups G and G′, a morphism of groups is a map f : G → G′ such that
f(xy) = f(x)f(y) for all x, y ∈ G. Notice that as a consequence f(1G) = 1G′ . An
isomorphism of groups is a bijective morphism of monoids. Two groups G and G′ are
isomorphic, denoted G ∼= G′, if there is an isomorphism f : G→ G′.

(e) For a morphism of groups f : G→ G′, we define the subgroups kernel and image of f as
ker f = {x ∈ G | f(x) = 1G′} and im f = {y ∈ G′ | y = f(x) for some x ∈ G} respectively.
Note that ker f is a normal subgroup of G.

(f) Let X be a set and G be a group containing X. We say that G is the free group on X if
for every group G′, every map f : X → G′ has a unique extension to a morphism of groups
of G to G′.

X //

f   A
AA

AA
A G

���
�
�

G′

Observe that if G1 and G2 are free groups on X, then G1 is isomorphic to G2.
(g) A group G is locally free if every finitely generated subgroup of G is free (on some set).
(h) It is known that for every set X there exists the free monoid on X and that every group

G is a quotient of a free group. A group G is defined by generators X = {xi | i ∈ I} and
relations ∆ = {rj | j ∈ J} in case F is the free group on X, R is the normal subgroup
of F generated by {rj | j ∈ J}, and G ∼= F/R. We say that 〈X | ∆〉 is a presentation of
G. �

Important constructions of groups are the next ones.

Example 1.4. (a) A group H is a semidirect product of N by C in case H contains subgroups
N and C such that:

(i) N CH
(ii) NC = H
(iii) N ∩ C = {1}.
We will write H = N o C. Observe that each element g of G can be uniquely expressed
as a product g = nc with n ∈ N and c ∈ C, and these expressions are multiplied in
the following way (n1c1)(n2c2) = (n1c1n2c

−1
1 )(c1c2). So if we know the groups N and C,

to determine H, we only need to know the action of C in N by left conjugation of its
elements.

(b) If A and B denote groups, then the standard wreath product of A and B, denoted A oB,
is constructed as follows. Let F = AB be the direct product of copies of A indexed by
the set B. Explicitly, F is the set of all functions from B into A, made into a group by
componentwise multiplication. For f ∈ F and b ∈ B, define f b ∈ F by f b(y) = f(yb−1)
for all y ∈ B. Then, for each b ∈ B, the mapping f 7→ f b is an automorphism of F , and
the group of all such automorphisms is isomorphic to B; the standard wreath product of
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A and B, A o B, is the extension of F by this group of automorphisms. Each element of
A o B can be written uniquely as fb, with f ∈ F and b ∈ B and these elements multiply

according to the rule f1b1f2b2 = f1f
b−1
1

2 b1b2. So A o B is a semi-direct product of F and
B: F CA oB, FB = A oB, and F ∩B = {1}.

(c) By A o B we also denote the restricted standard wreath product of A and B. It consists
of the elements fb of the standard wreath product such that f has finite support, that is,
F = A(B) =

⊕
B
A in the foregoing construction. �

2. Rings

Definitions 1.5. (a) A ring is an additive abelian group (R,+) with a second associative
binary operation, multiplication, the two operations being related by the distributive laws:

x(y + z) = xy + xz and (y + z)x = yx+ zx.

for all x, y, z ∈ R. We also require the existence of an identity element 1 ∈ R such that
x1 = 1x = x for all x ∈ R. That is, all rings considered here will have an identity element.
A ring is said to be a commutative ring if its multiplicative monoid is commutative.

(b) If R is a ring, then x ∈ R is called a unit if it has a multiplicative inverse, i.e. if there
exists x−1 ∈ R such that xx−1 = x−1x = 1. The set of all units in R is denoted by R×

and is called the group of units. Notice it is a group.
If x, y ∈ R \ {0} and xy = 0, we say that x is a left zero divisor and y is a right zero

divisor .
(c) A nonzero ring is called a domain if it has no zero divisors. A nonzero ring in which every

nonzero element has a multiplicative inverse is called a division ring . A commutative
division ring is a field. Notice that every division ring is a domain.

(d) Let R be a ring and I a subset of R. We say that I is a right ideal of R if it is an additive
subgroup of R such that for all y ∈ I and r ∈ R, yr ∈ I. And we say that I is a left ideal
if it is an additive subgroup of R such that for all y ∈ I and r ∈ R, ry ∈ I. If I is a left
and a right ideal, we say that I is an ideal .

(e) Given an ideal I of a ring R, the quotient ring of R modulo I is the ring constructed from
the additive group R/I and with the multiplication defined by r̄ · s̄ = rs for all r, s ∈ R.

(f) Given two rings, R and R′, a morphism of rings is an additive morphism of groups
f : R→ R′ such that

f(xy) = f(x)f(y) for every x, y ∈ R, and f(1R) = 1R′ .

When R = R′ we call f a ring endomorphism. A bijective morphism of rings is called
an isomorphism. The rings R and R′ are isomorphic, denoted R ∼= R′, if there is an
isomorphism of rings f : R → R′. A morphism of rings is a monomorphism if it is an
injective map.

(g) For a morphism of rings f : R→ R′, we define the kernel and image of f as the ideal of R
ker f={r ∈ R | f(x) = 0} and the subring of R′ im f={r′ ∈ R′ | r′ = f(r) for some r ∈ R}
respectively.

(h) Let R be a ring. The Jacobson radical of R, denoted J(R), is the intersection of all
maximal right ideals of R (i.e. right ideals different from R and not contained in any
other right ideal different from R and themselves). It can be proved that J is an ideal of
R. Among other important properties of J(R) are the following:
(a) An element r of R is invertible (in R) if and only if r̄ ∈ R/J(R) is invertible (in

R/J(R)).
(b) If Mn(R) denotes the ring of n× n matrices over R, then J(Mn(R)) =Mn(J(R)).
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(i) A ring R that has a unique maximal right ideal or, equivalently, that the set of non-units
of R form an ideal, is said to be a local ring .

(j) A ring is left artinian if it satisfies the descending chain condition on left ideals. Similarly
is defined a right artinian ring. A ring is artinian if it is both left and right artinian.

(k) A ring is left noetherian if it satisfies the ascending chain condition on left ideals. Similarly
is defined a right noetherian ring. A ring is noetherian if it is both left and right noetherian.

(l) Let k be a division ring and consider the set Mm×n(k) of m × n matrices over k. For a
matrix A ∈Mm×n(k), the rank of A is the number of left k-linear independent rows of A,
which coincides with the number of right k-linear independent columns of A. �

In the next examples we follow very close the exposition in [Lam01, Section 1].

Examples 1.6. We present examples of rings that will be used throughout this dissertation.

(a) Let k be any ring, and X = {xi}i∈I be a system of independent, non-commuting inde-
terminates over k. Then we can form the free k-ring generated by X, which we denote
by k〈X〉. The elements of k〈X〉 are polynomials in the non-commuting variables in X
with coefficients from k. The freeness of k〈X〉 refers to the following universal property:
if ϕ0 : k → k′ is any morphism of rings and {ai | i ∈ I} is any subset of k′ such that each
ai commutes with each element of ϕ0(k), then there exists a unique morphism of rings
ϕ : k〈X〉 → k′ such that ϕ|k = ϕ0, and ϕ(xi) = ai for each i ∈ I. When k is a field, we
usually call k〈X〉 the free k-algebra on X.

(b) Let k be a ring and X = {xi}i∈I be independent variables over k. In this example, the
variables may be taken to be either pairwise commuting or otherwise, but we shall assume
that they all commute with the elements of k. With this convention, we can form the ring
of formal power series k〈〈X〉〉, if the variables are non-commuting, and k[[xi | i ∈ I]] if
the variables are pairwise commuting. In either case the elements have the form

F =
∞∑
n=0

fn = f0 + f1 + f2 + · · · , (2)

where fn is a homogeneous polynomial inX over k with degree n, and we sum and multiply

these power series formally, i.e. given G =
∞∑
n=0

gn, then

F +G =
∞∑
n=0

(fn + gn), FG =
∞∑
n=0

(
n∑
i=0

fign−i

)
.

It is not difficult to calculate the units of k〈〈X〉〉 and k[[xi | i ∈ I]]; indeed, F as in (2) is
a unit if and only if the constant term f0 is a unit in k. It suffices to do the if part, so let
us assume that f0 ∈ k×. To find a power series G = g0 + g1 + g2 + · · · such that FG = 1,
we have to solve the equations:

1 = f0g0, 0 = f0g1 + f1g0, 0 = f0g2 + f1g1 + f2g0, 0 =
n∑
i=0

fign−i, for n ≥ 1.

Since f0 ∈ k×, we can solve for g0, g1, g2, . . . inductively. This shows that F is right
invertible, and by symmetry we see that F is also left invertible in k〈〈X〉〉 or k[[xi | i ∈ I]].
Observe that k〈X〉 is contained in k〈〈X〉〉 as the series with only a finite number of nonzero
fn.
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(c) Let k be a ring and α : k → k be a ring endomorphism. We construct the skew power
series ring k[[x;α]]. The elements of k[[x;α]] are formal power series of the form

∞∑
n=0

anx
n,

with an ∈ k for each n. The sum and multiplication are defined by
∞∑
n=0

anx
n +

∞∑
n=0

bnx
n =

∞∑
n=0

(an + bn)xn,

( ∞∑
n=0

anx
n

)( ∞∑
n=0

bnx
n

)
=
∞∑
n=0

(
n∑
i=0

aiα
i(bn−i)

)
xn.

Now the units of k[[x;α]] are not difficult to determine. Indeed

k[[x;α]]× =

{ ∞∑
n=0

anx
n | a0 ∈ k×

}
.

The contention k[[x;α]]× ⊆
{ ∞∑
n=0

anx
n | a0 ∈ k×

}
is clear by the way multiplication of

series is defined.
Now let F =

∞∑
n=0

anx
n with a0 ∈ k×. In order to find G =

∞∑
n=0

bnx
n such that FG = 1,

we have to solve the equations:
1 = a0b0

0 = a0bn +
n∑
j=1

ajα
j(bn−j) n = 1, 2, . . .

And to find H =
∞∑
n=0

cnx
n such that HF = 1 we have to solve the equations:

1 = c0a0

0 = cnα
n(a0) +

n−1∑
j=0

cjα
j(an−j) n = 1, 2, . . .

Since a0 (and then αn(a0)) is a unit in k, we can solve for b0, b1, . . . and c0, c1, . . . induc-
tively. This shows that F is right and left invertible in k[[x;α]]. Hence F is invertible in
k[[x;α]].

An important subring of k[[x;α]] is the skew polynomial ring k[x;α] consisting of the

series
∞∑
n=0

anx
n of k[[x;α]] such that only a finite number of an are different from zero.

Observe that when α is the identity map we obtain the usual polynomial ring k[x] and
power series ring k[[x]].

(d) Let k be a ring and α : k → k a ring automorphism. Then we can form the skew Laurent
series ring k((x;α)). The elements of k((x;α)) are the set of formal power series

∑
n∈Z

anx
n

where an ∈ k for each n ∈ Z, and among the coefficients an with n < 0 only finitely many
can be nonzero. The sum and multiplication are defined by

∑
n∈Z

anx
n +

∑
n∈Z

bnx
n =

∑
n∈Z

(an + bn)xn,

∑
n∈Z

anx
n

∑
n∈Z

bnx
n

 =
∑
n∈Z

∑
i∈Z

aiα
i(bn−i)

xn.
Observe that the rings k[[x;α]] and k[x;α] are subrings of k((x;α)). Another important
subring of k((x;α)) is the skew Laurent polynomial ring k[x, x−1;α] consisting of the power
series with only a finite number of nonzero coefficients. When α is the identity we obtain
the Laurent series ring k((x)) and Laurent polynomial ring k[x, x−1].
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One particularly good feature of k((x;α)) is that if k is a division ring, then so is

k((x;α)). To see this note that each nonzero series can be written as
( ∞∑
n=0

anx
n

)
xr where

r ∈ Z and a0 6= 0. If
∞∑
n=0

bnx
n is the inverse of

∞∑
n=0

anx
n, which can be computed as in the

foregoing example, then x−r
( ∞∑
n=0

bnx
n

)
is the inverse of

( ∞∑
n=0

anx
n

)
xr. Therefore, when

α is a ring automorphism, the rings k[x;α], k[x, x−1;α] and k[[x;α]] can be embedded in a
division ring. If α is only an injective morphism of rings (so that these rings are domains),
then k[x;α] and k[[x;α]] are also embeddable in a division ring, see Proposition 3.10.

(e) Let k be any ring, and G be a group or a monoid. Then we can form the group/monoid
ring k[G] =

⊕
g∈G

kg. The elements of k[G] are finite formal sums of the shape
∑
g∈G

agg, with

ag ∈ k for each g ∈ G. Then the elements are summed and multiplied as follows

∑
g∈G

agg +
∑
g∈G

bgg =
∑
g∈G

(ag + bg)g,

∑
g∈G

agg

∑
g∈G

bgg

 =
∑
g∈G

 ∑
{(p,q)|pq=g}

apbq

 g.
Observe that if G is the free monoid on a set X, then k[G] is the free k-ring k〈X〉 defined
in (a).

Very important for us will be the generalization of this kind of rings called crossed
product group/monoid rings, see Chapter 4. �

3. Modules

We give some of the definitions and results that will be used in this dissertation. The
reader is referred to [Rot70], [Lam01] and [Lam99] for details and the missing concepts
such as the definitions of tensor product A⊗RB and the functors TorRn (−,−) and Ext1R(−,−).

Definitions 1.7. Let R be a ring.

(a) A right R-module is an additive group M such that there is a map M × R → M,
(m, r) 7→ mr, satisfying:

(i) (m+m′)r = mr +m′r;
(ii) m(r + r′) = mr +mr′;
(iii) m(rr′) = (mr)r′;
(iv) m1R = m,
for all r, r′ ∈ R and m,m′ ∈ M . We will sometimes write MR to indicate that M is a
right R-module. Similarly are defined a left R-module and RM .

(b) A submodule of a right R-module M is an additive subgroup M ′ of M with m′r ∈M ′ for
all m′ ∈ M ′ and r ∈ R. The quotient module M/M ′ is the quotient group made into a
right R-module by m̄r = mr for all m ∈M and r ∈ R. A right R-module M is said to be
a simple module if it has no other submodules other than {0} and M .

(c) If M and N are right R-modules, a morphism of right R-modules is a morphism of abelian
groups f : M → N such that f(mr) = f(m)r for all m ∈ M and r ∈ R. We say
that the morphism of right R-modules f is an isomorphism (respectively monomorphism,
epimorphism) if f is bijective (respectively injective, onto).

(d) Let M and N be two right R-modules. The set of all morphisms of right R-modules
between M and N is denoted by HomR(M,N). It is an abelian group where the sum of
f, g ∈ HomR(M,N) is the morphism defined by (f +g)(m) = f(m)+g(m) for all m ∈M .
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(e) Let f : M → N be a morphism of right R-modules. We define the kernel of f as
ker f= {m∈M | f(m) = 0}; the image of f as im f={n ∈ N |f(m) = n for somem∈M};
the cokernel of f as coker f = N/ im f .

(f) A sequence of morphisms of right R-modules

· · · →Mn+1
fn+1→ Mn

fn→Mn−1 → · · ·

is exact if im fn+1 = ker fn for all n. A short exact sequence is an exact sequence of
morphisms of right R-modules of the form 0→ A→ B → C → 0.

(g) If M is a right R-module such that there exists an exact sequence of right R-modules
0 → X → Y → M → 0 where Y is a finitely generated free module, and X is finitely
generated, then we say that M is finitely presented.

(h) An important example of right R-module is RR. Its submodules coincide with the right
ideals of R. A right R-module F is called free if it is isomorphic to a direct sum of copies
of RR. Equivalently, FR is free iff it has a basis, i.e. a set {ei : i ∈ I} ⊆ F such that
any element of F is a unique finite right R-linear combination of the ei’s. Also, a right
R-module FR with a subset B = {ei | i ∈ I} is free with B as basis iff the following
universal property holds: for any family of elements {mi : i ∈ I} in any right R-module
M , there is a unique morphism of right R-modules f : F → M with f(ei) = mi for all
i ∈ I.

(i) A right R-module E is injective if for any exact sequence of right R-modules
0→ A→ B → C → 0 the induced sequence of abelian groups

0→ HomR(C,E)→ HomR(B,E)→ HomR(A,E)→ 0

is exact.
(j) A right R-module E is projective if for any exact sequence of right R-modules

0→ A→ B → C → 0 the induced sequence of abelian groups

0→ HomR(P,A)→ HomR(P,B)→ HomR(P,C)→ 0

is exact. Free modules are examples of projective right R-modules. In fact, projective
right R-modules can be characterized as the right R-modules which are isomorphic to
direct summands of free right R-modules.

(k) A right R-module P is flat if for any short exact sequence of left R-modules
0→ A→ B → C → 0 the induced sequence of abelian groups

0→ P ⊗R A→ P ⊗R B → P ⊗R C → 0

is exact. Examples of flat modules are projective modules.
(l) Let P be a right R-module, we define P ∗ as the left R-module HomR(P,R), where, for

each r ∈ R, (rf) is defined by p 7→ rf(p) for all p ∈ P . Let α : P → Q be a morphism
of right R-modules, then α∗ : Q∗ → P ∗ is the morphism of left R-modules defined by
γ 7→ γα. Similarly are defined P ∗ and α∗ in case P is a left R-module and α a morphism
of left R-modules. �

Useful properties of finitely generated projective right R-modules are the following two
results.

Lemma 1.8. Let R be a ring, let P , Q be projective right R-modules, and let α : P → Q be a
morphism of right R-modules. Then the following hold:

(i) P ∗ is a projective left R-module.
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(ii) If P and Q are finitely generated, then the following diagram is commutative

P
α //

∼=
��

Q

∼=
��

P ∗∗
α∗∗ // Q∗∗

where the vertical arrows are isomorphisms of right R-modules defined by p 7→ p̂ and
p̂ : P ∗ → R, γ 7→ γ(p). �

Lemma 1.9. Let R be a ring. Let P and Q be finitely generated projective right R-modules, and
let M be a right R-module. Then there exists an isomorphism M ⊗R P ∗ ∼= HomR(P,M) such
that for any morphism of right R-modules α : P → Q, the following diagram is commutative

M ⊗R Q∗
1M⊗Rα

∗
//

∼=
��

M ⊗ P ∗

∼=
��

HomR(Q,M) // HomR(P,M)

where the map in the last row is defined by f 7→ fα. �

Definition 1.10. Let R be a ring and M a right R-module.
(a) A right R-module E that contains M is an injective hull of M if E is injective and every

nonzero submodule of E intersects M nontrivially. It is known that any right R-module
has an injective hull and that injective hulls are unique up to isomorphism, that is, there
is an isomorphism between any two injective hulls of M which is the identity on M .

(b) An injective coresolution of M is an exact sequence

0→M → E0 → E1 → · · ·
where each En is an injective right R-module. Note that every right R-module has an
injective coresolution.

(c) A projective resolution of M is an exact sequence

· · · → P1 → P0 →M → 0

where each Pn is a projective right R-module. Note that every right R-module has a
projective resolution.

(d) We say that pd(M) ≤ n if there is a projective resolution

0→ Pn → · · · → P1 → P0 →M → 0.

(e) We say that id(M) ≤ n if there is an injective coresolution

0→M → E0 → E1 → · · · → En → 0. �

The following well-known result will be used without any reference.

Lemma 1.11. Let R be a ring and M a right R-module.
(i) The following are equivalent:

(a) pdM ≤ n.
(b) ExtrR(M,N) = 0 for all right R-modules N and all r ≥ n+ 1.

(ii) The following are equivalent:
(a) id(M) ≤ n.
(b) ExtrR(N,M) = 0 for all right R-modules N and all r ≥ n+ 1. �
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Definitions 1.12. (a) A ring R is right (left) hereditary if all right (left) ideals of R are
projective as right (left) R-modules. A ring R is hereditary if it is right and left hereditary.

(b) A ring R is right (left) semihereditary if all finitely generated right (left) ideals are pro-
jective as right (left) R-modules. A ring R is semihereditary if it is right and left semi-
hereditary. �

Lemma 1.13. Let R be a ring.
(i) The following are equivalent:

(a) R is right hereditary.
(b) Any submodule of a projective right R-module is a projective right R-module.
(c) pd(M) ≤ 1 for all right R-modules M .

(ii) The following are equivalent:
(a) R is right semihereditary.
(b) Any finitely generated submodule of a projective right R-module is a projective right

R-module. �

Definition 1.14. Let R and S be two rings. We say thatM is an R-S-bimodule, denoted RMS ,
if M is a left R-module and a right S-module, and there is an associative law: r(ms) = (rm)s
for all r ∈ R, s ∈ S and m ∈M . �

The following result will be referred as the Hom-Tensor adjunction

Lemma 1.15. Let R and S be two rings. Let A be a right R-module, B an R-S-bimodule and
C a right S-module, then there is an isomorphism of abelian groups

HomR(A,HomS(B,C)) ∼= HomS(A⊗R B,C). �

4. Ordinal and cardinal numbers

In this section we collect standard material on ordinal and cardinal numbers. Most of it
is taken from [Sie58].

4.1. Ordinal numbers. These concepts will be used throughout this section.

Definitions 1.16. (a) Given a set A and a binary relation < defined in A, we say that (A,<)
is an ordered set (or < is an order in A) if the following conditions hold:

(i) For all a, a′ ∈ A, a < a′ implies that a′ < a does not hold.
(ii) The relation < is transitive, i.e. if a, b, c ∈ A with a < b and b < c, then a < c.

(b) The ordered set (A,<) is a totally ordered set (or < is a total order in A) if for each pair
a, b ∈ A with a 6= b, then either a < b or b < a.

(c) An ordered set (A,<) is said to be well-ordered if each non-empty subset of A has a least
element, i.e. for each ∅ 6= B ⊆ A there exists a ∈ B such that a < b for all b ∈ B \ {a}.
Notice that a well-ordered set is a totally ordered set.

(d) Two ordered sets (A,<) and (B,<′) are similar if there exists a bijective map f : A→ B
such that f(a1) < f(a2) for all a1, a2 ∈ A with a1 < a2.

Observe that similarity is an equivalence relation. Thus ordered sets are divided into
disjoint classes. These classes are called order types. Hence every ordered set (A,<)
determines a certain order type, namely the type determined by the class of all ordered
sets similar to (A,<). The order type of (A,<) is denoted by (A,<).

(e) Order types of well-ordered sets are called ordinal numbers. Number 0 (order type of the
empty set) is included among ordinal numbers. Notice that if (A,<) is a well-ordered set,
then any ordered set (B,<) similar to (A,<) is also a well-ordered set.
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The finite ordinals, that is, those which are the order type of a finite set, are de-
noted by 0, 1, 2, . . . according to the number of elements of the set. The ordinal number
corresponding to the order type of (N, <) is denoted by ω.

(f) Let (A,<) be a totally ordered set. The subset A′ of A is called a segment if for each pair
of elements a ∈ A′, b ∈ A such that b < a, then b ∈ A′. �

4.2. Some properties and ordinal arithmetic. The next result is well-known:

Proposition 1.17. Let (A,<) and (A′, <′) be two well-ordered sets. Then one and only one
of the following cases hold:

(i) (A,<) and (A′, <′) are similar.
(ii) (A,<) is similar to a certain segment of (A′, <′) different from A′ and (A′, <′) is not

similar to any subset of (A,<).
(iii) (A′, <′) is similar to a certain segment of (A,<) different from A and (A,<) is not

similar to any subset of (A′, <′). �

Definition 1.18. (a) Let (A,<) and (A′, <′) be two well-ordered sets, α = (A,<) and
β = (A′, <′). We say that α < β if case (ii) in Proposition 1.17 holds. On the other
hand if case (iii) in Proposition 1.17 holds, we say that β < α. Therefore given two
ordinals α, β one and only one of the following possibilities hold:

(i) α = β (ii) α < β (iii) β < α.

Ordinal number 0 is regarded as the smallest ordinal number.
(b) Given a well-ordered set (A,<) and an element a ∈ A, we denote by Aa the segment of A

Aa = {x ∈ A | x < a}.
Notice that Aa is different from A and that it may be empty if a is the first element of
(A,<). Conversely, let A′ be a segment of A different from A. Since A \A′ is not empty,
it has a least element a. Then clearly A′ = Aa. Therefore the set of all segments of the
well-ordered set A that are different from A is the set of all sets Aa for a ∈ A. �

Let α > 0 be an ordinal number and let (A,<) be a nonempty well-ordered set of type
α. For each a ∈ A denote by ξa the order type of Aa. For all a ∈ A we have that ξa < α
and if a, b ∈ A with a < b, then ξa < ξb. In this way to each element of A corresponds a
certain ordinal number ξ < α, a greater number always corresponding to a later element. On
the other hand, every ordinal number ξ < α corresponds to a certain element of the set A;
indeed, if ξ < α and (A′, <′) is a well-ordered set of type ξ, then A′ is similar to a segment of
A different from A, and if a ∈ A is the first element not in this segment we get that (A′, <′)
is similar to Aa, hence ξ = ξa. Therefore

Proposition 1.19. Let α be an ordinal number. A well-ordered set of type α 6= 0 is similar
to the set of ordinal numbers Aα = {ξ | ξ < α}, ordered according to their magnitude. �

Definitions 1.20. Let α and β be two ordinal numbers. Thus there exist well-ordered sets
(A,<A) and (B,<B) of order types α and β respectively.
(a) Let (S,<A+B) be the well-ordered set formed as follows. As a set S is the disjoint union

of A and B. The binary relation <A+B is defined by the conditions: if s1, s2 ∈ S, then
s1 <A+B s2 holds if and only if s1, s2 ∈ A and s1 <A s2, or s1, s2 ∈ B and s1 <B s2, or
s1 ∈ A and s2 ∈ B. In other words, we order the disjoint union S of A and B in such a
manner that for each two elements of S both belonging to A or both belonging to B we
retain the ordering in which they appeared in those sets, and two elements of the set S
belonging one to A and the other to B we regard the one belonging to A as preceding the
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other. It is easy to prove that (S,<A+B) is a well-ordered set. Let σ be the order type of
(S,<A+B). Then we define the sum of α and β as

α+ β = σ.

The concept of sum of ordinal numbers can be immediately generalized by induction to
the sum of an arbitrary finite number of ordinal numbers, and it is easy to prove that this
sum has the property of associativity, that is

(α+ β) + γ = α+ (β + γ)

for any ordinal numbers α, β, γ. From the definition of the sum of ordinal numbers it
follows that

α+ 0 = 0 + α = α

for any ordinal number α.
On the other hand, the sum of ordinal numbers is not commutative. For example

1 + ω = ω 6= ω + 1.

(b) Let (P,<A·B) be the well-ordered set constructed as follows. As a set P = A × B. The
order <A·B in A × B is defined as: for (a1, b1), (a2, b2) ∈ A × B, (a1, b1) <A·B (a2, b2)
if and only if b1 <B b2, or b1 = b2 and a1 < a2. It is easy to prove that (P,<A·B) is a
well-ordered set. The order type ρ of P is the product of α and β, i.e.

α · β = ρ.

From the definition it follows that

1 · α = α · 1 = α

for any ordinal number α. The concept of the product of ordinal numbers is generalized
by induction to the product of an arbitrary finite number of ordinals and it is not difficult
to prove that this product is associative, that is

α · (β · γ) = (α · β) · γ
for any ordinal numbers α, β, γ.

On the other hand, the product of ordinal numbers is not commutative. For example

2 · ω = ω 6= w · 2.
As regards the law of distributivity of the multiplication of ordinals with respect to

their addition, it holds only in one of its forms, namely when the second factor is a sum.
It is not too difficult to prove that for all ordinal numbers α, β, γ we have

α · (β + γ) = α · β + α · γ (3)
but

(1 + 1) · ω = 2 · ω = ω 6= ω + ω = ω · 2 = ω · (1 + 1).
By induction formula (3) can be generalized to an arbitrary finite number of ordinals and
obtain the formula

α · (β1 + · · ·+ βn) = α · β1 + · · ·+ α · βn.
for every finite sequence of types α, β1, . . . , βn. In particular for β1 = · · · = βn = 1, we
obtain that

α · n = α+
(n
· · · +α

for each ordinal number α and natural number n.
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(c) Let µ and γ be two ordinal numbers such that µ, γ > 0. Let us denote by Z(µ, γ) the set
of all sequences of type γ whose terms are ordinal numbers δ with 0 ≤ δ < µ, the number
of δ which are different from zero being finite. That is, a = {aξ}ξ<γ ∈ Z(µ, γ) if and only
if for each ξ aξ is an ordinal number with 0 ≤ aξ < µ and the number of ξ such that
aξ 6= 0 is finite.

Suppose that a = {aξ}ξ<γ , b = {bξ}ξ<γ are two different elements in Z(µ, γ). Hence
the number of those ordinal numbers ξ such that aξ 6= bξ is finite and there exists at least
one because a and b are different. Let ν be the greatest of such ξ. We say that a ≺ b if
aν ≺ bν and b ≺ a if bν < aν . It can be proved that (Z(µ, γ),≺) is a well-ordered set.

Let ε be the order type of (Z(µ, γ),≺). We define the exponentiation of µ to the γ as
ε, i.e.

µγ = ε.

Clearly µ1 = µ and 1µ = 1 for each ordinal number µ > 0. We also define µ0 = 1 for any
ordinal number ν > 0. �

The following remarks will prove useful for us in Chapter 7.

Remarks 1.21. Let γ, δ and µ be ordinal numbers.
(a) If γ > δ, then

µ+ γ > µ+ δ.

In particular for δ = 0 we get
µ+ γ > µ.

(b) If µ > 0 and γ, δ ≥ 0, then
µγ+δ = µγ · µδ.

(c) If µ > 1, and 0 < γ < δ, then
µγ < µδ. �

4.3. Cardinal numbers. Recall the next two important statements which are known to
be equivalent to the Axiom of Choice [Sie58].

Zermelo’s Theorem 1.22. For any set A there exists a binary relation < defined on it such
that (A,<) is a well-ordered set. �

Definition 1.23. An ordered set (A,<) is inductive if for every non-vacuous subset C of A
such that (C,<) is totally ordered, then C has a least upper bound in A, that is, there exists
u ∈ A such that for each a ∈ A either u = a or a < u, and if v ∈ A is also such that for each
a ∈ A either v = a or a < v, then v = u or u < v. �

Zorn’s Lemma 1.24. Let (A,<) be an ordered set that is inductive. Then A has maximal
elements, that is, there exists m ∈ A such that no a ∈ A satisfies m < a. �

Definitions 1.25. (a) We say that the sets A and B have the same cardinality , and indicate
this by |A| = |B|, if there exists a bijection among A and B. To have the same cardinality
is an equivalence relation. Thus ordinal numbers are divided into disjoint classes consisting
of the ordinal numbers α such that the sets Aα = {ξ | 0 ≤ ξ < α} have the same cardinality.
We will denote the cardinality |Aα| of Aα by |α| for any ordinal number α.

(b) A cardinal number is an ordinal number α such that if β is a different ordinal number
with |β| = |α|, then α < β, that is, cardinal numbers are the “least” ordinal numbers in
the equivalence classes.
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(c) Given a set A, by Zermelo’s Theorem, there exists a binary relation < on A such that
(A,<) is well-ordered. Let γ be the order type of (A,<). Then γ is an ordinal number.
Let α be the least ordinal number with the same cardinality as γ (and as A). The ordinal
number α is called the cardinality of A. In this way we associate to each set a cardinal
number α. Observe that any other relation <′ such that (A,<′) is well-ordered gives an
ordinal number γ′ but the same ordinal α because there exists a bijection between A, Aγ
and Aγ′ . We denote the cardinality of A by |A| since it only depends on A itself.

Hence one and only one of the relations

|A| < |B|, |A| = |B|, |A| > |B|

holds for any given sets A and B. Thus given cardinal numbers α and β we say that α < β
(as cardinal numbers) if |α| < |β|, and β < α if |β| < |α|. �

4.4. Cardinal arithmetic. We proceed to give the definition of cardinal number and
the main properties of cardinal arithmetic.

Definition 1.26. Let α, β and γ be cardinal numbers. Let A and B be sets of cardinality α
and β respectively.
(a) We define the sum of cardinal numbers α and β, denoted α+ β, as the cardinality of the

disjoint union A ∪ B. It is not difficult to see that the sum of cardinal numbers has the
following properties

α+ β = β + α (α+ β) + γ = α+ (β + γ),

that is the sum of cardinal numbers is commutative and associative.
(b) We define the product of cardinal numbers α and β, denoted α ·β, as the cardinality of the

set A×B. It can be seen that the product of cardinal numbers has the following properties

α · β = β · α α · (β · γ) = (α · β) · γ,

that is, the product of cardinal numbers is commutative and associative. Moreover the
product of cardinal numbers satisfies the distributive law with respect to the sum, i.e.

α · (β + γ) = α · β + α · γ.

(c) We define the cardinal number αβ as the cardinality of the set of maps AB = {f : B → A}.
Cardinal exponentiation satisfies the following properties

αβ+γ = αβ · αγ (α · β)γ = αγ · βγ (αβ)γ = αβ·γ . �

Cardinal arithmetic has the following important properties

Remark 1.27. Let α be an infinite cardinal number and β a smaller or equal cardinal number
to α. Then

α+ β = α α · β = α. �

5. Homological tools

In this section we state well known results on homological algebra that will be used in
Chapter 8.

Definitions 1.28. Let R be a ring.
(a) An ordered set (I,<) is upper directed , provided that for all i, j ∈ I there exists l ∈ I such

that i ≤ l and j ≤ l.
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(b) Given an upper directed set (I,<), a system M = (Mi, fji | i ≤ j ∈ I) is a direct system
of modules, provided that Mi is a right R-module for each i ∈ I and fji is a morphism of
right R-modules such that fji : Mi → Mj for i ≤ j ∈ I, with fii the identity on Mi and
fli = fljfji whenever i ≤ j ≤ l ∈ I.

(c) Let M be as in (b). Viewing M as a diagram in the category of all right R-modules,
we can form its colimit (M,fi | i ∈ I). In particular, M is a right R-module and
fi ∈ HomR(Mi,M) satisfies fi = fjfji for all i ≤ j ∈ I. This colimit (or sometimes
just the module M itself) is called the direct limit of the direct system M; it is denoted
by lim−→

i∈I

Mi. There is a unique morphism of right R-modules π :
⊕
i∈I

Mi → lim−→
i∈I

Mi such that

fi = π|Mi
. The morphism π is onto.

(d) An ascending chain (Nν |ν < κ) of submodules of a right R-module N indexed by a cardinal
κ is called continuous if Nν = ∪

β<ν
Nβ for all limit ordinals ν < κ. The continuous chain is

called a filtration of N if N0 = 0 and N = ∪
ν<κ

Nν .

(e) Given a class U of right R-modules, we say that a right R-module N is U-filtered if it
admits a filtration (Nν |ν < κ) such that Nν+1/Nν is isomorphic to some module in U for
every ν < κ. �

Now we state some well-known results that explain the behavior of the functor Ext with
respect to direct limits.

The proof of the first three results can be found for example in [GT06, Lemmas 3.1.2,
3.1.4, 3.1.6].

Eklof-Lemma 1.29. Let R be a ring. Let M be a right R-module, and let U be a class of
right R-modules such that Ext1R(U,M) = 0 for all U ∈ U . If N is a U-filtered right R-module,
then Ext1R(N,M) = 0. �

Auslander-Lemma 1.30. Let R be a ring. Let n ∈ N. Let U be a class of right R-modules
such that pdU ≤ n for any U ∈ U . Let M be a U-filtered right R-module. Then pdM ≤ n. �

Lemma 1.31. Let 1 ≤ n ∈ N. Let R be a ring, and suppose that M is a right R-module that
has a projective presentation

· · · → Pn → · · · → P1 → P0 →M → 0

with Pi a finitely generated projective right R-module for each i ≤ n+1. Let (Ni, fji | i ≤ j ∈ I)
be a direct system of modules. Then, for all i ≤ n,

ExtiR(M, lim−→
i∈I

Ni) ∼= lim−→
i∈I

ExtiR(M,Ni). �

Definitions 1.32. Let R be a ring.
(a) An exact sequence 0→ A→ B → C → 0 of right R-modules is said to be pure if

0→ A⊗R X → B ⊗R X → C ⊗R X → 0

is an exact sequence for any left R-module X. In this case, we say that A is a pure
submodule of B.

(b) Modules that are injective with respect to pure sequences are called pure-injective modules.
In other words, a module M is pure-injective if the sequence

0→ HomR(C,M)→ HomR(B,M)→ HomR(A,M)→ 0

is an exact sequence for each pure sequence 0→ A→ B → C → 0. �
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The following is a characterization of pure sequences. For a proof of it see for example
[Lam99, Theorem 4.89].

Lemma 1.33. Let R be a ring. Let 0 → A → B → C → 0 be an exact sequence of right
R-modules. The following are equivalent:

(i) The sequence 0→ A→ B → C → 0 is pure.
(ii) For each finitely presented right R-module M the sequence

0→ HomR(M,A)→ HomR(M,B)→ HomR(M,C)→ 0

is an exact sequence. �

Now we give an important property proved by M. Auslander of the behavior of pure
injective modules with respect to ExtnR(−,−). It can be found in [GT06, Lemma 3.3.4]

Lemma 1.34. Let R be a ring and M be a pure injective module. Let (Nji, fji | i ≤ j ∈ I) be
a direct system of right R-modules. Then for each n ∈ N,

ExtnR(lim−→
i∈I

Ni,M) ∼= lim←−
i∈I

ExtnR(Ni,M). �

6. Graphs

We make a quick summary of basic concepts and results which is mostly taken from
[DD89].

Rooted trees will play an important role in proving Hughes’ Theorems 6.3, 6.10 and will
be intensively used in Section 2.

6.1. U-sets.

Definitions 1.35. Let U, V be groups. Let X, X1, X2 be sets.
We say that X is a left U -set if a map U × X −→ X, (u, x) 7−→ ux, is given such that

1x = x for all x ∈ X, and u(u′x) = (uu′)x for all u, u′ ∈ U, x ∈ X.
We say that X is a right U -set if a map X × U −→ X, (x, u) 7−→ xu, is given such that

x1 = x for all x ∈ X, and (xu)u′ = x(uu′) for all u, u′ ∈ U, x ∈ X.
A map α : X1 −→ X2 between left (right) U -sets is said to be a morphism of left (right)

U -sets if α(ux) = u(α(x))
(
α(xu) = (α(x))u

)
for all u ∈ U, x ∈ X.

We say that X is a V -U -biset if it is a left V -set and a right U -set, and v(xu) = (vx)u for
all v ∈ V, u ∈ U, x ∈ X.

If V = U , we say that X is a U-biset. If x ∈ X, U = V and u ∈ U , by xu we denote
u−1xu.

A map α : X1 −→ X2 between two V -U -bisets is said to be a morphism of V -U -bisets if
α is a morphism of left V -sets and of right U -sets.

6.2. Graphs.

Definitions 1.36. (a) By a graph (Γ, V, E, ι, τ) we mean a nonempty set Γ with a specified
nonempty subset V , its complement E = Γ \ V , and two maps ι, τ : E −→ V . In this
event we say simply that Γ is a graph. For any subset ∆ of Γ we write V∆ = V ∩ ∆,
E∆ = E ∩∆. If ∆ is nonempty, and for each e ∈ E∆ both ιe and τe belong to V∆, then
∆ is said to be a subgraph of Γ.

We call V = V Γ and E = EΓ the vertex set and edge set of Γ, and the elements vertices
and edges of Γ, respectively. The functions ι, τ : E −→ V are the incidence functions of
Γ.
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If e is any edge then ιe and τe are the vertices incident to e, and are called the initial
and terminal vertices of e, respectively. A vertex which is the terminal vertex of some
edge is sometimes called a head .

For graphs Γ,∆, a morphism of graphs α : Γ −→ ∆ is a map such that α(EΓ) ⊆ E∆,
α(V Γ) ⊆ V∆ and for each e ∈ EΓ, α(ιe) = ι(αe), α(τe) = τ(αe). A graph isomorphism
is a bijective morphism of graphs.

(b) For a set S we write S±1 for S×{1,−1}, and denote an element (s, ε) by sε.
More incidence functions, again denoted ι, τ , are defined on EΓ±1 by setting ιe1 = ιe,

τe1 = τe, and ιe−1 = τe, τe−1 = ιe. We think of e1, e−1 as traveling along e the right
way and the wrong way, respectively.

A path p in Γ is a finite sequence

v0, e
ε1
1 , v1, e

ε2
2 , . . . , vn−1, e

εn
n , vn,

where n ≥ 0, vi ∈ V Γ for each i ∈ {0, . . . , n}, and eεi
i ∈ EΓ±1, ιeεi

i = vi−1, τeεi
i = vi for

each i ∈ {1, . . . , n}. We say that p is a path of length n from v0 to vn, and

v0, . . . , vn, e1, ..., en, e
ε1
1 , . . . , e

εn
n

are said to occur in p.
If for each i ∈ {0, . . . , n− 1}, eεi+1

i+1 6= e−εi
i then p is said to be reduced . Notice that if

e
εi+1

i+1 = e−εi
i for some i ∈ {0, . . . , n− 1} then

v0, e
ε1
1 , v1, . . . , e

εi−1

i−1 , vi−1, e
εi+2

i+2 , . . . , vn−1, e
εn
n , vn

is a path of length n− 2 from v0 to vn.
We say that Γ is a tree if for any vertices v, w of Γ there is a unique reduced path from

v to w.
A path p is said to be a closed path at a vertex v if v0 = vn = v, and is said to be a

simple closed path if it is nonempty and there are no other repetitions of vertices and no
repetitions of edges. A graph with no simple closed paths is called a forest .

Two elements of Γ are said to be connected in Γ if there exists a path in Γ in which
they both occur. Being connected is an equivalence relation.

(c) Let G be a group. The Cayley graph of G with respect to a subset X of G, denoted
C(G,X), is the graph with vertex setG, edge setX×G, and incidence functions ι(x, g) = g,
τ(x, g) = xg for all (x, g) ∈ X ×G. �

When Γ is a finite graph, it is customary to describe or define a graph by means of a
diagram in which each vertex is represented by a point and each edge e by an arrow starting
at ιe and finishing at τe.

The following useful results are not too difficult to prove, making use of Zorn’s lemma for
(v).

Proposition 1.37. (i) A graph is a tree if and only if it is a connected forest.
(ii) A subgraph of a tree is a union of trees.
(iii) Suppose that Γ is a graph that has a finite number of vertices and that it is a union of

trees. Then the total number of edges is smaller or equal to the number of vertices minus
one.

(iv) Let G be a free group on a set X. Then the Cayley graph C(G,X) is a tree.
(v) If Γ is a connected graph then Γ has a maximal subtree. Any maximal subtree of Γ has

vertex set all of V Γ. �
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Definition 1.38. A rooted tree (Γ,v0) is a tree Γ with a distinguished vertex v0 ∈ V Γ, called
the root , such that for any other vertex v ∈ V Γ no inverse edges occur in the reduced path p
from v0 to v, i.e. p = v0, e

1
1, v1, . . . , vn−1, e

1
n, vn.

For rooted trees (Γ, v0), (∆, w0), we say that a morphism of graphs α : Γ→ ∆ is a morphism
of rooted trees if α(v0) = w0. An isomorphism of rooted trees is a bijective morphism of rooted
trees. �

The customary way to draw a rooted tree (Γ, v0) is to place the root at the top. Then the
terminal vertices of the edges with initial vertex v0 are placed one level below the root, and so
on. In fact, since all arrows are directed downwards we may redraw (Γ, v0) without directed
arrows, just drawing the edges e as a (non-directed) segment joining ιe and τe.

6.3. Graphs of groups. Everything in this subsection will only be used to prove Propo-
sition 2.8 and Corollary 2.9.

Definitions 1.39. (a) By a graph of groups (G(−),∆) we mean a connected graph
(∆, V, E, ῑ, τ̄) together with a function G(−) which assigns to each v ∈ V a group G(v),
and to each edge e ∈ E a distinguished subgroup G(e) of G(ῑe) and an injective morphism
of groups te : G(e) → G(τ̄ e), g 7→ gte . We call the G(v), v ∈ V, the vertex groups, the
G(e), e ∈ E, the edge groups, and the te the edge functions.

(b) Let (G(−),∆) be a graph of groups as in (a). Choose a maximal subtree ∆0 of ∆,
so V∆0 = V∆ by Proposition 1.37(v). We define the associated fundamental group
π(G(−),∆,∆0) to be the group presented with
- generating set: {te | e ∈ E} ∨

∨
v∈V

G(v).

- relations:
· the relations for G(v), for each v ∈ V,
· t−1

e gte = gte for all e ∈ E, g ∈ G(e) ⊆ G(ῑe), so gte ∈ G(τ̄ e),
· te = 1, for all e ∈ E∆0. �

Remark 1.40. Let (G(−),∆) be a graph of groups. Let G = π(G(−),∆,∆0) be its funda-
mental group. Then the G(v) embed in G. For a proof of this fact see for example [DD89,
Corollary 7.5]. �

Following the notation of Definitions 1.39 we state the following theorem whose proof can
be found for example in [DD89, Theorem 7.7].

Theorem 1.41. Let G = π(G(−),∆,∆0). If K is a subgroup of G which intersects each
G-conjugate of each edge group G(e) trivially, i.e.: K ∩ g−1G(e)g = {1} for all g ∈ G, e ∈ E,
then K = F ∗ ∗

i∈I
Ki for some free subgroup F , and subgroups Ki of K of the form K∩g−1G(v)g

as g ranges over a certain set of elements of G and v ranges over V∆. �

7. Semirings

Throughout chapters 5 and 6 we will use the concept of semiring which is an algebraic
structure that suits our purposes.

Definitions 1.42. (a) By a semiring R we mean a set R endowed with two binary opera-
tions + and · which give R the structure of an additive semigroup, and a multiplicative
monoid, respectively, and such that the multiplication is left and right distributive over
the addition. Note that a semiring has an identity element which will be denoted by 1.

By a morphism of semirings Φ: R1 −→ R2 we mean a map between two semirings such
that, for all r, r′ ∈ R1, Φ(r+r′) = Φ(r)+Φ(r′), Φ(rr′) = Φ(r)Φ(r′), and Φ(1R1) = Φ(1R2).
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(b) Let R be a semiring. If (R,+) has a neutral element it is called the zero and we denote it
by 0, i.e. 0 + r = r for all r ∈ R. Moreover, it is called an absorbing zero if 0r = r0 = 0
for all r ∈ R.

Now we introduce the semiring R∪{0}. If R has an absorbing zero, then R∪{0} = R.
Otherwise, R∪{0} is R together with a new element called 0, such that R is a subsemiring
of R ∪ {0} with 0 + r = r and 0r = r0 = 0 for all r ∈ R ∪ {0}.

(c) Let R be a semiring with a zero element 0. We say R is zero-sum free if r1 +r2 = 0 implies
r1 = r2 = 0. And R is called zero-divisor free if r1r2 = 0 implies r1 = 0 or r2 = 0.

Let R be a semiring which is zero-sum and zero-divisor free. Observe that the set
R \ {0} is a subsemiring of R.

(d) If R is a semiring, then we define R ∪ {∞} to be the semiring which is the set consisting
of R together with a new element, ∞, such that R is a subsemiring of R ∪ {∞}, and
∞+ r =∞ · r = r · ∞ =∞ for all r ∈ R ∪ {∞}.

(e) Let U be a group. By a U -semiring R we mean a semiring R given with a morphism
of monoids φ : U → R. Thus the identity elements are respected, and R has a U -biset
structure.

By a morphism of U -semirings we mean a map between two U -semirings such that it
is a morphism of semirings and a map of U -bisets, that is, φ(urv) = uφ(r)v for all r ∈ R
and u, v ∈ U.

(f) By a rational semiring R we simply mean a semiring R endowed with a map, called the
∗-map, denoted R→ R, r 7→ r∗.

(g) By a rational U -semiring R we mean a rational semiring R which is a U -semiring such
that the ∗-map on R is an anti-map of U -bisets, that is,

(urv)∗ = v−1r∗u−1 for all r ∈ R, u, v ∈ U.

By a morphism of rational U -semirings Φ: R1 → R2 we mean a map between two
rational U -semirings which is a morphism of U -semirings such that Φ(r∗1) = Φ(r1)∗ for all
r1 ∈ R1. �

Examples 1.43. (a) Rings are semirings and morphisms of rings are morphisms of semirings.
(b) Let U be a group. Consider the group semiring N[U ]. It is the submonoid of NU consisting

of the maps with finite support where the product is given by(∑
u∈U

nuu

)(∑
u∈U

muu

)
=
∑
u∈U

( ∑
vw=u

nvmw

)
u.

It has a natural structure of U -semiring. It is zero-sum and zero-divisor free. Thus
N[U ] \ {0} is also a U -semiring. Moreover it satisfies that for every U -semiring R with mor-
phism of monoids φ : U → R, there exists a unique morphism of U -semirings
Φ: N[U ] \ {0} → R extending φ. It is defined by Φ(

∑
u∈U

nuu) =
∑
u∈U

nuφ(u).

(c) Crossed product monoid semirings, see Section 1 of Chapter 4.
(d) Let R be a ring. The zero element of R is an absorbing zero. Hence R ∪ {0} = R. On the

other hand consider now the semiring R ∪ {∞}. Let U be the group of units of R. The
inclusion map U ↪→ R ∪ {∞} endows R ∪ {∞} with a U -semiring structure. The map
R ∪ {∞} → R ∪ {∞} defined by

r 7→ r∗ =

{
r−1 if r ∈ U
∞ if r ∈

(
R ∪ {∞}

)
\ U

makes R ∪ {∞} a rational U -semiring.
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(e) Let T be a ring and α : T → T an automorphism of rings. Consider the skew Laurent
series ring T ((x;α)) (see Definitions 4.17 or Examples 1.6). Let

U = {f =
∑
n∈Z

anx
n | aN ∈ T× where N = min supp(f)}.

It is known that every element in U is invertible. Indeed, if we define g = aNx
N − f, then

f−1 = (aNxN − g)−1

= (aNxN )−1(1− g(aNxN )−1)−1

= (aNxN )−1
∑
m≥0

(g(aNxN )−1)m

It is not easy to see that U is a group. Thus the map T ((x;α))∪ {∞} → T ((x;α))∪ {∞}
defined by

r 7→ r∗ =

{
r−1 if r ∈ U
∞ if r ∈

(
T ((x;α)) ∪ {∞}

)
\ U

makes T ((x;α)) ∪ {∞} a rational U -semiring.

Notice that if k is a division ring and α is an automorphism of k, then k((x;α)) is a
division ring (see Corollary 4.20 or Examples 1.6). The structures of rational semirings of
k((x;α)) ∪ {∞} given for R = k((x;α)) as in (b) and for T = k as in (c) coincide. �

Remark 1.44. If R is a rational U -semiring and V is a subgroup of U , then R has a natural
structure of rational V -semiring. �

8. Completions and valuations

Definitions 1.45. Let R be a ring. Let {In}n≥1 be a family of (two sided) ideals of R such
that In+1 ⊂ In for all n ≥ 1. Consider the natural map fn+1 : R/In+1 → R/In for each n ≥ 1.
We define the completion of R with respect to {In}n≥1 as the ring

R̂ = lim
←−

(R/In, fn).

Let I be an ideal of R. If In = In for all n ≥ 1, then we say R̂ is the completion of R with
respect to I. �

Remarks 1.46. Let R be a ring. Let {In}n≥1, {Jn}n≥1 be two families of ideals of R such
that In+1 ⊂ In and Jn+1 ⊂ Jn for all n ≥ 1. Denote by R̂I and R̂J the completions of R with
respect to {In}n≥1 and {Jn}n≥1 respectively. Then

(a) R̂I can be seen as the subring of
∏
n≥0

R/In+1 consisting of

{
(ān)n≥0 ∈

∏
n≥0

R/In+1 | an+1 − an ∈ In+1, n ≥ 0
}
.

(b) There is a natural morphism of rings R→ R̂I defined by a 7→ (ā, ā, ā, . . .). Moreover, it is
injective if and only if

⋂
n≥1

In = 0.

(c) R̂I is also the completion of R with respect to {In}n≥n0 for each n0 ≥ 1.
(d) Suppose that for each n ≥ 1 there exists n′ ≥ 1 such that In ⊆ Jn′ and that for each

m ≥ 1 there exists m′ ≥ 1 such that Jm ⊆ Im′ . Then R̂I ∼= R̂J . This can be deduced from
the universal properties of the inverse limit. �
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Examples 1.47. The main examples for us are the following
(a) Let K be a ring and α : K → K an injective ring endomorphism. Consider the skew

polynomial ring R = K[x;α]. Let I = 〈x〉. Then the completion R̂ of R with respect
to I is K[[x;α]] via the isomorphism ϕ : K[[x;α]] → R̂ defined by ϕ(f) = (an)n≥0 where
an = r0 + · · ·+ rnx

n for each f =
∑
n≥0

rnx
n ∈ K[[x;α]].

(b) Let k be a ring and X a set. Consider the free k-ring on X, R = k〈X〉. Let I = 〈X〉.
Then the completion of R with respect to I is k〈〈X〉〉 via the isomorphism ϕ : k〈〈X〉〉 → R̂
defined by ϕ(f) = (an)n≥0 where an = f0 + · · · + fn for each f =

∑
n≥0

fn where fn is a

homogeneous polynomial of degree n. �

Definitions 1.48. Consider the monoid N∪{∞} with the ordering defined by the usual order-
ing on N and∞ > n for all n ∈ N. The sum on N is defined as usual and n+∞ =∞+ n =∞
for all n ∈ N ∪ {∞}.

Let R be a ring. By a valuation on R we understand an onto map v : R→ N ∪ {∞} such
that
(V.1) v(x) =∞ if and only if x = 0.
(V.2) v(xy) = v(x) + v(y) for all x, y ∈ S.
(V.3) v(x+ y) ≥ min{v(x), v(y)}.
A ring R endowed with a valuation v is called a valuation ring . The completion of R with
respect to v is the ring R̂ = lim←−R/In where In = {r ∈ R | v(r) ≥ n} for each n ≥ 1. �

Remarks 1.49. Let R be a valuation ring with valuation v.
(a) R is a domain by (V.2) and (V.1).
(b) v(1) = v(−1) = 0, and therefore

(b.1) v(r) = 0 if r ∈ R is invertible.
(b.2) v(−r) = v(r) for all r ∈ R.

(c) For each n ∈ N, In = {r ∈ R | v(r) ≥ n} is an ideal of R. �

Examples 1.50. We will deal with the following examples of valuation rings.
(a) Let K be a ring and α : K → K an injective ring endomorphism. Consider the skew

polynomial ring R = K[x;α]. Each f ∈ R is of the form f =
∑
n≥0

anx
n where only a finite

number of fn 6= 0. Define v : R → N ∪ {∞} by v(f) = min{n | an 6= 0}. Then v is a
valuation. Observe that for each n ≥ 1, In = 〈x〉n.

(b) Let k be a ring and X a set. Consider the free k-ring on X, R = k〈X〉. Each f ∈ R is of
the form f =

∑
n≥0

fn where fn is a homogeneous polynomial of degree n and only a finite

number of fn 6= 0. Define v : R → N ∪ {∞} by v(f) = min{fn | fn 6= 0}. Then v is a
valuation. Observe that for each n ≥ 1, In = 〈X〉n. �

Lemma 1.51. Let R be a ring with a valuation v : R → N ∪ {∞}. Consider the completion R̂
of R with respect to v. Then the following statements hold

(i) R ↪→ R̂.

(ii) R̂ is a valuation ring with a valuation that extends v.

(iii) If we denote by v the extension of v to R̂, then ̂̂
R, the completion of R̂ with respect to v

is isomorphic to R̂.

Proof. (i) Clearly
⋂
n≥1

In = 0. Thus Remarks 1.46(b) implies that R ↪→ R̂.
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(ii) Let (an)n≥0 ∈ R̂ \ {0}. Define v((an)n≥0) = min{n | an 6= 0}. If (an)n≥0 = 0, then
v((an)n≥0) =∞. Thus (V.1) holds.

Notice that an = 0 if and only if v(an) > n.

Let (an)n≥0, (bn)n≥0 ∈ R̂. Let n1 = v((an)n≥0) and n2 = v((bn)n≥0).
Then (an)n≥0 + (bn)n≥0 = (an + bn)n≥0. Now an, bn ∈ In for all n < n1 or n < n2

respectively. Thus

v((an + bn)n≥0) = min{n | an + bn 6= 0}
= min{n | an + bn /∈ In}
≥ min{n1, n2}
= min{v((an)n≥0), v((bn)n≥0)}.

So (V.3) is satisfied.
To verify (V.2), first observe that if either p < n1 and q ≤ n2 or p ≤ n1 and q < n2 then

v(apbq) = v(ap) + v(bq) > p+ q. Thus v((an)n≥0 · (bn)n≥0) = v((anbn)n≥0) ≥ n1 + n2.
On the other hand, an1+n2 = (an1+n2 − an1+n2−1) + · · · + (an1+1 − an1) + an1 , and

bn1+n2 = (bn1+n2 − bn1+n2−1) + · · ·+ (bn2+1 − bn2) + bn2 . Then an1+n2 ·bn1+n2 = an1bn2 +
∑
j
cj

where v(cj) > n1 + n2, i.e. cj ∈ In1+n2+1. Thus v(an1+n2 · bn1+n2) = n1 + n2. Hence
v((an)n≥0 · (bn)n≥0) = n1 + n2.

(iii) Set In = {r ∈ R | v(r) ≥ n} and În = {z ∈ R̂ | v(z) ≥ n} for each n ≥ 1. Observe

that R ↪→ R̂ induces R/In → R̂/În. So we get a morphism of rings R̂ → ̂̂
R by the universal

property of the completion.
On the other hand, let (an)n≥0 ∈ R̂/Îm. We define a morphism R̂/Îm → R/Im by

(an)n≥0 7→ am−1. Note that the map is well-defined because if (an)n≥0 − (bn)n≥0 ∈ Îm, then
am−1 − bm−1 ∈ Im. Moreover the following diagram is commutative

R̂/Îm−1
// R/Im−1

R̂/Îm
//

OO

R/Im

OO

because am−1−am−2 ∈ Im−1 for each (an)n≥0 ∈ R̂. So it induces a morphism of rings ̂̂R→ R̂.
Now both compositions have to be the identity, as desired. �

Examples 1.52. (a) Let R be as in Examples 1.50(a). Then the valuation defined on the
completion R̂ = K[[x;α]] is o(

∑
n≥0

anx
n) = min{n | an 6= 0}.

(b) LetR be as in Examples 1.50(b). Then the valuation defined on the completion R̂ = k〈〈X〉〉
is o(

∑
n≥0

fn) = min{n | fn 6= 0}. �

Definition 1.53. The valuations in Examples 1.52 are called order. And o(
∑
n≥0

fn), o(
∑
n≥0

anx
n)

are the order of the series
∑
n≥0

fn,
∑
n≥0

anx
n respectively. �

9. Magnus-Fox embedding

Let H be a free group on the set {hi}i∈I . Let X = {xi}i∈I . Consider the series ring
Z〈〈X〉〉. It was proved by W. Magnus [Mag35, Satz I] that the map ϕ : H → Z〈〈X〉〉× defined
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by hi 7→ 1 + xi is an injective morphism of groups. Slight additions to the proof of this fact
given in [MKS76, Theorem 5.5.6] work to show that ϕ : H → R〈〈X〉〉× defined by hi 7→ 1+xi
is an injective morphism of groups for any ring R.

Proposition 1.54. Let R 6= 0 be a ring. Let H be the free group on the set {hi}i∈I . Let
X= {xi}i∈I . Consider the series ring R〈〈X〉〉.Then the morphism of groups, ϕ :H→R〈〈X〉〉×
defined by hi 7→ 1 + xi and hence h−1

i 7→ 1− xi + x2
i − x3

i + · · · , is an injective morphism of
groups.

Proof. Let R0 be the image of the morphism of rings Z→ R.Thus R0 is either isomorphic
to Z or to Zn = Z/nZ for some natural n. Observe that the image of ϕ is contained in
R0〈〈X〉〉. Therefore to prove the result it is enough to show that the morphism of groups
ϕR : H → R〈〈X〉〉×, hi 7→ 1 + xi, is injective where R is either Z of Zn. Note that for each
natural n > 1 there exists a prime number p (a divisor of n) such that the projection Zn

πp→ Zp
is an onto morphism of rings. It can be extended in a natural way to Zn〈〈X〉〉

πp→ Zp〈〈X〉〉.
Notice that πpϕZn = ϕZp . Thus if we prove the result for R = Z or R = Zp we are done.

So suppose that R = Z or R = Zp.
Let W be a nonempty reduced word,

W = he1i1 · · ·h
er
ir
,

where ej are nonzero integers, ij ∈ I for j = 1, . . . , r, and ij 6= ij+1. We must show that
ϕ(W ) 6= 1.

Let e be a positive integer, then (1+xi)e is a polynomial on xi different from 1 since it has
a monomial on xei . If e is a negative integer, then (1 + xi)e is a series on xi different from 1,
since it is the inverse of the polynomial (1 + xi)−e. In either case ϕ(hi) is a series of the form
1 + a1xi + a2x

2
i + · · · If e is a nonzero integer, let mi be the nonzero coefficient of smallest

degree li ≥ 1 of (1 + xi)e − 1. Hence

(1 + xi)e = 1 +mix
li
i + xli+1

i hi(xi),

where hi(xi) is a series on xi alone. So

ϕ(W ) = (1 +mi1x
li1
i1

+ x
li1+1
i1

hi1(xi1)) · · · (1 +mirx
lir
ir

+ x
lir+1
ir

hir(xir)),

a series that contains the unique monomial

mi1 · · ·mirx
li1
i1
· · ·xlirir ,

because mi1 · · ·mir 6= 0 in R since R(= Z or Zp) is a domain. Therefore ϕ(W ) 6= 1 as
desired. �

Remarks 1.55. The group ring R[H] is a free left R-module with basis H and R〈〈X〉〉 is a left
R-module, thus we can extend ϕ in Proposition 1.54 to a morphism of left R-modules which
turns out to be a morphism of R-rings. �

ERRATA.
In what follows, to prove Proposition 1.60 it is used Propositon 1.57 from the
paper by R.H. Fox [Fox53], but this result was proved by R.H. Fox using Propo-
sition 1.60.
Proposition 1.60 still holds true. In cite [AD07, Section 2.12] it is noted that the
proof of Proposition 1.60 of R.H. Fox for the ring R = Z works for any ring R.
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Definition 1.56. Let R be a ring andG a group. Consider the group ring R[G]. The morphism
of R-rings ε : R[G]→ R which sends every g ∈ G to 1 is called the augmentation map of R[G].
The kernel of ε is known as the augmentation ideal of R[G]. The two-sided ideal ker ε is
usually denoted by ω(R[G]). We will denote the n-th power of ω(R[G]) as ωn(R[G]).

Every element
∑
g∈G

rgg ∈ R[G] can be expressed as
∑
g∈G

rg(g − 1)−
∑
g∈G

rg. Thus

R⊕ ω(R[G]) (4)

as a left (or right) R-module and ω(R[G]) is generated by the elements of the form g− 1 with
g ∈ G. �

The ideal ω(R[G]) is an important object in the study of group rings. A well-known result
is the following [Fox53, Corollary 4.4]

Proposition 1.57. Let R be a ring and H a free group. Then
⋂
n≥1

ωn(R[H]) = 0. �

Now we need the next definitions.

Definitions 1.58. (a) An rng is an additive abelian group (S,+) with a second associative
binary operation, multiplication, the two operations being related by the distributive laws.
That is, S is a ring not necessarily with an identity element.

(b) Let R be a ring. By an R-rng we mean an R-bimodule S which has structure of rng and
such that the abelian group of S as an R-bimodule and as a rng coincide and the following
relations connecting the R-action and ring multiplication hold

r(s1s2) = (rs1)s2, (s1s2)r = s1(s2r), (s1r)s2 = s1(rs2)

for s1, s2 ∈ S, r ∈ R.
(c) Given R-rngs S1, S2, by a morphism of R-rngs we mean an R-bimodule homomorphism

f : S1 → S2 such that f(st) = f(s)f(t) for all s, t ∈ S1. �

Lemma 1.59. Let R be a ring. Let H be the free group on the set {hi}i∈I . Consider the group
ring R[H]. Let X = {xi}i∈I . For each natural n ≥ 1 the following statements hold:

(i) The ideal ωn(R[H]) is generated by the set Bn = {(hi1−1) · · · (hin−1) | (i1, . . . , in) ∈ In}
as a left ideal.

(ii) The R-rng ω(R[H])/ωn+1(R[H]) is isomorphic to the R-rng 〈X〉/〈X〉n+1.

Proof. (i) For each i ∈ I, let εi = ±1. Let w ∈ H. From the equalities

(hεii w − 1) = (hεii − 1) + hεii (w − 1) (5)

(h−1
i − 1) + (hi − 1) = −(h−1

i − 1)(hi − 1) ∈ ω2(R[H]) (6)

we infer by induction on the length of w that the set B1 = {hi − 1 | i ∈ I} generates ω(R[H])
as a left ideal.

Notice that in a product of the form p2(hi2−1)p1(hi1−1) where p1, p2 ∈ R[H], the element
p2(hi2 − 1)p1 ∈ ω(R[H]). Therefore, again by induction, it can be seen that Bn generates
ωn(R[H]) as a left ideal.

(ii) By (i), every element in ωn(R[H]) can be expressed as a left R[H]-linear combina-
tion of the elements in Bn. From (4) we get that the classes of the elements in Bn generate
ωn(R[H])/ωn+1(R[H]) as a left R-module.

Extend the morphism ϕ of groups given in Proposition 1.54 to a morphism of R-rings.
Since ϕ(hi − 1) = xi, every element in ωn(R[H]) \ {0} is sent by ϕ to a series of order at
least m, and if (hi1 − 1) · · · (hin − 1) ∈ Bn, its image is xi1 · · ·xin . Therefore the classes of the
elements in Bn are R-linearly independent in ωn(R[H])/ωn+1(R[H]).
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The foregoing shows that the classes of the elements in
n
∪
j=1
Bj form a left R-basis of

ω(R[H])/ωn+1(R[H]).
Now observe that the morphism of free left R-modules

〈x1, . . . , xm〉/〈x1, . . . , xm〉n+1 −→ ω(R[H])/ωn+1(R[H])

defined by x̄i 7→ (hi − 1) is an isomorphism of R-rngs. �

Now we come to the main result in this section.

Proposition 1.60. Let R be a ring. Let H be the free group on {hi}i∈I . Let X = {xi}i∈I .
Consider the morphism of R-rings ϕ : R[H] → R〈〈X〉〉 defined by ϕ(hi) = 1 + xi. Then ϕ is
injective.

Proof. For each n ≥ 1, consider the morphism ψn : R〈〈X〉〉 → R〈X〉/〈X〉n given by
ψn(

∑
m≥0

fm) = f0 + · · ·+ fn. Notice that kerψn = {f ∈ R〈〈X〉〉 | o(f) ≥ n}.

We claim that kerψnϕ = ωn(R[H]) for all n ≥ 1.
First notice that ωn(R[H]) ⊆ kerψnϕ for each n ≥ 1, because as it is done in the proof of

Lemma 1.59(ii), the image by ϕ of an element in ωn(R[H]) is a series of order at least n.
Let h ∈ kerψnϕ. Then h = λ1g1 + · · ·+λtgt for some λ1, · · · , λt ∈ R, g1, . . . , gt ∈ H. Since

for every g ∈ H, ϕ(g) is a series with independent term 1, we get that λ1 + · · ·+ λt = 0. That
is, h ∈ ω(R[H]). By the commutativity of the following diagram

ω(R[H])
ψnϕ|ω(R[H]) //

''OOOOOOOOOOO
R〈X〉/〈X〉n

ω(R[H])
ωn(R[H])

∼= 〈X〉
〈X〉n

) 	
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we get that h ∈ ωn(R[H]). This finishes the proof of our claim.
If h ∈ kerϕ, then h ∈ kerψnϕ = ωn(R[H]) for all n ≥ 1. Therefore h ∈

⋂
n≥1

ωn(R[H]), and

h = 0 by Proposition 1.57. �

The result in Proposition 1.60 is well-known. This embedding is known as the Magnus-Fox
embedding. Our proof is from [Lic84, Proposition 3]. There the result is stated for R an Ore
domain, but as we have just seen the proof also works for any ring R. Another proof is given in
[AD07, Theorem 2.11]. In paragraph 2.12 of this paper a historical remark on the Magnus-Fox
embedding is given. There it is explained that this result was already noted in [She06] and
that the proof of Proposition 1.60 for R = Z was given in the paper by R.H. Fox [Fox53].

“Something is starting to breathe
Something is coming alive

What which should never be
Spawned by the demon seed
Don’t let the fetus survive”

Dead Soul Tribe, Feed Part I: Stone by stone



CHAPTER 2

Locally indicable groups

In this chapter we deal with locally indicable groups. They were introduced by G. Higman
in his PhD thesis and his paper [Hig40] on group rings. These groups are very important
in this dissertation because a lot of our embeddability results are about embedding crossed
product group rings kG of a locally indicable group G over a division ring k. We give important
properties and examples of locally indicable groups and discuss relations with some other
classes of groups.

1. Definition and closure properties

Before defining locally indicable groups we give the following useful lemma which will be
used throughout without any further reference. We also provide some trivial but important
examples of locally indicable groups.

Lemma 2.1. Let G be a nontrivial group. The following statements are equivalent.
(i) Hom(G,Z) 6= 0
(ii) There exists an onto morphism of groups G→ Z
(iii) There exists a normal subgroup H of G such that G/H is infinite cyclic
(iv) G = H o C, the semidirect product of H by C where C is an infinite cyclic group.

Proof. Clearly (i)-(iii) are equivalent and (iv) implies (iii). Suppose (iii) holds. Let t be
an element such that Ht generates G/H. Let C be the subgroup of G generated by t. Then
C is infinite cyclic since G/H is a homomorphic image of C; H ∩ C = {1} since G/H would
be finite if tn ∈ H for some n ∈ N \ {0}; HC = G because if g ∈ G, then Hg = Htm, for some
m ∈ Z, which implies g = htm for some h ∈ H. Therefore G = H o C. �

Definition 2.2. Let G be a group. We say that G is indicable if either G is trivial or G
satisfies the equivalent statements of Lemma 2.1. And G is said to be locally indicable if every
finitely generated subgroup of G is indicable. �

Remarks 2.3. (a) An indicable group need not be a locally indicable group. For example,
Z × Z/2Z is indicable but not locally indicable since there does not exist a nontrivial
morphism of groups Z/2Z→ Z.

(b) A subgroup of a locally indicable group is again a locally indicable group.
(c) Locally indicable groups are torsion-free groups. If a is not the identity element of a locally

indicable group, there exists a morphism of groups from 〈a〉 onto Z. Thus a has infinite
order. �

Example 2.4. The following classes of groups consist of locally indicable groups.
(a) Locally free groups and, in particular, free groups.
(b) Torsion-free abelian groups.

Proof. (a) Let H be a nontrivial finitely generated subgroup of a (locally) free group F .
Then H is a free group on a subset X 6= ∅ of H. Choose an element x ∈ X. Then, by the
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universal property of free groups, there is a (unique) morphism of groups ϕ : H −→ Z such
that x 7−→ 1 and x′ 7−→ 0 for every x′ ∈ X \ {x}.

(b) Let G be a torsion-free abelian group and H a nontrivial finitely generated subgroup.
By the classification of finitely generated abelian groups, H ∼= Zk for some k ∈ N \ {0}. Then
the composition of this isomorphism with the projection over any of the components of Zk
defines a morphism of groups from H onto Z. �

The following definition is very important because, as we will state later, every locally
indicable group is of this form with torsion free abelian factors.

Definitions 2.5. Let G be a group. Let X be a class of groups closed under isomorphisms.
(a) Let Σ be a chain of subgroups of G. We say that the pair (L,H) is a jump in Σ if L,H ∈ Σ,

L < H and no subgroup in Σ lies properly between L and H.
(b) A subnormal system of G with factors in X is a chain of subgroups Σ of G such that

(i) {1}, G ∈ Σ,
(ii) Σ contains all unions and intersections of its members,
(iii) for each jump (L,H) in Σ, LCH and H/L ∈ X.

(c) If Σ is a chain of subgroups of G satisfying (i) and (ii) above, then, for x ∈ G \ {1}, we
define the jump associated with x in Σ as the jump (Lx,Hx), where Lx is the union of the
groups of Σ that do not contain x, and Hx is the intersection of all the subgroups of Σ
containing x.
Some subnormal systems have their own names:

(d) A subnormal series of G with factors in X is an ascending chain of subgroups ofG, (Gγ)γ≤τ ,
indexed at some ordinal τ such that G0 = {1}, Gτ = G, Gγ is a normal subgroup of Gγ+1,
Gγ+1/Gγ ∈ X, and if ρ is a limit ordinal smaller or equal to τ then Gρ =

⋃
γ<ρ

Gγ .

(e) We say that G is poly-X if G has a finite subnormal series

〈1〉 = G0 CG1 C · · ·CGn = G

with each quotient Gi+1/Gi belonging to the family X. �

Now we proceed to give some of the closure properties of the class of locally indicable
groups. The following result is a concrete case of [BH72, Theorem 3]. A proof of it for
poly-{locally indicable} groups as well as proofs of Proposition 2.6 and Corollary 2.7(i) for
the finite case were given in [Hig40, Appendix].

Proposition 2.6. Let G be a group. Let X be the class of locally indicable groups. Suppose
that G has a subnormal system with factors in X. Then G is locally indicable. In particular
if G has a subnormal series with factors in X or if G is a poly-X group, then G is locally
indicable.

Proof. Let Σ be a subnormal system ofG with factors in X. Suppose that B is a nontrivial
finitely generated subgroup of G generated by g1, . . . , gn ∈ G. For each gi, let (Li,Hi) be the
jump associated with gi. By (iii) of Definition 2.5(b) we get that Li CHi and Hi/Li is locally
indicable. Since Σ is a chain, there is i0 ∈ {1, . . . , n} such that Hi ⊆ Hi0 for all i ∈ {1, . . . , n}.
Thus B is contained in Hi0 . Now the projection B̄ of B in Hi0/Li0 is a nontrivial finitely
generated subgroup. Therefore there exists an onto morphism of groups B̄ → Z. So the
composition B → B̄ → Z is an onto morphism of groups. �

Corollary 2.7. The following statements hold
(i) The cartesian product of locally indicable groups is a locally indicable group.
(ii) The direct sum of locally indicable groups is a locally indicable group.
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(iii) Let G,H be locally indicable groups. Then G oH, the (restricted) standard wreath product
of G by H, is a locally indicable group.

(iv) The subdirect product of locally indicable groups is locally indicable, i.e. let {Hi}i∈I be
a family of normal subgroups of G with ∩

i∈I
Hi = {1} such that each quotient G/Hi is a

locally indicable group, then G is a locally indicable group.

Proof. (i) Suppose (Gi)i∈I is a family of locally indicable groups. Consider
∏
i∈I

Gi.

Well-order the index set identifying I with the set of ordinal numbers γ smaller than a cer-
tain ordinal number τ. For each γ ≤ τ, let Hγ = {(xi) ∈

∏
i∈I

Gi | xi = 1, i ≥ γ}. The

set Σ = {Hγ}γ≤τ is a chain of subgroups of
∏
i∈I

Gi. The groups H0 = {1} and Hτ =
∏
i∈I

Gi

are in Σ. For any subset of Σ, since I is well ordered, the intersection and the union of its
members belong to Σ. For each γ ≤ τ, since Hγ is a normal subgroup of

∏
i∈I

Gi, Hγ C Hγ+1

and Hγ+1/Hγ
∼= Gγ is locally indicable. Therefore Σ is a subnormal series of G with locally

indicable factors. Now apply Proposition 2.6 to get
∏
i∈I

Gi is locally indicable.

(ii) It is a subgroup of the cartesian product. It will be useful to have another way of
showing this: note that the same proof of (i) works for Hγ = {(xi) ∈ ⊕

i∈I
Gi | xi = 1, i ≥ γ}.

(iii) G oH is the extension of
∏
h∈H

Gh (or
⊕
h∈H

Gh) by H, where Gh = G for all h ∈ H.

(iv) G can be seen as a subgroup of the locally indicable group
∏
i∈I

G/Hi via the diagonal

map. �

In [Ber90, Section 9], Corollary 2.9 is given for right orderable groups. We state it for
locally indicable groups and realize that the same proof works to show it and Proposition 2.8.
We follow the notation in Section 6.3 of Chapter 1.

Proposition 2.8. Let (G(−),∆) be a graph of groups and G = π(G(−),∆,∆0) its fundamen-
tal group. The following conditions are equivalent:

(i) The G(v) can be embedded in a common locally indicable group L by morphisms
fv : G(v)→ L that can be extended to f : G→ L.

(ii) G is locally indicable.

Proof. (ii)⇒ (i) Recall that G(v) embeds in G for each vertex v by Remark 1.40. Then
take L = G.

(i)⇒ (ii) Let K = ker f. Since fv is an injective morphism for each vertex v, we infer that
K ∩ gG(e)g−1 ⊆ K ∩ gG(v)g−1 = {1} for all g ∈ G and vertex v. Then, by Theorem 1.41,
K = F ∗ ∗

q∈Q
Kq for some free subgroup F , and subgroups Kq of K of the form K ∩ gG(v)g−1

as g ranges over a certain set of elements of G and v ranges over V∆. Hence K is a free group.
Consider the subnormal series of G

{1}CK CG.
Notice that K is a locally indicable group by Example 2.4(a). Also G/K is locally indicable,
since it is isomorphic to the image of f , a subgroup of L. Therefore G is a locally indicable
group by Proposition 2.6. �

Corollary 2.9. Let H be a group. Let {Gi}i∈I be a set of groups such that H is a subgroup
of Gi for each i ∈ I. The following conditions are equivalent

(i) The Gi can be embedded in a common locally indicable group L by morphisms that agree
on H.
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(ii) The free product amalgamating H, ∗i∈I

H Gi, is locally indicable.
Therefore
(a) If Gi is locally indicable for each i ∈ I then the free product ∗

i∈I
Gi is a locally indicable

group. Moreover, ∗
i∈I

Gi is the extension of a free group K by the group
∏
i∈I

Gi.

(b) For every subgroup H of a locally indicable group G, every free product ∗i∈I

H G amalgamating
H is locally indicable.

Proof. (ii)⇒ (i) Just take L = ∗i∈I

H Gi.
(i) ⇒ (ii) First we construct a connected graph (∆, V, E, ῑ, τ̄). Set V = I. Fix i0 ∈ I.

Let E = {ei}i∈I\{i0}. For each ej ∈ E, ῑ(ej) = i0, τ̄(ej) = j. Thus ∆ is a tree, and clearly
coincides with its maximal subtree ∆0. For each i ∈ V, let G(i) = Gi and for each ej ∈ E,
G(ej) = H. Hence (G(−),∆) is a graph of groups. The fundamental group of (G(−),∆) is
G = ∗i∈I

H G(i) = ∗i∈I

H Gi. By hypothesis and the universal property of ∗i∈I

H Gi, there exists a
morphism of groups f : ∗i∈I

H Gi → L which extends the embeddings of Gi in L for each i ∈ I.
Now apply Proposition 2.8.

(a) Apply the foregoing proof with H = {1} and L =
∏
i∈I

Gi, which is locally indicable by

Corollary 2.7(i).
(b) The condition (i) is satisfied with L = G. �

It was proved by A. Karrass and D. Solitar in [KS70, Theorem 9] that the free product of
two locally indicable groups amalgamating an infinite cyclic group is always a locally indicable
group. On the other hand, they also showed that the free product of two locally indicable
groups amalgamating a subgroup is not always a locally indicable group [KS70, p. 250].

We illustrate the results in Proposition 2.8 and Corollary 2.9 with some examples.

Examples 2.10. The following groups are locally indicable
(a) G = 〈a, b | a2 = b3〉.
(b) Γ = 〈X,T | TXTX−1 = XTX−1T 〉 = 〈X,T | TXTX−1T−1XT−1X−1 = 1〉.

Proof. (a) G = A ∗
C
B where A = 〈a〉, B = 〈b〉, C = 〈c〉 are infinite cyclic groups and

C ↪→ A, c 7→ a2, C ↪→ B, c 7→ b3. Let D = 〈d〉 be another infinite cyclic group and consider
the embeddings f1 : A→ D, a 7→ d3 and f2 : B → D, b 7→ d2. Since D is locally indicable, we
infer from Corollary 2.9 that G is locally indicable.

(b) As it is done in [LS77, Chapter IV Section 5], since the relator of Γ has exponent sum
zero on X, we can express Γ as an HNN-extension of a free commutative group with stable
letter X as follows:

Γ′ = 〈X ′, T0, T1 | T0T1T
−1
0 T−1

1 = 1, X ′T0X
′−1 = T1〉.

The isomorphism Γ → Γ′ is given by X 7→ X ′, T 7→ T0. And the isomorphism Γ′ → Γ by
T0 7→ T, T1 7→ XT0X

−1, X ′ 7→ X.
We can also view Γ as a semidirect product of N and the infinite cyclic group C = 〈X〉,

where
N = 〈Ti, i ∈ Z | TiTi+1 = Ti+1Ti〉,

and X acts on N as Ti 7→ Ti+1. The isomorphism N o C → Γ is given by X 7→ X, Ti 7→
XiTX−i, i ∈ Z. And the isomorphism Γ→ N o C by X 7→ X, T 7→ T0.

Observe that N is the fundamental group of the graph of groups

· · · // G(i)
•

G(ei) // G(i+1)
•

G(ei+1)
// · · ·
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where G(i) is the free abelian group in {Ti, Ti+1} and G(ei) = 〈Ti+1〉 for each i ∈ Z. And we
have the morphism of groups

N −→ 〈T0̄, T1̄〉 defined by Ti 7→
{
T0̄ if i is even
T1̄ if i is odd

where 〈T0̄, T1̄〉 is the free abelian group on the set {T0̄, T1̄}. Moreover it can be deduced from
the proof of Proposition 2.8 that N is the extension of a non-cyclic free group K by the
free abelian group 〈T0̄, T1̄〉. Then N is locally indicable by Proposition 2.8. And Γ is locally
indicable because it is the extension of two locally indicable groups. �

Of course these examples can be obtained from Theorem 2.37, but it will be useful for us
to express these groups in this way to illustrate some results on Hughes-free embeddings in
Chapter 6. We will generalize Example 2.10(b) in Corollary 7.60.

Proposition 2.11. The directed union of locally indicable groups is a locally indicable group.

Proof. Suppose G = lim−→Gγ . For each γ, denote by fγ : Gγ −→ G the morphism of
groups given by the definition of directed union. Notice that fγ is injective for each γ. Let
g1, . . . , gn ∈ G \ {1}. Define H = 〈g1, . . . , gn〉. Then there exists γ such that H is contained in
the image of fγ . Hence H is isomorphic to a nontrivial finitely generated subgroup of a locally
indicable group Gγ . �

2. Orderable and right orderable groups

2.1. Definition and some properties.

Definition 2.12. (a) Let M be a monoid. We say that M is a right orderable monoid if the
elements of M can be totally ordered in a manner compatible with right multiplication
by the elements of M . To be more precise, if there exists a total order < on M such that,

(i) for all x, y, z ∈M, x < y implies xz < yz.

M is a left orderable monoid if there exists a total order < on M such that,

(ii) for all x, y, z ∈M, x < y implies zx < zy.

If there exists a total order < on M such that (i) and (ii) hold, we say that M is an
orderable monoid .

In these cases we will say that (M,<) is a (right, left) ordered monoid .
(b) A group G is said to be a (left, right) orderable group if G is a (left, right) orderable

monoid. Analogously (G,<) is a (left, right) ordered group.
Let (G,<) be an ordered group. Of particular importance in (left, right) ordered

groups is the so-called positive cone, namely

P = P (G,<) = {x ∈ G | 1 < x}. �

Remark 2.13. Let (M,<) be an ordered monoid (group). Let x, y, a, b ∈ M. If x < y and
a < b, then ax < by and xa < yb.

Proof. Since x < y, then ax < ay and xa < ya. In the same way, a < b implies ya < yb
and ay < by. Hence ax < ay < by and xa < ya < yb. �

The next lemma, in essence, yields an alternate definition of a (right) ordered group. The
proof is not difficult and can be found in [Pas77, Lemmas 13.1.3 and 13.1.4]. In many cases,
to endow a group with a structure of (right) ordered group, we will prove the existence of a
set verifying the conditions of Lemma 2.14 (i) (or (ii)).
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Lemma 2.14. Let G be a group and < a total order on G.
(i) If (G,<) is an ordered group with positive cone P , then P has the following properties:

(a) P is a subsemigroup of G, that is, P is multiplicatively closed.
(b) G = P ∪ {1} ∪ P−1 is a disjoint union.
(c) P is a normal subset of G, that is, x−1Px = P for all x ∈ G.

Conversely, suppose that G has a subset P satisfying conditions (a), (b) and (c). If we
define x < y to mean that yx−1 ∈ P , then (G,<) is an ordered group with positive cone
P .

(ii) If (G,<) is a right ordered group with positive cone P , then P has the following properties:
(a) P is a subsemigroup of G.
(b) G = P ∪ {1} ∪ P−1 is a disjoint union.
Conversely, suppose that G has a subset satisfying conditions (a) and (b). If we define
x < y to mean that yx−1 ∈ P , then (G,<) is a right ordered group with positive cone
P . �

Remarks 2.15. (a) Orderable groups are right orderable groups.
(b) Observe that conditions of Lemma 2.14(ii) on P are right-left symmetric. Thus a right

orderable group must also be left orderable, but, of course, not necessarily under the same
ordering. Indeed, if (G,<) is a right ordered group, then ≺ defined by x ≺ y if and only
if y−1 < x−1 makes (G,≺) a left ordered group with the same positive cone as (G,<).

(c) Right orderable groups are torsion free. Note that if 1 < g, then 1 < gn for all n ≥ 1
and order < such that (G,<) is an ordered group. Analogously if g < 1. However not
all torsion-free groups are right orderable groups. For example it is proved in [Pas77,
Lemma 13.3.3] that the group G = 〈x, y | x−1y2x = y−2, y−1x2y = x−2〉 is torsion free
but not right orderable.

(d) If G is a (right) orderable group, then so is every subgroup of G. On the other hand,
these properties are not inherited by quotient groups. As an example consider the (right)
ordered group Z. Given any nonzero n ∈ Z, Z/nZ is not (right) orderable since it is not
torsion free.

(e) Let G be a group and H CG. If H and G/H are right orderable, then so is G. Moreover,
if (H,<H) and (G/H,<G/H) are right ordered groups with positive cones PH and PG/H
respectively, then PG = {x ∈ G | x ∈ PH or x̄ ∈ PG/H} is a positive cone for G.

(f) Let G be a group and H CG. If H and G/H are orderable, then G need not be orderable.
For example, let G = 〈x, y | y−1xy = x−1〉 and H = 〈x〉. Then G/H ∼= 〈y〉. Both H and
G/H are infinite cyclic and thus orderable. But G is not orderable because if x belongs
to some positive cone PG of G then x−1 = y−1xy ∈ PG.

(g) Let G be a group and HCG. Suppose that (H,<H) and (G/H,<G/H) are ordered groups
with positive cones PH and PG/H respectively such that PH is a normal subset of G, then G
can be ordered (as in (e)) via the positive cone PG = {x ∈ G | x ∈ PH or x̄ ∈ PG/H}. �

2.2. Examples of orderable groups. The most important classes of orderable groups
for us are given in Proposition 2.16 and Corollary 2.24. As it is shown in Section 3, orderable
groups are locally indicable. So, at first sight, it seems that these results do not add anything
new to our discussions on locally indicable groups; but in the following chapters we will realize
how important is that these groups are orderable, not only locally indicable.

Now we proceed to give our first important class of examples, due to [Lev13]. The proof is
taken from [Lam01, Theorem 6.31]. Notice that Proposition 2.16 can be seen as a consequence

of Corollary 2.20(i) since a product Z× n)· · · ×Z is an ordered group with the lexicographical
order, see the proof of Proposition 2.21(i).
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Proposition 2.16. Let G be a torsion-free abelian group. Then G is an orderable group.

Proof. We consider G as an additive group. Then G is a Z-module. Since S = Z \ {0}
is a multiplicative set, we can localize at S. We obtain GS−1 ∼= G⊗ZQ. Note that G embeds
into G1 = G⊗Z Q because G is torsion free. We are going to construct a positive cone P for
G1, then G will be an ordered group with the inherited order. G1 is a Q-vector space. Choose
a Q-basis {gi}i∈I for G1, and fix a total order “ < ” on the indexing set I. Using the additive
notation for G1, we can define P to be the set of elements

gi1a1 + · · ·+ ginan,

with a1, . . . , an ∈ Q, i1, . . . , in ∈ I, where i1 < i2 < . . . < in and a1 > 0 in Q. Then it is not
very difficult to see that the sum of two elements in P is in P , that G1 equals the disjoint
union P ∪ {0} ∪ (−P ) and that P is a normal subset in G1 because the group is abelian. �

Now we introduce some useful results and definitions in order to prove that (Conrad)
(right) orderability is a local property. Lemma 2.19 is due in various forms (among others) to
[Lor49], [ Los54] and [Ohn52]. The proof we provide is taken from [NF07], while the proof of
Corollary 2.20 is taken from [Pas77, Corollary 13.2.2] where a different proof of Lemma 2.19
is also given.

Definitions 2.17. Let G be a group. Suppose that x1, x2, . . . , xn ∈ G.
(a) We denote by SG(x1, x2, . . . , xn) the normal subsemigroup of G which they generate. Thus

SG(x1, . . . , xn) consists of all finite products of the form xg1i1 x
g2
i2
· · ·xgj

ij
with gi ∈ G and

j ≥ 1.
(b) We define S(x1, x2, . . . , xn) to be the semigroup of G generated by these elements. That

is, S(x1, x2, . . . , xn) consists of all finite products of the form xi1xi2 · · ·xij with j ≥ 1.
(c) We denote SC(x1, . . . , xn) the Conrad subsemigroup of G generated by these elements.

That is, SC(x1, . . . , xn) is the smallest semigroup among all semigroups W which contain
x1, . . . , xn and x2yx−1 for all x, y ∈W. Thus,

SC(x1, . . . , xn) = ∪
m≥0

SCm(x1, . . . , xn),

where SC0 (x1, . . . , xn) = S(x1, . . . , xn), and, for all m ≥ 0, SCm+1(x1, . . . , xn) is the semi-
group generated by the sets SCm(x1, . . . , xn) and {z2wz−1 | z, w ∈ SCm(x1, . . . , xn)}. �

The proof of the next result is topological. Recall the following facts:

Remarks 2.18. (a) Given a family {Xi}i∈I of topological spaces, the cartesian product
∏
i∈I

Xi

is a topological space with the product topology, i.e. the least one such that the projections
pj :

∏
i∈I

Xi → Xj are continuous for all j ∈ I.

(b) Tychonov Theorem: Given a family {Xi}i∈I of topological spaces, the cartesian product∏
i∈I

Xi is compact if and only if Xi is compact for all i ∈ I.

(c) A topological space X is compact if and only if it satisfies the Finite Intersection Prop-
erty, i.e. for any family {Fi}i∈I of closed subsets of X such that any finite intersection
Fi1 ∩ · · · ∩ Fir 6= ∅, then ∩

i∈I
Fi 6= ∅. �

Lemma 2.19. Let G be a group. The following statements hold true.
(i) G is an orderable group if and only if for all nonidentity elements x1, . . . , xn ∈ G there

exist suitable signs εi = ±1 such that 1 /∈ SG(xε11 , . . . , x
εn
n ).
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(ii) G is a right orderable group if and only if for all nonidentity elements x1, . . . , xn ∈ G
there exist suitable signs εi = ±1 such that 1 /∈ S(xε11 , . . . , x

εn
n ).

Proof. We consider only part (i), because (ii) is proved in the same way.
Suppose that G is orderable. Given x1, . . . , xn ∈ G \ {1}, choose signs εi such that xεi

i > 1
for all i. Then x > 1 for each x ∈ SG(xε11 , . . . , x

εn
n ). Therefore 1 /∈ SG(xε11 , . . . , x

εn
n ) as desired.

To prove the converse, endow {+,−}G\{1} with the product topology. Hence {+,−}G\{1}
is a compact topological space. For each finite family x1, . . . , xn ∈ G \ {1}, and for each
family of suitable signs ε1, . . . , εn ∈ {±1} (i.e. 1 /∈ SG(xε11 , . . . , x

εn
n )). Consider the closed

subset X (x1, . . . , xn; ε1, . . . , εn) of {+,−}G\{1} formed by all functions sgn which satisfy the
following property: sgn(x) = + and sgn(x−1) = − for every x ∈ SG(xε11 , . . . , x

εn
n ). Notice

that X (x1, . . . , xn; ε1, . . . , εn) is not empty because 1 /∈ SG(xε11 , . . . , x
εn
n ). For fixed x1, . . . , xn,

let X (x1, . . . , xn) be the union of all the sets X (x1, . . . , xn; ε1, . . . , εn) for suitable family of
signs {ε1, . . . , εn}. Notice that it is a closed subset because it is a finite union (at most 2n) of
closed subsets. Note also that for any finite family of subsets {Xi = X (xi1, . . . , xini)}1≤i≤m
the intersection

m
∩
i=1
Xi is not empty because X (x11, . . . , x1n1 , . . . , xm1, . . . , xmnm) ⊆

m
∩
i=1
Xi. By

the Finite Intersection Property, the intersection X of all the sets of the form X (x1, . . . , xn) is
not empty. Moreover, if f ∈ X , then P = {x ∈ G | f(x) = +} is a positive cone, and therefore
G is orderable. �

Corollary 2.20. Let G be a group. The following statements hold true.
(i) If all finitely generated subgroups of G are orderable groups then G is an orderable group.
(ii) If all finitely generated subgroups of G are right orderable groups then G is a right or-

derable group.

Proof. We prove (i), while (ii) can be shown in the same way. Suppose that G is not
an orderable group. Then by Lemma 2.19(i) there exist nonidentity elements x1, . . . , xn ∈ G
such that 1 ∈ SG(xε11 , . . . , x

εn
n ) for all 2n choices of the signs εi = ±1. By writing the identity

element as an explicit product in each of the 2n cases, we see that there exists a finitely
generated subgroup H of G with x1, . . . , xn ∈ H and 1 ∈ SH(xε11 , . . . , x

εn
n ) for all choices of

signs. But H is assumed to be an orderable group. Hence we have a contradiction, and G is
therefore an orderable group. �

About the closure properties of the class of orderable groups, although we have already
seen that the class of orderable groups is not closed under extensions, we can state the following
results. The proof of the following Proposition is mainly taken from [BMR77, Theorem 2.1.1].

Proposition 2.21. The following statements hold
(i) The cartesian product of (right) orderable groups is a (right) orderable group.
(ii) The directed union of (right) orderable groups is a (right) orderable group.
(iii) The restricted standard wreath product of two (right) orderable groups is a (right) order-

able group.
(iv) The subdirect product of (right) orderable groups is a (right) orderable group.

Proof. (i) Let I be a set, and for each i ∈ I, let Gi be a (right) orderable group. Fix
an order <i of Gi such that (Gi, <i) is a (right) ordered group for each i ∈ I. Well-order the
index set I. Set

P =

{
(xi)i∈I ∈

∏
i∈I

Gi | if i0 = min{i | xi 6= 1}, then 1 <i0 xi0

}
.

Then P is a positive cone.
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(ii) Suppose that G = lim−→
i∈I

Gi, where Gi is a (right) orderable group for each i ∈ I. Given

g1, . . . , gn ∈ G, there exists i ∈ I such that g1, . . . , gn ∈ fi(Gi). Since fi is injective, the
subgroup generated by g1, . . . , gn is (right) orderable. Now apply Corollary 2.20.

(iii) Suppose that (G,<G) and (H,<H) are (right) ordered groups. Every element of G oH
can be expressed uniquely as a product gh where h ∈ H and g ∈ ⊕

h∈H
Gh, Gh = G for all

h ∈ H. We say that g ∈ ⊕
h∈H

Gh is positive if the first component different from 1G (the

identity element of G) is positive. Then

P = {gh ∈ G oH | 1 <H h, or h = 1H and g is positive }
is a positive cone.

(iv) Let G be a group and {Hi}i∈I be a set of normal subgroups of G such that ∩
i∈I

Hi = {1}
and G/Hi is orderable for all i ∈ I. Then G is (right) orderable because G embeds in

∏
i∈I

G/Hi

and this group is (right) orderable by (i). �

Before giving the next result we need this definition

Definition 2.22. Let R be a ring. We say that R is an ordered ring if there exists a subset
Q of R satisfying the following properties

(i) Q+Q ⊆ Q (ii) Q ·Q ⊆ Q (iii) R = Q ∪ {0} ∪ (−Q) is a disjoint union.

Given x, y ∈ R we can define a total order on R by x < y if and only if y − x ∈ Q. Notice
that the following properties are verified for x, y, z ∈ Q

(a) if x < y, then x+ z < y + z, (b) if 0 < x, y, then 0 < xy.

Conversely, if there exists a total order < on R satisfying (a) and (b), then the positive
cone Q = {x ∈ R | 0 < x} satisfies (i), (ii), (iii) and < is the total order induced by Q. �

The following Proposition was first proved in [Vin49], but the proof given here is from
[Ber90, Sections 3,4] where more general results are proved.

Proposition 2.23. The free product of (right) orderable groups is a (right) orderable group.

Proof. Let F,G be two (right) orderable groups. Set H = F ×G. By Proposition 2.21,
H is (right) orderable. Fix a total order ≺ on H such that (H,≺) is an ordered group. Let R
be the group ring Z[H]. We endow R with a structure of ordered ring with positive cone

Q =
{
r =

∑
h∈H

ahh ∈ R | if h0 = min supp r, then 0 < ah0

}
.

Notice that F and G are embedded in Q.
Consider the polynomial ring R[t] and the matrix ring M2(R[t]) ∼= M2(R)[t]. We now

embed F and G inside the group of units ofM2(R[t]). The map F →M2(R[t]), f 7→
(
f t(f−1)
0 1

)
is the composition of the maps F →M2(R[t]) defined by f 7→

(
f 0
0 1

)
, andM2(R[t])→M2(R[t])

given by right conjugation by ( 1 t
0 1 ) . Similarly the embedding G→M2(R[t]), g 7→

(
1 0

t(g−1) g

)
,

is the composition of the maps G→M2(R[t]) defined by g 7→
(

1 0
0 g

)
, andM2(R[t])→M2(R[t])

given by right conjugation by ( 1 0
t 1 ) .

These two maps induce a morphism of groups from F ∗G to the group of units ofM2(R[t]).
We claim that it is injective. The nonidentity elements of F ∗ G can be expressed uniquely
as an alternating product of nonidentity elements of F and G. The claim follows if we prove
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that the images of such elements are never the identity matrix. Suppose that A is the image
of some element w ∈ F ∗ G. Apply A to the column vector ( 1

1 ) ∈ M2(R[t]). We show that if
the leftmost factor in the expression of w as an alternating product of elements of F and G
is in F then the upper entry of A ( 1

1 ) has strictly greater degree (on t) than the lower entry;
and if the leftmost factor of w is in G then the lower entry of A ( 1

1 ) has strictly greater degree
(on t) than the upper entry. Thus the image A of w is never the identity matrix. We prove
the claim by induction on the length of the element w. If w has length 1, then w = f ∈ F
or w = g ∈ G, and the result is clear from the definition of the map. If w has length greater
than 1 and the leftmost factor of w is in F, then w = fgw′, where f ∈ F and g ∈ G. Call B
the image of gw′. We apply the induction hypothesis to gw′ to obtain that the lower entry of
the image B ( 1

1 ) has strictly greater degree (on t) than the upper entry. Then the upper entry
of A ( 1

1 ) =
(
f t(f−1)
0 1

)
B ( 1

1 ) has degree on t strictly greater than the lower entry. In the same
way the claim can be proved if the leftmost factor of w is in G.

Notice that the image of F ∗ G in M2(R[t]) ∼= M2(R)[t] is contained in the monoid U of
matrices whose constant term is a diagonal matrix with positive entries. Now we introduce an
order l in U compatible with the product of matrices so that (F ∗G,l) is an ordered group.

Choose an order among the four entries in a 2 × 2 matrix. We say that B ∈ M2(R)
is positive (in M2(R)) if and only if the first nonzero entry of B is positive (in R). Given
A,B ∈ U ⊆ M2(R)[t], let n ≥ 0 be the least integer such that tn has nonzero coefficient in
A−B. We say that B l A if and only if such coefficient is positive (in M2(R)). This gives a
total ordering in U and it is compatible with the product since the product, in either order,
of a positive element of M2(R) and a diagonal matrix of M2(R) with positive diagonal entries
is still positive (in M2(R)). Hence F ∗G is (right) orderable.

It can be showed by induction that G1 ∗ · · · ∗Gn is orderable for any n ≥ 1 and orderable
groups G1, . . . , Gn. Since (right) orderability is a local property by Corollary 2.20, it follows
that ∗

i∈I
Gi is (right) orderable for any set I and (right) orderable groups Gi, i ∈ I. �

Corollary 2.24. Locally free groups, and in particular free groups, are orderable groups.

Proof. A free group on a set X is isomorphic to the free product ∗
x∈X

Cx, where Cx is

an infinite cyclic group for each x ∈ X. Since infinite cyclic groups are orderable, the result
for free groups follows from Proposition 2.23. That locally free groups are orderable is a
consequence of the foregoing observation and Corollary 2.20(i). �

The fact that a free group is orderable is due to Birkhoff [Bir42], Iwasawa [Iwa48],
Neumann [Neu49b]. Another way of showing that was given in Bergman [Ber90, Section 1]
using the Magnus-Fox embedding 1.60, or in more detail [Reu99, Section 2.3].

3. Relations between locally indicable groups and (right) orderable groups

The first important result which we want to prove is that orderable groups are locally
indicable [Lev43]. So we collect some properties of the convex subgroups of a right ordered
group which are taken from [Fuc63, Chapter IV] and [Con59].

Definitions 2.25. (a) Let (G,<) be a right ordered group. A subgroup H of G is said to be
convex if for all a, b ∈ H and g ∈ G, the inequality a ≤ g ≤ b implies that g ∈ H.

(b) A (right) orderable group G is said Archimedean if there exists a total order < on G such
that (G,<) is a (right) ordered group and for every a, b ∈ P (G,<) there exists n ∈ N\{0}
such that b < an. We also say (G,<) is an Archimedean (right) ordered group. �
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Remarks 2.26. Let (G,<) be a (right) ordered group. Let Σ be the set of convex subgroups
of (G,<). Then
(a) The partially ordered set (by inclusion) Σ is in fact a chain.
(b) The arbitrary union and intersection of convex subgroups is a convex subgroup.
(c) Let N C G. The group G/N can be (right) ordered with an ordering compatible with <

if and only if N is a convex subgroup. By an order compatible with < we mean that for
every a, b ∈ G such that aN 6= bN , aN < bN if and only if a < b.

(d) If N is a normal convex subgroup of (G,<), then there is a bijective correspondence
between the convex subgroups of (G,<) that contain N and the convex subgroups of
(G/N,<).
Moreover, if (G,<) is an ordered group,

(e) If (L,H) is a jump in Σ, then LCH.
(f) If (G,<) has no other convex subgroups other than {1} and G, then G is Archimedean.

Proof. (a) Let C,D be two convex subgroups of a (right) ordered group (G,<). Suppose
that d ∈ D \ C. Then for every c ∈ C, d−1 < c < d or d < c < d−1 (otherwise d ∈ C). So
c ∈ D.

(b) Follows by the definition of convex subgroups.
(c) Suppose that N is convex, we show that the (right) order on G/N is well defined.

Let a, b ∈ G be such that a < b. Let a′, b′ be other representatives of the cosets aN and bN
respectively. Then a′ = n1a, b′ = n2b, for certain n1, n2 ∈ N . Suppose that b′ < a′. Hence
n2ba

−1 < n1. On the other hand ab−1 < n2 because otherwise n2 < ab−1 < 1 and aN = bN,
a contradiction. Hence ab−1n−1

2 < 1 and 1 < n2ba
−1. Therefore 1 < n2ba

−1 < n1. Since
N is convex, n2ba

−1 ∈ N, and ba−1 ∈ N. From this, aN = bN, a contradiction. The other
properties needed to see that G/N is a (right) ordered group are easily verified.

Conversely, suppose that G/N is (right) ordered. Given n1, n2 ∈ N and g ∈ G such that
n1 < g < n2, then g ∈ N because the order is well defined.

(d) Follows from (c).
(e) For each h ∈ H, the subgroup hLh−1 ⊆ H is convex because (G,<) is (two-sided)

ordered. Thus hLh−1 = L for all h ∈ H since (L,H) is a jump.
(f) If it is not Archimedean, there exist h, g ∈ G with 1 < h < g such that hn < g for

every n ∈ N \ {0}. Since (G,<) is a (two-sided) ordered group, the smallest convex subgroup
containing h is of the form {x ∈ G | h−i ≤ x ≤ hi}. Thus G has a nontrivial convex subgroup
different from G, a contradiction. �

Lemma 2.27. An Archimedean right orderable group is a torsion-free abelian group.

Proof. Let G be an Archimedean right orderable group. We already know that right
orderable groups are torsion free, so we only need to show that G is abelian. Let < be a total
order on G such that (G,<) is a right ordered Archimedean group. Let P = P (G,<).

Step one: Any Archimedean right ordered group is an ordered group.
By Lemma 2.14, it is enough to prove that xPx−1 = P for all x ∈ G. Let y ∈ P and

x ∈ G. Suppose that x > 1. Let n be the least natural such that 1 < x < yn. If xyx−1 < 1,
then xy < x < yn. Hence x < yn−1, a contradiction. Thus xPx−1 ⊆ P for all x ∈ P. Hence
xP−1x−1 ⊆ P−1 for all x ∈ P. Since G is the disjoint union P ∪ {1} ∪ P−1 we get that
xPx−1 = P for all x ∈ P. This also implies that P = x−1Px. Therefore P = xPx−1 for all
x ∈ G.

Step two: Any Archimedean ordered group is torsion free abelian.
Assume the existence of g ∈ P such that 1 ≤ x < g implies that x = 1. Because of the

Archimedean property, for every a ∈ G there exists an integer n such that gn ≤ a < gn+1, and
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then 1 ≤ ag−n < g. Hence ag−n = 1, and a = gn. Consequently, G = 〈g〉 is a commutative
group.

Next assume that no such g exists. For every x ∈ P , there is y ∈ G such that 1 < y < x.
Here either y2 ≤ x or x ≤ y2. This second option implies that y−1x ≤ y. Multiplying by x on
the left and by y−1 on the right we get (xy−1)2 ≤ x. Thus for each x > 1 there exists z ∈ G
with 1 < z < x and z2 ≤ x.

Notice that it suffices to show that the elements of P commute. Let a, b be positive
elements of G with ab 6= ba. Suppose that ba < ab. Then for x = aba−1b−1 choose z ∈ G with
1 < z < x and 1 < z2 ≤ x. By the Archimedean property, there exist natural integers m,n
satisfying

zm ≤ a < zm+1, zn ≤ b < zn+1. (7)
Since a−1b−1 ≤ z−n−m, (7) implies that x < z2, contrary to z2 ≤ x. Thus G is commutative.

�

In fact, an Archimedean right orderable group is isomorphic to a subgroup of the additive
group of the real numbers. The proof of the foregoing lemma is part of Cartan’s proof [Car39]
of this stronger result.

Theorem 2.28. Orderable groups are locally indicable groups.

Proof. Let G be an orderable group. Suppose that (G,<) is an ordered group. Let
Σ be the set of convex subgroups of (G,<). We claim that Σ is a subnormal system with
torsion-free abelian factors. Then Example 2.4(b) and Proposition 2.6 imply that G is locally
indicable. The claim follows because {1}, G ∈ Σ, and from Remarks 2.15 (a), (b), (e), (f) and
Lemma 2.27. �

The converse of Theorem 2.28 is not true. There are locally indicable groups which are
not orderable as Remark 2.15(f) shows. On the other hand, locally indicable groups are right
orderable [BH72]. The proof that we give of this fact is taken from [Pas77, Exercise 13.9].

Proposition 2.29. Let G be a group. Suppose that every nonidentity finitely generated sub-
group of G can be mapped homomorphically onto a nonidentity right orderable group. Then G
is a right orderable group. In particular, a locally indicable group is a right orderable group.

Proof. If G is not right orderable, then, by Lemma 2.19(ii), there exists a minimal
integer n and nonidentity elements x1, . . . , xn ∈ G with 1 ∈ S(xε11 , . . . , x

εn
n ) for all choices

of sign. Set H = 〈x1, . . . , xn〉 and let H = H/N be a nonidentity homomorphic image of
H which is right orderable. Assume that x1, . . . , xt ∈ N and xt+1, . . . , xn /∈ N . Notice that
t ≥ 1 because otherwise, as H/N is a right orderable group, there would exist signs such
that 1 /∈ S(x̄δt+1

t+1 , . . . , x̄
δn
n ) by Lemma 2.19(ii) which contradicts the choice of x1, . . . , xn. Also

t < n because H is not trivial. So there exist signs δ1, . . . , δn with 1 /∈ S(xδ11 , . . . , x
δt
t ) and

1 /∈ S(x̄δt+1

t+1 , . . . , x̄
δn
n ). By the minimality of n, if 1 ∈ S(xδ11 , . . . , x

δn
n ), then 1̄, the image in H

of 1 ∈ H, is in S(x̄δt+1

t+1 , . . . , x̄
δn
n ). Thus 1 /∈ S(xδ11 , . . . , x

δn
n ), a contradiction. �

But then, is the converse of Proposition 2.29 true? That is, do the classes of locally
indicable groups and right orderable groups coincide? The answer is no. It was proved
independently by G. M. Bergman [Ber91] and V. M. Tararin [Tar93] that there exist right
orderable groups which are not locally indicable. In [Ber91, Section 6] it is proved that the
group G with presentation 〈x, y, z | x2 = y3 = z7 = xyz〉 is right orderable and perfect i.e.
[G,G] = G. Thus it has no infinite cyclic quotient group.
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So now arises the question of which right orderable groups are locally indicable. This can
be answered in two ways, restricting the class of right orderings or the class of groups. We
give an answer to the former and some partial answers to the latter in the next section.

4. Characterization of locally indicable groups and some recent advances

Definition 2.30. Let (G,<) be a right ordered group. Let Σ be the chain of convex subgroups
of (G,<). We say that < is a Conrad right order if L C H and H/L is Archimedean for
every jump (L,H) in Σ. Notice that H/L is a (right orderable) torsion-free abelian group by
Lemma 2.27.

We say that a group G is Conrad right orderable if there exists a total order < on G such
that (G,<) is a Conrad right ordered group. These right ordered groups were introduced by
P. Conrad in [Con59]. Many equivalent conditions to Conrad orderability can be found in
[BMR77, Section 7.4]. �

Before stating the main result of this section we need some preliminary results. The proof
of Proposition 2.31 is taken from [Gla99, Lemma 6.6.2], while Proposition 2.32 from [NF07].
Condition (ii) in Proposition 2.31 was first introduced in [Jim07].

Proposition 2.31. Let (G,<) be a right ordered group. The following are equivalent.
(i) (G,<) is Conrad right ordered.
(ii) For all x, y ∈ P (G,<), y2x > y.
(iii) For all x, y ∈ P (G,<), ynx > y for some n ∈ N.
(iv) For all x, y ∈ G, 1 < x < y implies xynx−1 > y for some n ∈ N.

Proof. (i) ⇒ (ii) Let Σ be the chain of convex subgroups of G. Let x, y ∈ P (G,<). If
x ≤ y, consider the jump (Ly,Hy) in Σ. Then Hy/Ly is a torsion-free abelian group. By
Remarks 2.26(c), (Hy/Ly, <) is an ordered abelian group. Then 1 < yLy and 1 ≤ xLy.
Moreover y2xLy ≥ y2Ly > yLy. Hence y2x > y by Remarks 2.26(c).

(ii)⇒ (iii) Clear.
(iii) ⇒ (iv) First notice that if a, b ∈ P (G,<), there exists m ∈ N such that (ab)m > ba.

Otherwise (ab)m ≤ ba for all m ∈ N. Since 1 < a, then (ba)mb < a(ba)mb = (ab)m+1 ≤ ba.
Thus (ba)mb < ba for all m ∈ N, contradicting (iii). By what we have just proved, there exists
n ∈ N such that xynx−1 = (xyx−1)n > x−1xy = y, as desired.

(iv)⇒ (i) Let Σ be the class of convex subgroups of G.
Step one: Let w ∈ P (G,<). If a, b ∈ G and n ∈ N with a < wn and b < wn, then ab < wm

for some m ∈ N.
If there is m ∈ N such that wnb ≤ wm, then ab < wnb ≤ wm as desired. So we suppose

that no such m exists. Thus wm < wnb for all m ∈ N. Therefore wmb−1 < wn for all m ∈ N.
But b < wn implies bwm < wn+m. Hence bwmb−1 < wn+mb−1 < wn for all m ∈ N. This
contradicts our hypothesis (iv).

Step two: Let (L,H) be a jump in Σ. If x, y ∈ P (H,<) \L, then ym > x for some m ∈ N.
Suppose that there does not exist such m. Consider the set

C = {c ∈ G | ∃n ∈ N such that 1 < c < yn or 1 < c−1 < yn}.
Notice that if c ∈ C, then c−1 ∈ C. Moreover, if c1, c2 ∈ C, then c1c2 ∈ C by Step one. Hence
C is a subgroup of G. Furthermore C is convex. Let c, d ∈ C and z ∈ G such that c ≤ z ≤ d.
Then 1 < zc−1 < dc−1. For dc−1 ∈ C, zc−1 ∈ G. Moreover zc−1 · c = z ∈ G. Therefore, since
y ∈ C, C is a convex subgroup of G which strictly contains L, but, since x /∈ C, C is strictly
contained in H, a contradiction with the fact that (L,H) is a jump.

Step three: If (L,H) is a jump in Σ, then LCH.
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If z ∈ L and x ∈ P (H,<) \ L, notice that xz−1 ∈ P (H,<) \ L. By Step two, let n ∈ N
be the least one such that x < (xz−1)n. If x(xz−1)x−1 ≤ 1, then x(xz−1) ≤ x < (xz−1)n

and x < (xz−1)n−1 contradicting the minimality of n. Therefore x(xz−1)x−1 > 1. Hence
x(zx−1)x−1 = (x(xz−1)x−1)−1 < 1, that is, xzx−1 < x. Since z was arbitrary in L, we obtain
that xzmx−1 < x for anym ∈ Z. If xzmx−1 /∈ L, and xzx−1 > 1, then x < xzmx−1 = (xzx−1)m

for some m ∈ N by Step two, contradicting what we have just showed. In the same way, if
xzmx−1 /∈ L and xzx−1 < 1, we get that x < xz−mx−1 for some m ∈ N, a contradiction.
Therefore xLx−1 ⊆ L. To show that L C H it is enough to prove that x−1Lx ⊆ L. To
prove this, let y ∈ P (H,<) \ L. By Step two, there exists m ∈ N such that x < ym. By
hypothesis there exists r ∈ N such that ym < xymrx−1. Hence xyx−1 ∈ P (H,<)\L. Therefore
x(P (H,<) \ L)x−1 ⊆ P (H,<) \ L and, moreover, x(H \ L)x−1 ⊆ H \ L. This implies that
x−1Lx ⊆ L as desired.

Thus LCH and H/L is Archimedean by Step 2. �

Proposition 2.32. A group G is Conrad right orderable if and only if for all nonidentity
elements x1, . . . , xn ∈ G there exist suitable signs εi = ±1 such that 1 /∈ SC(xε11 , . . . , x

εn
n ).

Proof. If (G,<) is Conrad right ordered and x1, . . . , xn ∈ G\{1}, choose signs ε1, . . . , εn
such that xεi

i > 1. Then, by Proposition 2.31(ii), every element x ∈ SC(xε11 , . . . , x
εn
n ) verifies

x > 1, and thus 1 /∈ SC(xε11 , . . . , x
εn
n ).

Conversely, suppose that G satisfies the condition stated on Conrad semigroups. Con-
sider the compact topological space {+,−}G\{1} with the product topology. For each finite
family x1, . . . , xn ∈ G \ {1} and each family of suitable signs ε1, . . . , εn, consider the closed
subset CX (x1, . . . , xn; ε1, . . . , εn) of {+,−}G\{1} that consists of all functions sgn which sat-
isfy the following property: sgn(x) = + and sgn(x−1) = − for all x ∈ SC(xε11 , . . . , x

εn
n ).

Notice that CX (x1, . . . , xn; ε1, . . . , εn) is not empty because 1 /∈ SC(xε11 , . . . , x
εn
n ). For fixed

x1, . . . , xn ∈ G \ {1}, let CX (x1, . . . , xn) be the union of all the sets CX (x1, . . . , xn; ε1, . . . , εn)
for suitable signs ε1, . . . , εn. Notice that CX (x1, . . . , xn) is a closed subset. Moreover, for any
finite family of subsets {CX i = CX (xi1, . . . , xini)}1≤i≤m, the intersection

m
∩
i=1
CX i is not empty

because CX (x11, . . . , x1n1 , . . . , xm1, . . . , xmnm) ⊆
m
∩
i=1
CX i. Now, by the Finite Intersection

Property, the intersection X of all the sets of the form CX (x1, . . . , xn) is not empty. Then, if
f ∈ X , P = {x ∈ G | f(x) = +} is a positive cone that defines a Conrad right order. �

What follows is the main result of this section. The equivalence of conditions (i) and (iii)
was conjectured in [BH72], but the whole result was first proved in [Bro84]. Another proof
can be found in [RR02]. Both proofs use nontrivial results on group varieties. The more
direct proof provided here is from [NF07, Proposition 3.11].

Theorem 2.33. Let G be a group. The following statements are equivalent.
(i) G is a locally indicable group.
(ii) G is a Conrad right orderable group.
(iii) G has a subnormal series Σ with torsion-free abelian factors.

Proof. (i) ⇒ (ii) We prove that G satisfies the condition of Proposition 2.32. So let
x1, . . . , xn ∈ G \ {1}. Let I1 = {1, . . . , n}. Since G is locally indicable, there exists a non-
trivial morphism φ1 : 〈x1 . . . , xn〉 → Z. Let I2 = {i ∈ I1 | φ1(xi) = 0}. If I2 6= ∅, by local
indicability, there exists a nontrivial morphism of groups φ2 : 〈xi | i ∈ I2〉 → Z. Continuing
in this way, if Im+1 = {i ∈ Im | φm(xi) = 0} 6= ∅, there exists a nontrivial morphism of
groups φm+1 : 〈xi | i ∈ Im+1〉 → Z. Notice that for some m ∈ {1, . . . , n}, Im+1 = ∅. For each
i ∈ {1, . . . , n}, let j(i) be the unique index such that φj(i) is defined on xi and φj(i)(xi) 6= 0.
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Let εi ∈ {−1, 1} be such that φj(i)(x
εi
i ) > 0. We claim that 1 /∈ SC(xε11 , . . . , x

εn
n ). Notice that it

is enough to prove that for each x ∈ SC(xε11 , . . . , x
εn
n ) there exists j such that φj(x) > 0. So let

x ∈ SC(xε11 , . . . , x
εn
n ). First notice that for each m such that φm exists, if x ∈ SC(xεi

i | i ∈ Im),
then φm(x) ≥ 0 because SC(xεi

i | i ∈ Im) =
∞
∪
r=0

SCr (xεi
i | i ∈ Im). Moreover, for every

y, z ∈ 〈xi | i ∈ Im〉, φm(y2zy−1) = φm(y) + φm(z). Then, it is not difficult to realize that
φm(x) = 0 implies that Im+1 6= ∅ and x ∈ SC(xεi

i | i ∈ Im+1). Since Im+1 = ∅ for some m, we
get that φj(x) 6= 0 for some j.

(ii) ⇒ (iii) Suppose that G is Conrad right orderable. Let < be a total order on G such
that (G,<) is Conrad right ordered. Then Σ, the chain of convex subgroups of (G,<), is a
subnormal system of G with torsion-free abelian factors by Remarks 2.26(a), (b), the definition
of Conrad right order and Lemma 2.27.

(iii)⇒ (i) Example 2.4(b) and Proposition 2.6 imply that G is locally indicable. �

Now we proceed to state some recent advances on which classes of groups are such that
every right orderable group is locally indicable. For that we need the following definition

Definition 2.34. A group G is amenable if there is a measure -a function that assigns to each
subset of G a number from 0 to 1- such that
(a) The measure is a probability measure: the measure of the whole group G is 1.
(b) The measure is finitely additive: given finitely many disjoint subsets of G, the measure of

the union of the sets is the sum of the measures.
(c) the measure is left-invariant : given a subset A and an element g of G, the measure of A

equals the measure of gA. �

It is known that subgroups of amenable groups are amenable and extensions of amenable
groups by amenable groups are amenable. Some examples of amenable groups are polycyclic,
solvable-by-finite, supramenable and elementary amenable groups. On the other hand. the
direct product of an infinite family of amenable groups need not be amenable and, if a group
contains a non-abelian free subgroup, then it is not amenable [Wag93].

That a right orderable amenable group is locally indicable has been proved by D. W.
Morris in [Mor06]. This theorem generalizes results in [Rhe81], [CK93], [Kro93], where it
was respectively proved that right orderable groups in the classes of polycyclic, supramenable
or solvable-by-finite groups are locally indicable. It also implies the result in [Lin99] that
every right orderable group in the smallest class of groups closed under extensions and directed
unions that contains supramenable and elementary amenable groups is locally indicable.

On the other hand it is known that right orderable groups in the class X of groups with no
nonabelian free subsemigroups are locally indicable [LMR95] (for example nilpotent groups
are contained in X) and also that a right orderable group G with a normal series (Gα)α≤τ
(i.e. a subnormal series where Gα CG for all α) whose factors are locally nilpotent groups is
locally indicable [Tar91]. Along these lines, a further result was given in [LMR00]: a right
orderable group with a normal series with factors in X is locally indicable.

Furthermore, an even stronger result than [Mor06] and [LMR00] has been conjectured
in [Lin01]: every right orderable group which contains no non-abelian free subgroup is locally
indicable.

5. Torsion-free one-relator groups

An important class of examples of locally indicable groups is that of torsion-free one-relator
groups. In this section it is briefly explained what a torsion-free one-relator group is and stated
two important results without proofs.
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Definition 2.35. A one-relator group is a group which has a presentation of the form 〈X | w〉,
where w is a word in the free group on X.

Given F the free group on X, a freely reduced word in F on X is a word of the form
x = xe11 x

e2
2 · · ·xen

n where xi ∈ X, ei = ±1 and xi 6= xi+1 if ei = −ei+1.
A freely reduced word w = xe11 x

e2
2 · · ·xen

n is cyclically reduced if x1 6= xn or if x1 = xn
then e1 6= −en. Every element of a free group is conjugate to an element given by a cyclically
reduced word. Hence every one-relator group has a presentation of the form 〈X | w〉, where
w is a cyclically reduced word in the free group on X. �

The following well-known result was proved in [KMS60].

Proposition 2.36. Let G = 〈X | w〉 where w is cyclically reduced in the free group on X.
The group G is torsion free if w is not a proper power in the free group on X. If w = un,
n > 1, where u itself is not a proper power, then u has order n in G and all elements of G of
finite order are conjugates of powers of u. �

The following theorem was proved independently by S.D. Brodskii [Bro84] and J. Howie
[How82].

Theorem 2.37. Torsion-free one-relator groups are locally indicable groups. �

Remarks 2.38. (a) Let F be the free group with basis {x, y, z}, and let f ∈ End(F ) be defined
by x 7−→ x2yx−1y−1, y 7−→ y2zy−1z−1, z 7−→ z2xz−1x−1. Then for each n ≥ 0 the
group

Gn = 〈x, y, z | fn(x), fn(y)〉
is locally indicable and it is not a one-relator group. A proof of this can be found in
[How85].

(b) By Theorem 2.37 and Proposition 2.29, every torsion-free one-relator group is right order-
able. �

Definition 2.39. Let {Gi}i∈I be a set of groups. A word w = a1a2 · · · an in the free product
∗
i∈I

Gi is reduced if two contiguous letters belong to different groups. The length of the reduced

word w is n. We say that w is cyclically reduced if w is reduced and, whenever the length of
w is at least two, a1 and an belong to different factors. �

The following generalization of Theorem 2.37 can be found in [How82, Theorem 4.2]

Theorem 2.40. Let {Gi}i∈I be a set of groups, and G be the quotient of ∗
i∈I

Gi by the normal

closure of a cyclically reduced word w of length at least 2. The following are equivalent:
(i) G is locally indicable
(ii) G is torsion free
(iii) w is not a proper power in ∗

i∈I
Gi. �

“... Feeding on you
Feeding on me

Feeding on everyone
Feeding on everything”

Dead Soul Tribe, Feed Part I: Stone by stone



CHAPTER 3

Localization

1. Ore localization

Here we collect some well known results on Ore localization. Details and proofs will
be omitted. Most of them can be found for example in the book of T.Y. Lam [Lam99,
Sections 10-11], where a nice introduction about the problem of embedding domains in division
rings is given.

Definitions 3.1. Let R be a ring.

(a) By a multiplicative set of R, we shall mean a subset S ⊂ R that satisfies the following
three properties:

(i) S is closed under multiplication,
(ii) 0 /∈ S, and
(iii) 1 ∈ S.

(b) A morphism of rings ψ : R −→ R′ is said to be S-inverting if ψ(S) ⊂ R′×.
(c) Given a multiplicative set S of R, a ring R′ is said to be a left Ore ring of fractions of R

(with respect to S) if there is a given morphism of rings ϕ : R −→ R′ such that:
(i) ϕ is S-inverting.
(ii) Every element of R′ has the form ϕ(s)−1ϕ(a) for some a ∈ R and s ∈ S.
(iii) kerϕ = {r ∈ R : sr = 0 for some s ∈ S}.
In this event, R′ is denoted by S−1R. �

The construction of a left Ore ring of fractions is done very much in the same way as the
one of the ring of fractions of a commutative ring.

Theorem 3.2. The ring R has a left Ore ring of fractions S−1R if and only if the following
properties hold:

(i) For any a ∈ R and s ∈ S, Sa ∩Rs 6= ∅.
(ii) For a ∈ R, if as′ = 0 for some s′ ∈ S, then sa = 0 for some s ∈ S.

Moreover, the morphism of rings ϕ : R −→ S−1R has the following universal property: for
any S-inverting morphism of rings ψ : R −→ T , there exists a unique morphism of rings
f : S−1R −→ T such that ψ = fϕ.

Sketch of the proof. It is not very difficult to prove that if R has a left Ore ring of
fractions S−1R, then (i) and (ii) hold.

Conversely, suppose that S and R satisfy (i) and (ii). We construct a left Ore ring of
fractions S−1R.

We start the construction by working with S × R. We define an equivalence relation as
follows

(s, a) ∼ (s′, a′) iff there exist b, b′ ∈ R such that bs = b′s′ ∈ S and ba = b′a′ ∈ R.

We write s−1a for the equivalence class of (s, a).



44 Chapter 3. Localization

Observe that

two fractions s−1
1 a1, s

−1
2 a2 can be brought to a common denominator (8)

From Ss1 ∩ Rs2 6= ∅, we get elements r ∈ R, s ∈ S such that ss1 = rs2 ∈ S, so now
s−1
1 a1 = (ss1)−1sa1 and s−1

2 a2 = (rs2)−1(ra2).
We can define s−1

1 a1 + s−1
2 a2 = t−1(sa1 + ra2) where t = ss1 = rs2.

The zero element of the commutative group (S−1R,+) is 1−10.
We define ϕ : R −→ S−1R by ϕ(r) = 1−1r.
In order to multiply s−1

1 a1 with s−1
2 a2, we use Rs2 ∩ Sa1 6= ∅ to find r ∈ R and s ∈ S

such that rs2 = sa1. Then we define s−1
1 a1s

−1
2 a2 = s−1

1 s−1ra2 = (ss1)−1ra2.
The identity element is 1−11.
It can be proved that ϕ is a morphism of rings with

kerϕ = {a ∈ R | (1, a) ∼ (1, 0)} = {a ∈ R | sa = 0 for some s ∈ S}.
For every s ∈ S, ϕ(s) is invertible with inverse s−11.

Hence every element of S−1R is written as ϕ(s)−1ϕ(a) = s−1a. �

Definitions 3.3. Let S be a multiplicative set of a ring R.
(a) If S satisfies conditions (i) and (ii) of Theorem 3.2, then S is called a left denominator

set .
(b) If S satisfies only condition (i) of Theorem 3.2, then S is said to be a left Ore set . �

An important property of Ore localization is that a finite number of fractions can be
brought to a common denominator. More precisely

Remark 3.4. Let R be a ring and S a left denominator set. By an iteration of what has been
done in (8), given a finite number of elements s−1

1 a1, . . . , s
−1
n an ∈ S−1R, there exist s ∈ S

and b1, . . . , bn ∈ R such that s−1b1 = s−1
1 a1, . . . , s

−1bn = s−1
n an. �

Most of the situations that we will be interested in, to verify that a certain multiplicative
set S is a left denominator set, it is enough to show that S is a left Ore set. We proceed to
state this result which will be used without any further reference. But before that, we need
to give a definition.

Definition 3.5. Let R be a ring. A left ideal I of R is called an annihilator left ideal if it is
the left annihilator of a non-empty set X of R, i.e. I = {r ∈ R | rx = 0 for all x ∈ X}. �

Lemma 3.6. Let R be a ring. Let S be a multiplicative set of R. If either
(i) S consists of non-zero-divisors, or
(ii) S consists of central elements, or
(iii) R satisfies the ascending chain condition on annihilator left ideals,
then S is a left denominator set provided S is a left Ore set. �

Definition 3.7. Let R be a ring.
(a) Suppose that R is a subring of a ring A. We say that R is a left order in A if

(i) every non-zero-divisor of R is invertible in A, and
(ii) every element of A has the form s−1r, where a ∈ R, and s is a non-zero-divisor of R.

In this event the set S consisting on all non-zero-divisors of R is a left Ore set and
A = S−1R.

(b) The ring R is said to be left Goldie if it satisfies:
(i) the ascending chain condition on annihilator left ideals, and
(ii) R does not contain an infinite direct sum of non-zero left ideals. �
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The following result is known as Goldie’s Theorems.

Theorem 3.8. Let R be a ring.
(i) R is a left order in a semisimple ring A if and only if R is a semiprime left Goldie ring.
(ii) R is a left order in a simple artinian ring if and only if R is a prime left Goldie ring. �

Of course there exist right versions of these results and definitions: right Ore ring of
fractions, right Ore set, right order, right Goldie ring,...

Definitions 3.9. (a) A ring R is an order in a ring A provided R is a left and a right order
in A.

(b) A subset S of a ring R is an Ore set if it is both a left and a right Ore set.
(c) If a subset S of a ring R is a left and a right denominator set, then the universal properties

of the left and the right Ore ring of fractions imply that RS−1 ∼= S−1R as R-rings. In
this case S−1R is called the Ore ring of fractions. �

Now we present an example that we will need later in Chapter 7. The proof can be found
in [Coh95, Theorem 2.3.1].

Proposition 3.10. Let k be a division ring, and let α : k → k be a morphism of rings. Con-
sider the skew polynomial ring k[x;α] and the skew power series ring k[[x;α]]. Let
S = {1, x, . . . , xn, . . . }. Then S is a left Ore set whose inversion yields the division ring
S−1k[[x;α]] which contains k[x;α] and k[[x;α]], consisting of all power series of the form

x−r
∞∑
n=0

anx
n, r ≥ 0, an ∈ k for each n ≥ 0.

Moreover, if α is an automorphism, then every element of S−1k[[x;α]] can be expressed as a
series

∑
n≥s

bnx
n, with s ∈ Z and bn ∈ k for each n. Therefore S−1k[[x;α]] = k((x;α)). �

Remark 3.11. Let k be a division ring, and let α : k → k be a morphism of rings. Consider

the division ring S−1k[[x;α]]. In general, the expression of a series x−r
∞∑
n=0

anx
n is not unique.

Indeed, let A = x−r
∞∑
n=0

anx
n and B = x−s

∞∑
n=0

bnx
n be series in S−1k[[x;α]] with r ≥ s, then

A = B iff an = 0 for 0 ≤ n < r − s and an+r−s = αr−s(bn) for n ≥ r − s. (9)

On the other hand, if α is an isomorphism, then every series in S−1k[[x;α]] can be ex-
pressed in the form

∑
n≥s

anx
n, and this expression is unique. �

In general, if a ring R is not commutative, given a right R-module M and a subset S of
R, we cannot talk about the S-torsion submodule of M . On the other hand, this can be done
if S happens to be a right Ore subset.

Lemma 3.12. Let R be a ring and S a multiplicative subset of R. Then
(i) S is a right Ore set if and only if the set TS(M) = {m ∈ M | ms = 0 for some s ∈ S}

is a submodule for each M ∈ Mod-R.
(ii) S is a left Ore set if and only if the set TS(M) = {m ∈M | sm = 0 for some s ∈ S} is

a submodule for each M ∈ R -Mod.
Moreover, if (i) holds, then TS(M) is the trace submodule∑
s∈S
{f(R/sR) | f ∈ HomR(R/sR,M)}; and if (ii) holds, then TS(M) is the trace submod-

ule
∑
s∈S
{f(R/Rs) | f ∈ HomR(R/Rs,M)}.
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Proof. We prove (i), then (ii) follows by symmetric arguments. Suppose that S is a
right Ore set and M a right R-module. Let m ∈ TS(M). Then there exists s ∈ S such that
ms = 0. For each r ∈ R, there exist s′ ∈ S and r′ ∈ R such that rs′ = sr′ because S is a right
Ore set. Hence (mr)s′ = msr′ = 0, i.e. mr ∈ TS(M). Suppose now that m1,m2 ∈ TS(M).
Let s1, s2 ∈ S such that m1s1 = m2s2 = 0. By the foregoing, m2s1 ∈ TS(M). Thus there
exists w2 ∈ S such that m2s1w2 = 0. Notice that s1w2 ∈ S. Then

(m1 +m2)s1w2 = (m1s1)w2 + (m2s1)w2 = 0,

that is, m1 +m2 ∈ TS(M).
Conversely, suppose that TS(M) is a submodule for each M ∈ Mod-R. For any s ∈ S and

r ∈ R, consider the right R-module M = R/sR. Clearly 1̄ ∈ TS(M). Hence, r̄ = 1̄r ∈ TS(M)
because TS(M) is a submodule. Thus there exist s′ ∈ S and r′ ∈ R such that rs′ = sr′.

Now suppose that (i) holds and that M is a right R-module. Then m ∈ TS(M) iff there ex-
ists s ∈ S such thatms = 0 iff there exists a morphism of right R-modules f : R/sR→M with
f(1̄) = m. Now observe that for each s ∈ S and morphism of right R-modules f : R/sR→M ,
then f(1̄) ∈ TS(M). Thus f(R/sR) = f(1̄)R ⊆ TS(M), and then∑

{f(R/Rs) | s ∈ S} ⊆ TS(M),

because TS(M) is a submodule of M . �

Definition 3.13. Let R be a ring, S a right (left) Ore subset of R and M a right (left)
R-module. The submodule TS(M) is called the S-torsion submodule of M . We say that M
is S-torsion-free if TS(M) = 0, and that M is S-torsion if TS(M) = M .

Suppose that S is a right (left) Ore subset that consists of all non-zero-divisors of R. If
TS(M) = 0, we usually say that M is torsion-free instead of S-torsion-free. If TS(M) = M ,
we usually say that M is torsion instead of S-torsion. �

Some other important properties of Ore localization for us are contained in the following
result.

Proposition 3.14. Let R be a ring and S a left denominator set. Then the following state-
ments hold:

(i) S−1R is a flat right R-module. That is, for every exact sequence of left R-modules
0→ B → C → D → 0, then 0→ S−1R⊗R B → S−1R⊗R C → S−1R⊗R D → 0 is an
exact sequence of left S−1R-modules.

(ii) Let M be a left R-module. Then the kernel of the natural map ψ : M → S−1R ⊗R M ,
m 7→ 1⊗m, equals TS(M).

Sketch of the proof. (i) can be proved by verifying the conditions of a flatness test:
the map S−1R⊗R I → S−1RI, defined by s−1r ⊗ y 7→ s−1ry, is an isomorphism of abelian
groups for each left ideal I of the ring R, see [Lam99, Lemma 4.12].

(ii) It can be proved that there exists a “left Ore module of fractions” S−1M in the same
way as the construction of S−1R. The elements are of the form s−1m for each s ∈ S and m ∈
M . The kernel of the natural map ϕ : M → S−1M is TS(M). It has the following universal
property: for each morphism of left R-modules ψ : M → N such that the action of s on N is
bijective, there exists a unique morphism of left R-modules f : S−1M → N such that fϕ = ψ.
Therefore there exists a unique morphism of left R-modules f : S−1M → S−1R⊗RM such
that fϕ = ψ. By the universal property of the tensor product, there exists a morphism
g : S−1R ⊗RM → S−1M Then both compositions of f and g give the identity. Then ψ has
kernel TS(M). �
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2. Division rings of fractions

In this section we present concepts and examples that will be used throughout these pages.

Definitions 3.15. Let R be a ring.
(a) By an R-ring we understand a ring L with a given morphism of rings p : R −→ L. Given

another R-ring L′ with morphism of rings p′ : R −→ L′, by a morphism of R-rings we
understand a morphism of rings q : L −→ L′ such that qp = p′. When q is an isomorphism
(automorphism) we say q is an R-isomorphism (R-automorphism). If R is a commutative
ring and the image of the morphism of rings p : R −→ L is contained in the center of L,
we usually say that L is an R-algebra.

Suppose that R is embedded in a division ring E, R ↪→ E.
(b) We define the division ring of fractions of R inside E, denoted E(R), as the R-ring which

is the intersection of all division subrings of E that contain (the image of) R. Of course
E(R) is a division ring. Notice that different embeddings of R inside E give different
division rings of fractions of R inside E.

(c) We say that a division ringD is a division ring of fractions of R if there exists an embedding
of R inside D such that D = D(R).

(d) Let R ↪→ D1 and R ↪→ D2 be two division rings of fractions of R. We say that they are
isomorphic division rings of fractions (of R), if D1 and D2 are isomorphic as R-rings. �

The following remark is very important. The situation described in it will be most helpful
for us through Chapters 5-7.

Remark 3.16. The division ring of fractions D of R inside E can be constructed from R in
the following way. Let S be a set of generators (as a ring) of R. Let X0 be the empty set and
X1 = (R \ {0})−1. Now suppose that we have defined Xr for all natural numbers r ≤ n. Then
we define Qr(R,E) to be the subring generated by S ∪Xr, and set

Xn+1 = (Qn(R,E) \Qn−1(R,E))−1 ∪Xn.

Let X = ∪
n≥0

Xn. We have defined an ascending chain of subsets (Xn)n∈N and of subrings

(Qn(R,E))n∈N of E. Hence ∪
n≥0

Qn(R,E) is a subring of E. Moreover, it contains R and

every nonzero element of it is invertible. Thus D ⊆ ∪
n≥0

Qn(R,E). Notice that for each n ≥ 0,

Qn(R,E) is contained in the subring of E generated by S and X, and that Xn ⊆ D for each
n. Thus D = ∪

n≥0
Qn(R,E) and D equals the subring of E generated by S and X.

Notice that we could also have defined Q0(R,E) = R, and for each n ≥ 0

Qn+1(R,E) = subring of E generated by {s−1, r | r, s ∈ Qn(R,E), s 6= 0}

as it is done in [Fis71]. Being this last definition easier, we are inspired by the first one to
produce Section 4 in Chapter 5.

In summary the elements of D can be built up from elements of R (or of S) in stages
using addition, subtraction, multiplication and division by nonzero elements, and for each
n ≥ 0, Qn(R,E) is the set of elements of D which can be obtained using at most n nested
inversions. �

In general, as we have explained in the Introduction, unlike in the commutative case, a
domain may not have a division ring of fractions or may have more than one (see Chapter 7).
However the Ore situation is very similar to the commutative one.



48 Chapter 3. Localization

Definition 3.17. Let R be a ring. When R is a domain and S \ {0}, then the left Ore
condition can be re-expressed in the equivalent form: Rr1∩Rr2 6= (0) for any r1, r2 ∈ R \ {0}.
If S satisfies the left Ore condition, we say that R is a left Ore domain. The left Ore ring of
fractions S−1R is usually denoted by Qlcl(R). Observe that Qlcl(R) is a division ring because
the inverse of s−1r is r−1s for each s, r ∈ R \ {0}. So we usually call Qlcl(R) the left Ore
division ring of fractions of R. �

Now the universal property of Qlcl(R) implies that a (left/right) Ore domain has a unique
division ring of fractions.

Theorem 3.18. Let R be a (left) Ore domain. Then ϕ : R ↪→ Qlcl(R) is a division ring of
fractions of R. Furthermore, for every embedding ψ : R ↪→ E of R in a division ring E, there
exists a unique monomorphism f : Qlcl(R) → E such that fϕ = ψ. Therefore we can suppose
that Qlcl(R) is embedded in every division ring which contains R. �

Observe that if R is a left Ore domain and D = Qlcl(R), then, under the notation of
Remark 3.16, D = Q1(R,D) = ∪

n≥0
Qn(R,D).

Some (left) Ore division rings of fractions we will deal with are the following ones. For a
proof see for example [Lam99] and [GW89].

Proposition 3.19. The following statements hold:
(i) If R is a left (right) noetherian domain, then R is a left (right) Ore domain.
(ii) Let k be a division ring and α : k → k be a ring endomorphism. Then k[x;α] is a

principal left ideal domain. Thus k[x;α] is a left Ore domain with left Ore division ring
of fractions denoted by k(x;α). Moreover, if α is an automorphism, then k[x;α] and
k[x, x−1;α] are principal right and left ideal domains and have as Ore division ring of
fractions k(x;α).

(iii) Let R be a domain and α : R → R be a ring endomorphism. If R is a left Ore domain,
then so is R[x;α]. Indeed, if D is the left Ore division ring of fractions of R, then D(x;α)
is the left Ore division ring of fractions of R[x;α]. Moreover, if α is an automorphism,
then R[x, x−1;α] is a left Ore domain. �

3. Matrix Localization

In this section we present the concepts and results on matrix localization that we will need
in the forthcoming chapters. Most of the proofs are omitted. They can be found in [Coh95]
and [Coh85], where the concepts in this section are discussed in full detail.

3.1. Epic R-division rings. We now study the morphisms of rings from a given ring to
division rings.

Definitions 3.20. Let R be a ring, and let p : R→ F be an R-ring.
(a) If F is a division ring, we say that F is an R-division ring .
(b) If p : R → F is a division ring of fractions of im p, we say that F is an epic R-division

ring. �

If R is commutative, epic R-division rings p : R→ L are determined up to R-isomorphism
by the kernel of p. More precisely,

Remark 3.21. Let R be a commutative ring. The map

{Prime ideals of R} −→ {R-isomorphism classes of epic R-division rings}
p 7−→ Q(R/p)
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is bijective, where Q(R/p) is the field of fractions of R/p and has the natural R-ring structure
given by R −→ R/p ↪→ Q(R/p). �

Let R be a ring and F an epic R-division ring with p : R→ F. In the noncommutative case,
the kernel of the morphism p is not sufficient to describe R-division rings. For example, in
Chapter 7 we present non-isomorphic division rings of fractions of the free algebra (therefore
ker p = 0).

If R is commutative, the epic R-division ring F can be also constructed from the local-
ization Rp, where p = ker p, p : R → F. Since the image of the elements of R \ p by p are
invertible, we get an R-morphism of rings Rp → F whose kernel is pRp. Hence, F ∼= Rp/pRp

as R-division rings. It is this second way of constructing epic R-division rings the one that
generalizes to the noncommutative setting, but, considering elements which map to zero is not
enough, the matrices which become singular must be taken into account. What follows tries
to explain this last assertion in more detail.

We begin with the construction of the localization of a ring at a certain set of matrices.

Definitions 3.22. Let R be a ring. Let Σ be a set of matrices over R.
(a) A morphism of rings f : R → R′ is called Σ-inverting if, for each A = (aij) ∈ Σ,

fA = (f(aij)) is an invertible matrix over R′. Notice that for morphisms to division rings
only square matrices will play a role.

(b) A Σ-inverting morphism of rings f : R→ R′ is universal Σ-inverting if, for each Σ-inverting
morphism ψ : R → S, there exists a unique morphism of rings ψ̄ : R′ → S such that
ψ̄f = ψ. �

Theorem 3.23. Let R be a ring. Let Σ be a set of matrices over R. Then there exists a ring
RΣ and a universal Σ-inverting morphism of rings λ : R→ RΣ.

Proof. For every m×n matrix A = (aij) ∈ Σ, we choose mn symbols a′ji which we adjoin
to R, with defining relations the ones given by entries of the matrices equalities

AA′ = Im, A′A = In,

where A′ = (a′ji), and Im, In denote the identity matrices of orders m and n respectively. We
denote the resulting ring by RΣ. Notice that, by construction, the natural morphism of rings
λ : R → RΣ is Σ-inverting and the inverse of λA is A′. Given any Σ-inverting morphism of
rings f : R → R′, we define f ′ : RΣ → R′ by mapping λa (for a ∈ R) to f(a) and a′ji to the
(j, i)-th entry of the inverse of fA. Any relation in RΣ is a consequence of the relations in
R and the relations expressing that A′ is the inverse of λA. All these relations hold in R′,
so f ′ is well-defined and it is a morphism of rings. It is unique because its values on λR are
prescribed, as well as on (λA)−1, by the uniqueness of inverses. �

Definition 3.24. Let R be a ring. Let Σ be a subset of matrices over R. Then the ring RΣ

constructed in Theorem 3.23 is called the universal Σ-inverting ring or the localization of R
at Σ. �

From the localization of a ring R at certain sets of matrices it is possible to obtain all epic
R-division rings.

Definition 3.25. Let R be a ring. Given an R-division ring F , with map p : R → F, by the
prime matrix ideal of F (or of p), we understand the collection of all square matrices over R,
of all orders, which map to non-invertible matrices over F. If P is the set of all such matrices,
then we can define a localization RP , analogous to Rp in the commutative case. Let Σ be
the complement of P in the set of all square matrices over R. Thus Σ consists of all square
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matrices over R which become invertible over F. Then the universal Σ-inverting ring RΣ is
usually written RP , just as we write Rp in the commutative case. �

The construction of an epic R-division ring can be described in terms of its prime matrix
ideal.

Theorem 3.26. Let R be any ring and F an epic R-division ring with prime matrix ideal P.
Then the localization RP is a local ring with residue class division ring F. �

So we have as many epic R-division rings as prime matrix ideals, analogously as in the
commutative case we have as many epic R-division rings as prime ideals.

What matrices are the candidates to become invertible in a division ring? Full matrices.

Definition 3.27. Let R be a ring.
(a) Let A be an n × n square matrix over R. Consider the different ways of writing A as a

product
A = PQ,where P is n× r and Q is r × n (10)

for varying r. If in every representation of A we have r ≥ n, A is said to be full. Observe
that, if R is a division ring, then a matrix A is full if and only if A is invertible.

(b) Two square matrices A,A′ over R of the same size are associated if A′ = PAQ with P,Q
invertible over R. Notice that if A,A′ are associated, then A is full if and only if A′ is full.

(c) Let A be an n×n square matrix over R. We say that A is hollow if it has a zero submatrix
of size r × s with r + s > n. �

The set of full matrices is the biggest set of matrices we can try to invert in a division
ring. For some rings R, it is possible to find an epic R-division ring such that all full matrices
become invertible, see Section 3.2. In fact, this epic R-division ring will be a division ring of
fractions of R, for note that any nonzero element of R is a 1×1 full matrix. On the other hand,
in general, not all full matrices over a ring R become invertible over an epic R-division ring,
see Example 3.34. Furthermore, this happens for many rings as the following useful remark
shows. It is taken from [Lew74].

Remark 3.28. Let R be a ring that has a non-free finitely generated projective module P .
Then R has a full matrix which is not invertible in any division ring which R embeds.

Proof. Let M be a free module of least rank n such that M = P1 ⊕ P ∼= Rn. Let A be
the n × n matrix which gives the projection over P . Then A is an idempotent, not zero and
not the identity. Hence A is not invertible in any division ring in which A embeds. Now we
prove that A is full. Suppose that A is not full, then

Rn
A //

""D
DD

DD
DD

D Rn

Rm
C

<<zzzzzzzz

with m < n. Let N be the image of the matrix C. Then P ⊆ N and P is a direct summand
of N since it is of Rn. So we have Rm C→ N → P → 0. Hence P is a direct summand of Rm,
contradicting the minimality of n. �

Hollow matrices are an important set of non-full matrices.

Lemma 3.29. Let R be a ring and A an n× n hollow matrix over R. Then A is not full.
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Proof. Suppose that A has a zero submatrix of size r × s with r + s > n. Since any two
associated matrices are simultaneously full or not, we can suppose

n−s s

A =
(
P 0
Q S

)
r

n−r

Then

A =
(
P 0
Q S

)
=
(
P 0
0 In−r

)(
In−s 0
Q S

)
where the matrices are n × (n − s + n − r) and (n − s + n − r) × n. Therefore, if r + s > n,
we get n− s+ n− r < n. �

Let R be a ring. The epic R-division rings can be made into a category. To take morphisms
of R-rings as morphisms would be too restrictive, as all maps would then be isomorphisms.
To see that let f : F1 → F2 be a morphism of R-rings between epic R-division rings. Since F1

is a division ring and ker f is a proper ideal of F1, f is injective. Then f is onto because f(F1)
is a subdivision ring of F2 which contains the image of R and F2 is an epic R-division ring.

A workable notion of morphism in this category is that of specialization.

Definitions 3.30. Let R be a ring and F,L, T be epic R-division rings.
(a) A local morphism between F , L is a morphism of R-rings f : F0 → L, whose domain

F0 is an R-subring of F , which maps non-units to non-units. Since L is a division ring,
this means that the non-units in F0 form an ideal (= ker f). Hence F0 is a local ring.
Moreover, since L is an epic R-division ring, then F0/ ker f ∼= L, because the image of f
is a division ring isomorphic to F0/ ker f that contains R.

(b) Suppose that f : F → L and g : L → T are local morphisms with domains F0 and L0

respectively. Let F ′0 = f−1(L0). We define the composition gf as the local morphism
obtained by the restriction gf : F ′0 → T.

(c) Two local morphisms between F and L are said to be equivalent if there is a subring of F
on which both are defined, and on which they agree and again define a local morphism.
It is easy to see that it is an equivalence relation.

(d) An equivalence class of local morphisms between epic R-division rings is called a special-
ization. In this way we obtain for each ring R, a category with epic R-division rings as
objects and specializations as morphisms. �

Example 3.31. Let R be a commutative ring. Let F1 and F2 be epic R-division rings. By
Lemma 3.21, there exist p1, p2 prime ideals of R such that p1 = ker p1, p2 = ker p2 and
F1
∼= Rp1/p1Rp1 , F2

∼= Rp2/p2Rp2 . Then there exists a specialization f : F1 → F2 if and only
if p1 ⊆ p2. �

We have just seen that, in the commutative case, a specialization between epic R-division
rings can be characterized in terms of the corresponding prime ideals, i.e. kernels. In general, a
specialization between epic R-division rings can be characterized in terms of the corresponding
prime matrix ideals:

Theorem 3.32. Let R be a ring. Let F1, F2 be epic R-division rings with prime matrix ideals
P1,P2 and corresponding localizations RP1 , RP2 . Then the following conditions are equivalent:

(i) There is a specialization β : F1 → F2.
(ii) P1 ⊆ P2.
(iii) there is a morphism of R-rings RP2 → RP1 .
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Further, if there are specializations F1 → F2 and F2 → F1, then F1 and F2 are R-isomorphic.
�

Definitions 3.33. Let R be a ring.
(a) A universal R-division ring is an epic R-division ring F such that for every other epic

R-division ring T there exists a specialization F → T. That is, F is an initial object in
the category of epic R-division rings. By Theorem 3.32, it means that R has a least prime
matrix ideal.

(b) If F is a universal R-division ring such that R ↪→ F , we say that F is the universal division
ring of fractions of R. Notice that if R has a universal R-division ring F and a division
ring of fractions T, then F is a universal R-division ring of fractions. This is because the
specialization from F to T is a morphism of R-rings. �

Example 3.34. (a) Let R be a commutative ring. Suppose that R has a least prime ideal p.
Then Q(R/p), the field of fractions of R/p, is a universal R-division ring by Example 3.31.
In particular, if R is a commutative domain, the field of fractions of R is the universal
R-division ring of fractions.

Let R = k[x, y, z]. The field of fractions F = k(x, y, z) is the universal R-division ring

of fractions. It can be proved that the matrix A =
(

0 z −y
−z 0 x
y −x 0

)
is full over R, but it is

not invertible over F because A
( x
y
z

)
= 0.

(b) More generally, let R be a left Ore domain. If R has a universal division ring of fractions,
then it is Qlcl(R). Indeed, if there is a specialization from an epic R-division ring D

to Qlcl(R), then R embeds in D since R embeds in Qlcl(R). Then the fact that D is
an epic R-division ring and the universal property of Ore localization implies that D is
R-isomorphic to Qlcl(R). Therefore the prime matrix ideal of Qlcl(R) is a minimal prime
matrix ideal. �

The following result will be useful for us in Chapter 6. The statement is a slight general-
ization of [LL78, Lemma 1] while the proof remains the same.

Lemma 3.35. Let R be a ring. Let F and L be epic R-division rings, and ρ an R-specialization
from F to L. Suppose that S is a subring of F contained in the domain of ρ. If L(ρ(S)) is an
S-division ring of fractions with a minimal prime matrix ideal, then F (S) is an S-division ring
of fractions contained in the domain of ρ, and so ρ maps F (S) isomorphically onto L(ρ(S)).

Proof. Let F0 be the domain of ρ. Then F and L are F0-division rings, via the inclusion
F0 ↪→ F and via ρ : F0 → L, and ρ is an F0-specialization. Let Σ be the set of matrices
over S that become invertible over L(ρ(S)). Observe that each matrix of Σ is invertible over
F0 because it is invertible over its residue class division ring, F0/ ker ρ ∼= L. Thus they are
invertible over F . The matrices of Σ are also invertible over F (S) because, when considered
as endomorphisms of F (S)-vectorial spaces of finite dimension, they are injective. Therefore
F (S) is R-isomorphic to L(ρ(S)) by Theorem 3.32 and the minimality of the prime matrix
ideal of L(ρ(S)). Note that there exists a morphism of S-rings f : SΣ → F0 whose image is
contained in F (S) and that composed with ρ has image L(ρ(S)). Which implies that there is
an onto R-morphism of rings from a subring of F (S) to L(ρ(S)). Therefore, the image of f is
exactly F (S), i.e. F (S) is contained in F0. �

3.2. Firs, Semifirs and Sylvester domains. In this section we briefly talk about some
classes of rings with a universal division ring of fractions. They are the classes of firs and
semifirs, introduced by P.M. Cohn [Coh64], and Sylvester domains, introduced by W. Dicks
and E. Sontag [DS78].
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Definitions 3.36. Let R be a non-zero ring.
(a) R is a semifir if every finitely generated left ideal is free, of unique rank. This condition

is known to be left-right symmetric.
(b) R is a left fir if every left ideal is free, of unique rank. Right fir is defined similarly. R

is a fir if it is left and right fir. This condition is not left-right symmetric. Observe that
clearly a left fir is a semifir. �

Examples 3.37. Some trivial, but important examples of firs are the following:
(a) A division ring is a fir.
(b) A principal left (right) ideal domain is a left (right) fir. In particular, if k is a division

ring and α is an automorphism of k, the skew Laurent polynomial ring k[x, x−1;α] is a
fir. �

Other important examples, constructed from these ones, will be given in Example 3.43
and Theorem 4.22.

Definitions 3.38. Let R be a ring.
(a) A relation of r terms

a · b = a1b1 + . . .+ arbr = 0, (11)
a1, b1, . . . , ar, br ∈ R, is said trivial if for each i = 1, . . . , r, either ai = 0 of bi = 0. If there
is an invertible r × r matrix P over R such that aP−1 · Pb = 0 is a trivial relation, then
(11) is said trivializable.

(b) More generally, a matrix product
AB = 0, (12)

where A is m × r and B is r × n is trivializable if there is an invertible r × r matrix P
over R which trivializes (12), i.e. such that for each i = 1, . . . , r either the i-th column of
AP−1 or the i-th row of PB is zero.

(c) Let A be an m× n matrix over R. Consider all factorizations

A = PQ, where P is m× r and Q is r × n.
When r has the least possible value, r is called the inner rank of A, written rA. Observe
that if A is an s× s full matrix, then rA = s.

(d) If R is a non-zero ring, we say that R is a Sylvester domain if for any matrices A and B
over R such that the number of columns of A equals the number of rows of B, equal to n,
say, the following condition holds:

AB = 0 =⇒ rA+ rB ≤ n.

(e) Two square matrices A,A′ are stably associated if
(
A 0
0 I

)
and

(
A′ 0
0 I′

)
are associated for

some identity matrices I, I ′ of appropiate size. �

The following result relates all the foregoing concepts.

Proposition 3.39. Let R be a non-zero ring. R is a semifir if and only if for every r, every
relation as (11) of r terms is trivializable. Moreover, the following statements hold:

(i) If R is a semifir, then every matrix product AB = 0 as (12) is trivializable for every r.
(ii) If R is a semifir, then R is a Sylvester domain. �

Now we state one of the main results of this section.

Theorem 3.40. Let R be a ring. The following conditions are equivalent:
(i) R is a Sylvester domain.
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(ii) If Φ denotes the set of all full matrices over R, then RΦ, the localization of R at Φ, is a
division ring.

In this event RΦ is the universal division ring of fractions of R.
In particular, for any fir or any semifir R, the localization RΦ at the set Φ of all full

matrices is the universal division ring of fractions for R, and all full matrices become invertible
via R→ RΦ. �

Definition 3.41. Let k be a division ring. Let (Ri)i∈I be a family of k-rings. By ∗
k
Ri we

mean the ring coproduct of the family (Ri)i∈I over k. It is a k-ring with a morphism of k-rings
ui : Ri → ∗

k
Ri for every i such that if R′ is a k-ring with morphism of k-rings vi : Ri → R′ for

every i, then there exists a unique morphism of k-rings f : ∗
k
Ri → R′ such that fui = vi for

all i ∈ I. �

The following result is our key to construct the firs and semifirs we are interested in. The
part corresponding to Sylvester domains can be found in [DS78].

Theorem 3.42. Let k be a division ring. Let (Ri)i∈I be a family of k-rings. The following
statements hold:

(i) If {1} ∪ Si is a left k-basis of Ri, then the monomials on ∪
i∈I

Si, such that no two succes-

sive letters of which are in the same factor, form together with 1, a left k-basis for the
coproduct ∗

k
Ri.

(ii) Suppose that Ri is a fir (semifir, Sylvester domain) for each i ∈ I. Then ∗
k
Ri is a fir

(semifir, Sylvester domain). �

Example 3.43. Let k be a division ring, and let (Di)i∈I be a family of k-division rings. By
Examples 3.37, each Di is a fir. Hence ∗

k
Di is a fir by Theorem 3.42. Therefore ∗

k
Di has a

universal division ring of fractions by Theorem 3.40. �

Definition 3.44. Let k be a division ring. Let (Di)i∈I be a family of k-division rings. The
universal division ring of fractions of ∗

k
Di, denoted by ◦

k
Di, will be called the division ring

coproduct of {Di}i∈I . �

Observe that for each division ring of fractions D in which all Di embed, there exists a
specialization from ◦

k
Di to the epic ∗

k
Di-division ring inside D.

4. Universal Localization

In this section we present the results on universal localization that will be needed in
Chapter 8. Most of the proofs and details are omitted. The reader is referred to [Sch85] from
where we have taken the results. We begin by fixing some notation.

Notation 3.45. Let R be a ring. Let P and Q be projective right R-modules. Let Σ be a
class of morphisms between finitely generated projective right R-modules.
(a) By PR (respectively RP) we denote the category of all finitely generated projective right

(left) R-modules.
(b) By P ∗ we denote the projective left R-module HomR(P,R).
(c) If α ∈ HomR(P,Q), we denote by α∗ the morphism of left R-modules α∗ : Q∗ → P ∗ defined

by γ 7→ γα.
(d) By Σ∗ we will denote the class {α∗ | α ∈ Σ}. �
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Definition 3.46. Let R be a ring. Let Σ be a class of morphisms between finitely generated
projective right R-modules. The universal localization of R at Σ is a ring RΣ with a morphism
of rings λ : R→ RΣ such that:

(a) λ is Σ-inverting, i.e. if α : P → Q, α ∈ Σ, then α ⊗R 1RΣ
: P ⊗R RΣ → Q ⊗R RΣ is an

isomorphism of right RΣ-modules.
(b) λ is universal Σ-inverting, i.e. if S is a ring such that there exists a Σ-inverting morphism

ψ : R→ S , then there exists a unique morphism of rings ψ̄ : RΣ → S such that ψ̄λ = ψ.

In the same way can be defined the universal localization at a class of morphisms between
finitely generated projective left R-modules. �

Remarks 3.47. Let R be a ring, and let Σ be a class of morphisms between finitely generated
projective right R-modules.

(a) The universal localization of R at Σ, λ : R→ RΣ is unique up to isomorphism of R-rings
because λ is universal Σ-inverting, i.e. if λi : R → Si, i = 1, 2, are universal localizations
of R at Σ, there exists a unique isomorphism of rings ϕ : S1 → S2 such that ϕλ1 = λ2.

(b) RΣ∗ is isomorphic to RΣ as R-rings. Notice that applying Lemma 1.9 and the Hom-tensor
adjunction we get the following natural isomorphisms for every Q ∈ PR

RΣ ⊗R Q∗ ∼= HomR(Q,RΣ) ∼= HomR(Q,HomRΣ
(RΣ, RΣ)) ∼=

∼= HomRΣ
(Q⊗R RΣ, RΣ) ∼= (Q⊗R RΣ)∗.

Hence α ⊗ 1RΣ
is invertible if and only if 1RΣ

⊗ α∗ is invertible if and only if (α ⊗ 1RΣ
)∗

is invertible for each α ∈ Σ. �

Examples 3.48. Let R be a ring.

(a) If S ⊂ R is a left denominator set, then the left Ore localization S−1R is the universal
localization of R at all the morphisms of right R-modules αs : R→ R, defined by r 7→ sr,
for each s ∈ S. Equivalently, S−1R is the universal localization of R at the morphisms of
left R-modules α∗s for each s ∈ S given by right multiplication by s.

First notice that 1S−1R ⊗ αs : R ⊗R S−1R ∼= S−1R −→ R ⊗R S−1R ∼= S−1R,
b−1a 7→ sb−1a is invertible since s is invertible in S−1R.

Let ψ : R→ S be such that the morphism of right S-modules αs⊗1S : R⊗RS ∼= S → S,
x→ sx is invertible for each s ∈ S. Let t be the image of 1 by the inverse of αs⊗1S . Then
st = ts = 1. That is, the image of s in S is invertible. Now there exists a unique morphism
of rings ψ̄ : S−1R→ S such that ψ = ψ̄λ by the universal property of Ore localizations.

Since α∗s is given by right multiplication by s for each s ∈ S, an analogous argument
as before shows that S−1R is the universal localization of R at the morphisms of left
R-module α∗s for each s ∈ S.

In the same way, if S is a right denominator set, then RS−1 is the universal localization
of R at the maps αs, for each s ∈ S and RS−1 is the universal localization at the maps
α∗s for each s ∈ S.

(b) If Σ is a set of matrices over R, then Σ can be seen as a set of morphisms between finitely
generated free right (left) R-modules. Then the localization of R at these morphisms
coincides with the localization of R at the set of matrices Σ by Theorem 3.23. �

Definitions 3.49. Let R be a ring and α : P → Q, α′ : P ′ → Q′ be two morphisms of right
R-modules.
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(a) The morphisms α and α′ are said to be associated if there is a commutative square of
morphisms of right R-modules

P
α //

��

Q

��
P ′

α′ // Q′

where the vertical maps are isomorphisms. Observe that this defines an equivalence rela-
tion among the morphisms of right R-modules.

(b) Suppose that P,Q ∈ PR. Let E = E2 ∈ Mn(R) and F = F 2 ∈ Mm(R) be such that
P ∼= ERn and Q ∼= FRm. Since HomR(ERn, FRm) ∼= FMm×n(R)E, there exists a unique
matrix A ∈ Mm×n(R) such that the following diagram of morphisms of right R-modules
is commutative

P
α // Q

∼=
��

ERn

∼=

OO

A //___ FRm

and FAE = A. We say that (E,A, F ) represents α or that (E,A, F ) is a representative
of α �

Theorem 3.50. Let R be a ring, and let Σ be a class of morphisms between finitely generated
projective right R-modules. Then the universal localization of R at Σ exists.

Proof. We claim that we may suppose that Σ is a set. For each α ∈ Σ, let (Eα, Aα, Fα)
be a representative of α. Observe that the different representatives form a set since they are
elements of Mn(R) ×Mm×n(R) ×Mm(R), m,n ∈ N. Moreover, let R → S be a Σ-inverting
morphism of rings. Then, the commutativity of the diagram

P ⊗R S
α⊗1S // Q⊗R S

∼=
��

EαR
n ⊗R S

∼=

OO

FαR
m ⊗R S
∼=
��

EαS
n

∼=

OO

Aα //______ FαS
m

(13)

for each α ∈ Σ, implies that α ⊗ 1S is invertible if and only if there exists a (unique) matrix
Bα ∈Mm×n(S) such that BαAα = E, AαBα = F and EBαF = Bα. This proves our claim.

Suppose that Σ is a set. For each α ∈ Σ, let (Eα, Aα, Fα) be a representative of α. For
every mα × nα matrix Aα = (aαij), we choose mn symbols bαji which we adjoin to R, with
defining relations the ones given by the entries of the matrix equalities

BαAα = Eα, AαBα = Fα, EαBαFα = Bα (14)

where Bα = (bαji). We denote the resulting ring by RΣ. Notice that, by construction, the
natural morphism of rings λ : R → RΣ is Σ-inverting and (Fα, Bα, Eα) represents the inverse
of α for each α ∈ Σ. Let ψ : R → R′ be a Σ-inverting morphism of rings. For each α ∈ Σ,
by (13), there exists a unique m × n matrix Cα over R′ such that CαAα = Eα, AαCα = Fα,
EαCαFα = Cα. We define ψ̄ : RΣ → R′ by mapping λa (for a ∈ R) to ψ(a) and bαji to the
(j, i)-th entry of Cα. Any relation in RΣ is a consequence of the relations in R and the relations
in (14). All these relations hold in R′, so ψ̄ is well-defined and it is a morphism of rings. It is
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unique because the values on R are prescribed, as well as the ones on bαji by the uniqueness of
Cα. �

It follows from the proof of Theorem 3.50:

Remark 3.51. LetR be a ring and Σ a class of morphisms between finitely generated projective
right R-modules. Let λ : R → RΣ be the universal localization of R at Σ. Let ψ : R → S be
a morphism of rings. Let (Eα, Aα, Fα) be a representative of α for each α ∈ Σ. Then there
exists a (unique) morphism of rings η̄ : RΣ → S such that η̄λ = η if and only if there exists
a (unique) matrix Bα over S such that BαAα = Eα, AαBα = Fα, EαBαFα = Bα for each
α ∈ Σ. �

Definition 3.52. Let R be a ring. If there are two right R-modules Z, T such that
( α 0

0 1Z

)
is

associated with
( α′ 0

0 1T

)
, then α and α′ are said to be stably associated , that is, if there exists

a commutative square where the vertical maps are isomorphisms

P ⊕ Z

(
α 0
0 1Z

)
//

��

Q⊕ Z

��
P ′ ⊕ T

(
α′ 0
0 1T

)
// Q′ ⊕ T.

Observe that stably association is an equivalence relation. Note also that if Σ1 and Σ2 are
classes of morphisms between finitely generated projective right R-modules, then RΣ1

∼= RΣ2

provided every element of Σi is stably associated with an element of Σj for i, j ∈ {1, 2}. �

The proof of the following result can be found in [Coh85, Theorem 0.6.2]. Notice that
(iii)⇒(i) is the assertion of Schanuel’s lemma.

Lemma 3.53. Let R be a ring, and let α : P → Q and α′ : P ′ → Q′ be two morphisms of
right R-modules. Suppose that Q, Q′ are projective right R-modules and α, α′ are injective
morphisms. Then the following conditions are equivalent:

(i) There is an isomorphism µ : P ⊕Q′ → Q⊕ P ′ of the form

µ =
(
α β
γ δ

)
with inverse µ−1 =

(
δ′ β′

γ′ α′

)
.

(ii) α is stably associated with α′.
(iii) cokerα ∼= cokerα′. �

The ring RΣ and the kernel of λ : R→ RΣ are fairly well understood when R is equipped
with a rank function.

Definitions 3.54. Let R be a ring.
(a) We denote by K0(R) the Grothendieck group of finitely generated projective right

R-modules, modulo direct sums, that is, the abelian group generated by the isomorphism
classes [P ] of P ∈ PR, modulo the relations [P ] + [Q]− [P ⊕Q] for all P,Q ∈ PR.

(b) A (projective) rank function on a ring R is a morphism of groups ρ : K0(R)→ R such that
(i) ρ([P ]) ≥ 0, for all P ∈ PR, and
(ii) ρ([R]) = 1.

If ρ([P ]) > 0 for every nonzero P ∈ PR, we say that ρ is a faithful rank function. For the
sake of simplicity we will write ρ(P ) instead of ρ([P ]) for every P ∈ PR.
Suppose that R has a rank function ρ : K0(R)→ R.
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(c) Let α : P → Q be a morphism between finitely generated projective right R-modules. Con-
sider the finitely generated projective right R-modules P ′ such that there exist morphisms
β, γ making the following diagram commutative

P
α //

β
  @

@@
Q

P ′
γ

>>~~~

(15)

We define the inner rank of α as ρ(α) = inf{ρ(P ′) | P ′ satisfies (15)}.
(d) We say that a morphism between finitely generated projective right R-modules α : P → Q

is full in case ρ(α) = ρ(P ) = ρ(Q). We will denote the localization of R at all full maps
by Rρ, and will call it the universal localization of R at ρ. If ρ is faithful and α is full,
we define α to be an atomic full morphism if, in any nontrivial factorization as in (15),
ρ(P ′) > ρ(P ) = ρ(Q) = ρ(α).

(e) Suppose that R is a semihereditary ring with a faithful rank function ρ. Notice that every
full map is injective under these assumptions since P = ker γ ⊕ im γ for every morphism
γ : P → Q between finitely generated projective right R-modules. Let M be a right
R-module. We say that M is ρ-torsion if M is the cokernel of a full morphism. We say
that M is ρ-simple if M is the cokernel of an atomic full morphism. For a characterization
of ρ-torsion and ρ-simple modules in the hereditary case see [CB91, Definition 1.3]. �

Let R be a ring such that all finitely generated projective right R-modules are free of
unique rank (for example Sylvester domains [DS78]). Then it has a unique rank function
ρ. Note that morphisms among finitely generated projective right R-modules are given by
matrices. Thus ρ-full matrices are exactly full matrices. If R is a Sylvester domain, then the
localization of R at ρ is a division ring by Theorem 3.40.

The following results are proved in more general situations in [Sch85]. Here we state them
in the form needed in Chapter 8, for R a hereditary ring.

The first result describes the ρ-torsion modules.

Theorem 3.55. Let R be a hereditary ring with a faithful projective rank function. The full
subcategory of Mod-R consisting of all ρ-torsion modules is closed under images, kernels, cok-
ernels and extensions, so it is an exact abelian subcategory of Mod-R. The simple objects are
the ρ-simples and every object has finite length in this subcategory. Moreover, every full mor-
phism factorizes uniquely into full atomic morphisms , i.e. if α = αn · · ·α1 and α = βm · · ·β1

where αi, βi are full atomic morphisms, then m = n and there is a permutation σ ∈ Sn such
that αi is stably associated with βσ(i). �

This second one gives us a sufficient condition for λ : R→ RΣ to be injective, and the next
theorem computes the kernel in some situations.

Theorem 3.56. Let R be a hereditary ring with a faithful rank function ρ. Let Σ be a collection
of full morphisms. Then the universal localization λ : R→ RΣ is injective. �

Theorem 3.57. Let R be a hereditary ring with a rank function ρ. If ρ takes values in 1
nZ

for some n ∈ Z, then the kernel of the universal localization λ : R → Rρ is precisely the
trace ideal of the finitely generated projectives of rank zero, i.e. λ(r) = 0 if and only if there
exist a finitely generated projective right R-module P with ρ(P ) = 0 and a morphism of right
R-modules f : P → R such that r ∈ im f . �

Sometimes we know how the ring Rρ looks like.

Theorem 3.58. Let R be a hereditary ring with a projective rank function ρ taking values in
Z. Then Rρ is a division ring. �
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The following results explain how are the intermediate localizations of R that embed in
Rρ.

Theorem 3.59. Let R be a hereditary ring with a faithful rank function ρ taking values in 1
nZ

for some n ∈ Z. Let Ξ be a class of full morphisms. Then RΞ embeds in Rρ if and only if
there exists a set Σ of atomic full morphisms such that RΞ = RΣ. Moreover, given two sets
Σ1,Σ2 of atomic full morphisms, then RΣ1 is the same subring of Rρ as RΣ2 if and only if
every element of Σ1 is stably associated with an element of Σ2 and every element of Σ2 is
stably associated with an element of Σ1. �

Theorem 3.60. Let R be a hereditary ring with a rank function ρ, and let λ : R→ Rρ be the
universal localization of R at ρ. Suppose that Rρ is a simple artinian ring. Let S be a subring
of Rρ such that imλ ⊆ S and λ : R → S is a ring epimorphism. Then S is the universal
localization of R at those full morphisms between finitely generated projective right R-modules
that become invertible over S. �

Let R be a commutative ring. Then the localization of R at a set Σ of square matrices is
the same as the (Ore) localization at the multiplicative set

S = {(detH1) · · · (detHn) | n ∈ N, Hi ∈ Σ}.
On the other hand, there exist a commutative ring R and a set Σ of morphisms between
finitely generated projective R-modules such that the universal localization RΣ of R at Σ is
not an Ore localization, i.e. S−1R � RΣ as R-rings for all multiplicative sets S of R. For a
proof of these facts see Remark 8.74.

“Tortured tongues feast their frenzy
They hiss out all that is nothing

The night time of the hearing flower
Has put aside the laugh dancing flame

No longer warming the wings
Of their fluttering dust angel mistress

The petals have closed for this long night
Their brittle limbs are thinning

Their meek and weeping gesture fares their well
To the falling paper blossoms

One by one, down into the everflow
One by one, drown in the overflow

Gliding through the emptiness
Flying through the emptiness”

Psychotic Waltz, Into the Everflow





CHAPTER 4

Crossed product group rings and Mal’cev-Neumann series
rings

1. Crossed product monoid semirings

In this section we introduce the concept of crossed product monoid (group) semiring (ring)
and some of their basic properties. It is crucial in our work. Being our concepts more general,
we follow the exposition in [Pas89, Chapter 1].

Definitions 4.1. Let R be a semiring, and let G be a monoid. The set (R ∗G) ∪ {0} is the
subset of (R ∪ {0})G consisting of the maps with finite support expressed as

∑
x∈G

rxx̄. The

element
∑
x∈G

rxx̄ with rx = 0 for all x ∈ G is (also) denoted by 0.

We define a crossed product monoid semiring R ∗ G (or simply RG) of G over R as a
semiring which contains R constructed in the following way. As a set R ∗G = (R ∗G) ∪ {0}
if R has an absorbing zero; otherwise R ∗G = ((R ∗G) ∪ {0}) \ {0}. Addition is as expected∑

x∈G
rxx̄+

∑
x∈G

sxx̄ =
∑
x∈G

(rx + sx)x̄,

and multiplication is determined by the two rules below:
Twisting . For x, y ∈ G we have

x̄ȳ = τ(x, y)xy

where τ : G×G −→ R×.
Action. For x ∈ G and r ∈ R we have

x̄r = rσ(x)x̄

where σ : G→ Mon(R) and Mon(R) denotes the monoid of injective semiring endomorphisms
of R.

More concretely(∑
x∈G

rxx̄

)(∑
x∈G

sxx̄

)
=
∑
x∈G

 ∑
{(y,z)|yz=x}

rys
σ(y)
z τ(y, z)

 x̄.
Notice that neither σ nor τ need to preserve any kind of structure.
If R is a ring or G is a group, we say that RG is a crossed product group (monoid) ring

(semiring).
If R is a ring, G a group and σ : R→ Aut(R), then R∗G is a crossed product group ring as

defined in [Pas89, Page 2]. Notice that σ is always like this if G is a group by Remarks 4.3(b).
If H is a submonoid of G, then RH = {η ∈ RG | supp η ⊆ H} is the naturally embedded

sub-crossed product monoid semiring. �

Note that, by definition, a crossed product monoid semiring is merely a semiring which
happens to have a particular structure relative to R and G. The following is useful.
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Lemma 4.2. Let R∗G be a crossed product monoid semiring of the monoid G over the semiring
R.

(i) The associativity of R ∗G is equivalent to the assertions that for all x, y, z ∈ G
(a) τ(x, y)τ(xy, z) = τ(y, z)σ(x)τ(x, yz)
(b) σ(xy)µ(x, y) = σ(y)σ(x) (composition from left to right) where µ(x, y) denotes the

automorphism of R defined by r 7→ rµ(x,y) = τ(x, y)rτ(x, y)−1.
(ii) The existence of an identity element is equivalent to the fact that σ(1) : R → R is a

semiring automorphism.

Proof. (i) The associativity of R ∗G is equivalent to the equality

[(rx̄)(sȳ)](tz̄) = (rx̄)[(sȳ)(tz̄)]

for all r, s, t ∈ R and x, y, z ∈ G. The left-hand expression equals

rsσ(x)τ(x, y)tσ(xy)τ(xy, z)xyz = rsσ(x)tσ(xy)µ(x,y)τ(x, y)τ(xy, z)xyz,

while the right-hand expression becomes

rsσ(x)tσ(y)σ(x)τ(y, z)σ(x)τ(x, yz)xyz.

Certainly, if (a) and (b) hold, then the product in R ∗G is associative. Suppose that R ∗G is
associative. Then, by setting r = s = t = 1, (i) follows. To prove (ii), let r = s = 1, and t be
any element in R.

(ii) Suppose that σ(1) is an automorphism. Let u = (τ(1, 1)−1)
σ(1)−1

, and let e = u1̄.
Then e is an idempotent. R ∗ G=e(R ∗ G)= (R ∗ G)e because given any rx̄ ∈ R ∗ G then
e(u−1rτ(1, x)−1)σ(1)−1

x̄ = rx̄ (the other case is analogous). Now, for f ∈ R ∗ G, there exist
g, h ∈ R ∗G such that f = eg and f = he. Then ef = e2g = eg = f and fe = he2 = he = f .
This implies that e is the identity element of R ∗G .

Conversely, let η =
∑
x∈G

rxx̄ be the identity element of R ∗ G. Since ηȳ = ȳ for all y ∈ G,

we get that rx = 0 for all x ∈ G \ {1}. Hence η = v1̄ for some v ∈ R. Moreover, for all
r ∈ R, r1̄ = v1̄r1̄ = vrσ(1)τ(1, 1)1̄. For τ(1, 1) is invertible, if r = 1, then v = τ(1, 1)−1. Hence
rσ(1) = τ(1, 1)rτ(1, 1)−1. Therefore σ(1) is a semiring automorphism. �

Remarks 4.3. (a) Crossed product monoid semirings do not have a natural basis. If d:G→R×

assigns to each element x ∈ G a unit dx, then G̃ = {x̃ = dxx̄ | x ∈ G} is another R-basis
for R ∗G which still exhibits the basic crossed product monoid semiring structure. Here
we have τ̃ : G×G→ R× and σ̃ : G→ Aut(R) defined by τ̃(x, y) = dxdy

σ(x)τ(x, y)d−1
xy and

σ̃(x) : R→ R by r 7→ rσ̃(x) = dxr
σ(x)d−1

x .
(b) As we have seen in the proof of Lemma 4.2(ii), the identity element of R ∗ G is of the

form 1 = u1̄ for some u ∈ R×. Thus, because of (a), we will assume that 1̄ = 1R∗G. The
embedding of R into R ∗G is then given by r 7→ r1̄. Moreover, τ(1,−) = τ(−, 1) = 1 and
σ(1) is the identity on R. Hence, in case G is a group, looking at Lemma 4.2(i)(b) for
y = x−1, we obtain that for each x ∈ G, the morphism σ(x) ∈ Aut(R).

(c) Let G× denote the group of units in G. The group G× is, in general, not contained in
R ∗ G. Rather, for each x ∈ G×, the element x̄ is a unit of the semiring with inverse
x̄−1 = (τ(x, x−1)−1)σ(x)−1

x−1 = τ(x−1, x)−1x−1, and

R×G× = {ux̄ | x ∈ G×, u ∈ R×},

the group of trivial units of R ∗G, satisfies R×G×/R× ∼= G×. Notice that R×G× acts on
both R∗G and R by conjugation and that for each x ∈ G×, r ∈ R we have x̄rx̄−1 = rσ(x).
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We will mostly be concerned with the case of a crossed product group ring kG of a
group G over a division ring k. In this case the group of trivial units is

k×G = {ux̄ | x ∈ G, u ∈ k×},
and k×G/k× ∼= G. �

Conventions 4.4. The notation R ∗G for a crossed product monoid semiring is ambiguous
since it does not convey the full σ, τ -structure. Nevertheless it is simpler and hence preferable
to something like (R,G, σ, τ). Moreover all crossed products may (and in many cases will)
have the same notation RG. �

Certain special cases of crossed product group rings have their own names. Some of them
have already been defined in Examples 1.6.

Definitions 4.5. Let R ∗G be a crossed product monoid semiring.
(a) If the twisting is trivial, that is, τ(x, y) = 1 for all x, y ∈ G, then R ∗G = RG is a skew

group (monoid) ring (semiring). In this case G is naturally embedded in R ∗G.
(b) If the twisting and the action are trivial, then R∗G = R[G](= RG) is a group (monoid)

ring (semiring).
(c) Suppose that G equals N but in multiplicative notation, i.e. G = {xn | n ∈ N}. Let

α : R→ R be an injective morphism of semirings. If the twisting is trivial and σ : G→ Mon(R)
is the only morphism of monoids such that x → α, we obtain the skew polynomial semiring
(ring) R[x;α]. Hence given a =

∑
n∈N

anx
n, b =

∑
n∈N

bnx
n ∈ R[x;α],

a+ b =
∑
n∈N

(an + bn)xn, ab =
∑
n∈N

∑
0≤l≤n

alα
l(bn−l)xn.

When α is the identity on R we get the polynomial semiring (ring) R[x].
(d) Suppose that G equals Z but in multiplicative notation, i.e. G = {xn | n ∈ Z}. Let

α ∈ Aut(R). If the twisting is trivial and σ : G→ Aut(R) is the only morphism of groups such
that x 7→ α, we obtain the skew Laurent polynomial semiring (ring) R[x, x−1;α]. Hence given
a =

∑
n∈Z

anx
n, b =

∑
n∈Z

bnx
n ∈ R[x;α],

a+ b =
∑
n∈Z

(an + bn)xn, ab =
∑
n∈Z

∑
l∈Z

alα
l(bn−l)xn.

When α is the identity on R we get the Laurent polynomial semiring (ring) R[x, x−1].
(e) Let R be a semiring (ring). Let G be a free group on a set X. Form a crossed product

group ring RG. By the polynomial semiring (ring) R〈X〉 of RG, we mean the subsemiring
(subring) of RG generated by R and the set {x̄ | x ∈ X}. Notice that R〈X〉 is a crossed
product monoid semiring (ring) of the free monoid generated by X over R. �

What follows is an easy but important remark.

Remark 4.6. When G = N or G = Z, RG can always be seen as a skew polynomial semir-
ing (ring) R[x;α] or as a skew Laurent polynomial semiring (ring) R[x, x−1;α] respectively.
Indeed, making a change of basis as in Remarks 4.3(a), with x̃n = x̄n for all n ∈ N (n ∈ Z),
then x̃n = x̃n, τ(x̃n, x̃m) = 1 and x̃nr = rσ(x)n

x̃n. �

2. Some useful results on crossed product group rings

Our first result is an important property of crossed product group rings. The proof will
also be useful for us in Chapter 6.
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Lemma 4.7. Let R be a ring, and let G be a group with a normal subgroup N . Let RG be a
crossed product group ring. Then

RG = (RN)(G/N)

where the latter is some crossed product group ring of the group G/N over the ring RN .

Proof. For each 1 6= β ∈ G/N, let xβ ∈ G be a fixed representative of the class β. For
the class 1 ∈ G/N choose x1 = 1 ∈ G. Then G =

⋃̇
Nxβ and Ĝ = {x̄β : β ∈ G/N} ⊆ Ḡ

is a copy of G/N . This shows that RG =
⊕
β
RNx̄β. Therefore Ĝ is an RN -basis for RG.

Moreover, we have the maps:

σ̂ : G/N−→ Aut(RN)
β 7−→ σ̂(β) : RN−→ RN

y 7−→ x̄βyx̄
−1
β

τ̂ : G/N ×G/N−→ (RN)×

(β, γ) 7−→ τ̂(β, γ) = τ(xβ, xγ)τ(nβγ , xβγ)−1n̄βγ
where nβγ is the unique element in N such that nβγxβγ = xβxγ .
Then x̄β(

∑
n∈N

rnn̄) = (
∑
n∈N

rnn̄)σ̂(β)x̄β and x̄βx̄γ = τ̂(β, γ)x̄βγ as desired.

Notice that the assumption (x1 = 1) imply that RN embeds in RG via rn̄ 7→ rn̄ · 1. �

When R and G have good properties, sometimes it is possible to infer from them a certain
behavior of the crossed product group ring RG as for example the following proposition shows.
It was proved by G. Higman [Hig40, Section 4] in the case of locally indicable groups.

Proposition 4.8. Let G be a right orderable group. Let R be a domain. Consider a crossed
product group ring RG of G over R. Then RG is a domain and has no units other than the
trivial units. In particular, this applies when G is a locally indicable group.

Proof. We show that if η ∈ RG \ {0} is not a trivial unit, then η is neither a zero divisor
nor invertible.

Let µ ∈ RG \ {0}. Call A = supp η and B = suppµ. Since A is finite there exist
amin, amax ∈ A such that amax is the largest element in A and amin the smallest element in A.
Choose b′, b′′ ∈ B such that amaxb

′ and aminb
′′ are the largest and the smallest element in the

finite sets amaxB and aminB, respectively. If a ∈ A and b ∈ B, then amin ≤ a ≤ amax yields
aminb ≤ ab ≤ amaxb, and hence

aminb
′′ ≤ aminb ≤ ab ≤ amaxb ≤ amaxb

′

Moreover, aminb
′′ = ab implies that amin = a and then that b′′ = b. Similarly, ab = amaxb

′ gives
a = amax and b = b′. Therefore, the two products amaxb

′ and aminb
′′ are uniquely represented.

Moreover, if |A| ≥ 2 or |B| ≥ 2, then aminb
′′ 6= amaxb

′. Thus | supp(ην)| ≥ 2 and ην 6= 0 and
ην 6= 1. If |A| = |B| = 1. Then η = rx̄, ν = sȳ with x, y ∈ G and r neither zero nor invertible.
The products ηµ = rsσ(x)τ(x, y)xy and µη = srσ(y)τ(y, x)yx show that ηµ 6= 0 and η is not
invertible because r is not.

For the second part recall that a locally indicable group is a right orderable group by
Proposition 2.29. �

Concerning the Ore condition on crossed product group rings we can state the following
results. The first one tells us that the Ore condition is in fact a local property.

Proposition 4.9. Let R be a ring and G a group. Consider a crossed product group ring RG.
Then the following are equivalent:
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(i) RG is a (left, right) Ore domain.
(ii) RH is a (left, right) Ore domain for each subgroup H of G.
(iii) RH is a (left, right) Ore domain for each finitely generated subgroup H of G.

Proof. Clearly (ii)⇒ (iii).
(iii)⇒ (i) because given a, b ∈ RG, there exists a finitely generated subgroup H of G such

that a, b ∈ RH.
(i)⇒ (ii) We prove the result of the right Ore condition. The left one is shown similarly.

Let H ≤ G. Define the equivalence relation on G by x ∼ y if and only if xy−1 ∈ H. Then
G = ∪

α
Hxα, where the union is disjoint and {xα} is a complete set of representatives of the

(left) cosets of ∼. Moreover RG is a free RH-module with basis {xα}. Suppose that RH is
not right Ore. Thus, given a, b ∈ RH, aRH ∩ bRH = 0. Hence

aRG ∩ bRG = a(⊕
α
RHxα) ∩ b(⊕

α
RHxα) = 0. �

Proposition 4.10. Let k be a division ring. Let G be a group. Consider a crossed product
group ring kG. Suppose that G has a normal subgroup N such that G/N is torsion-free abelian
and kN is a left (right) Ore domain. Then kG is a left (right) Ore domain.

Proof. Notice that for each a, b ∈ kG there exists a subgroup U such that U contains N ,
U/N is finitely generated and a, b ∈ kU.

The ring kG = kN(G/N) is a domain by Proposition 4.8 for R = kN.
If we prove that kU is left Ore for each such U , then it follows that kG is a left Ore domain.
Observe that U/N ∼=

n
⊕
i=1
Z. We show that kU is left Ore by induction on n. If n = 0 the

result is clear by hypothesis. Suppose that x1, . . . , xn are such that {Nx1, . . . , Nxi} generate

Z⊕
(i
· · · ⊕Z for 1 ≤ i ≤ n. By induction hypothesis, if Un−1 = 〈N,x1, . . . , xn−1〉 then kUn−1

is left Ore. Since Un−1 C U, left conjugation by x̄n gives an automorphism α of kUn−1.
Moreover the powers of x̄n are left kUn−1-linearly independent. Thus kU is isomorphic to
kUn−1[t, t−1;α]. Then Proposition 3.19 implies that kU is a left Ore domain. �

Corollary 4.11. Let k be a division ring. Let G be a group. Suppose that (Gγ)γ≤τ is a
subnormal series with torsion-free abelian factors. Consider a crossed product group ring kG.
Then kG is an Ore domain.

Proof. We prove by transfinite induction that the result holds true for each Gγ . If γ = 0
the result is clear. Suppose that γ = β + 1 for some ordinal β < τ. For kGβ satisfies the
induction hypothesis, the result follows for kGγ by Proposition 4.10. If γ is a limit ordinal
and H a finitely generated subgroup of Gγ , then H ⊆ Gβ for some β < γ. By induction
hypothesis and Proposition 4.9, kH is an Ore domain. Thus Proposition 4.9 implies that kGβ
is an Ore domain. �

The following well known result will be useful to construct the example in Proposition 7.22.

Lemma 4.12. Let k be a division ring. Let M be an ordered commutative monoid. Consider
the monoid k-ring kM. Then kM is a left (and right) Ore domain.

Proof. A similar argument as the one of Proposition 4.8 shows that kM is a domain. Let
X be a finite subset ofM . Let k[X] denote the monoid algebra on the free commutative monoid
generated by X. Observe that k[X] is a noetherian domain. Let MX denote the submonoid
of M generated by X. The monoid subring kMX of the domain kM is a homomorphic image
of the noetherian ring k[X], so it is a noetherian domain. Thus kMX is a (two-sided) Ore
domain by Proposition 3.19. Therefore we can conclude that kM is an Ore domain. �



66 Chapter 4. Crossed products, Mal’cev-Neumann series

The next one is a well known obstruction to the Ore condition. The proof we provide is
by P.A. Linnell in [Lin06, Proposition 2.2].

Proposition 4.13. Let G be a group which has a subgroup isomorphic to the free group F on
two generators, let k be a division ring, and let kG be a crossed product group ring. Then kG
does not satisfy the right (left) Ore condition.

Proof. By Corollary 2.24 and Proposition 4.8, kF is a domain. And by Proposition 4.9,
it is enough to show that kF is not right Ore. Suppose that F is free on a, b. We prove that
(ā−1)kF ∩(b̄−1)kF = 0. Write A = 〈a〉 and B = 〈b〉. Suppose that η ∈ (ā−1)kF ∩(b̄−1)kF.
Then we may write

η =
∑
i

(ui − 1)xidi =
∑
i

(vi − 1)yiei (16)

where ui = āq(i) for some q(i) ∈ Z, vi = b̄r(i) for some r(i) ∈ Z, di, ei ∈ k and xi, yi ∈ F. The
general element g of F can be written in a unique way as g1 · · · gl, where gi are alternately in
A and B, and gi 6= 1 for all i; we shall define the length λ(g) of g to be l. Of course λ(1) = 0.
Let L be the maximum of all λ(xi), λ(yi), let s denote the number of xi with λ(xi) = L, and
let t be the number of yi with λ(yi) = L. We shall use induction on L and then on s + t, to
show that η = 0. If L = 0, then xi, yi = 1 for all i and the result is obvious. If L > 0, then
without loss of generality, we may assume that s > 0. Suppose that λ(xi) = L and xi starts
with an element from A, so xi = aph where 0 6= p ∈ Z, and λ(h) = L− 1. Then

(ui − 1)xidi = (āq(i) − 1)āph̄ddi = (āq(i)+p − 1)h̄ddi − (āp − 1)h̄ddi

for some d ∈ k. This means that we have found an expression for η with smaller s+ t, so all
the xi with λ(xi) = L start with an element from B. Therefore if ϑ =

∑
i
uixidi where the

sum is over all i such that λ(xi) = L, then each xi starts with an element of B and hence
λ(aq(i)xi) = L+1. We now see from (16) that ϑ = 0. Since s > 0 by assumption, the expression
for ϑ above is nontrivial and therefore there exists i 6= j such that aq(i)xi = aq(j)xj . This forces
q(i) = q(j) and xi = xj . Thus ui = uj and we may replace (ui − 1)xidi + (uj − 1)xjdj with
(ui − 1)xi(di + dj), thereby reducing s by 1 and the proof that (ā− 1)kF ∩ (b̄− 1)kF = 0 is
complete. �

The following result explains how semirings come into play when trying to elucidate
whether two division rings of fractions of a crossed product group ring are isomorphic.

Lemma 4.14. Let D1 and D2 be two division rings of fractions of a crossed product group ring
kG. Then D1 ∪ {∞1} and D2 ∪ {∞2} are rational k×G-semirings as in Examples 1.43(d).
If there exists a morphism of rational k×G-semirings β : D1 ∪ {∞1} −→ D2 ∪ {∞2}, then
β(D1) ⊆ D2 and β|D1

: D1 −→ D2 is a ring isomorphism which is the identity on kG.
Conversely, if β : D1 −→ D2 is a ring isomorphism which is the identity on kG, then

its extension, β : D1 ∪ {∞1} −→ D2 ∪ {∞2}, sending ∞1 to ∞2, is a morphism of rational
k×G-semirings.

Proof. Let β : D1 ∪{∞1} −→ D2 ∪{∞2} be a morphism of rational k×G-semirings. Let
x ∈ D1 \ {0D1}. Because β is a morphism of rational k×G-semirings and 1 ∈ k×G,

1D2 = β(1D1) = β(xx−1) = β(xx∗) = β(x)β(x∗) = β(x)β(x)∗.

Therefore β(x) ∈ D2 \ {0D2}, and β(D1) ⊆ D2. We can consider β|D1
: D1 −→ D2, which is an

(injective) morphism of rings because it is a morphism of additive semigroups and a morphism
of multiplicative monoids. Since β is a morphism of k×G semirings, β(x) = x for all x ∈ k×G.
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Then β(x) = x for all x ∈ kG because β is a morphism of additive semigroups. Hence, β|D1
is

an isomorphism because β(D1) is a division ring containing kG.
Conversely, suppose that β : D1 −→ D2 is a kG-isomorphism, then it is straightforward to

prove the remaining part. �

3. Mal’cev-Neumann series rings

As we have just seen in Proposition 4.8, given a division ring k and a right orderable group
G, any crossed product group ring kG is a domain. So now arises the still open question of
whether kG is embeddable in a division ring. This is known as Mal’cev’s problem [MMC83,
Question 1.6]. We will give examples of locally indicable groups G in which the answer is yes
in Chapter 6.

Some important results related to Mal’cev’s problem have been proved by J. Lewin and
T. Lewin in [LL78] and by N. Dubrovin in [Dub94]. In the first one it is proved that if k is
a division ring and G is a torsion-free one-relator group, then the crossed product group ring
kG can be embedded in a division ring. Another proof of this result was given by W. Dicks
in [Dic83].

In [Dub94, Theorem 10.1] it is shown that if G is the universal covering group of
SL(2,R), then the group ring k[G] is embeddable in a division ring. It was proved by G.M.
Bergman [Ber91] that this G is right orderable, but it is not locally indicable.

Mal’cev’s problem arose as a consequence of the result that independently proved A.I.
Mal’cev [Mal48] and B.H. Neumann [Neu49a]: when G is an orderable group, kG embeds
in a division ring, the so-called Mal’cev-Neumann series ring. This section is mainly devoted
to prove this result. It is a key result in this dissertation that will be used throughout.

Definitions 4.15. Let R be a semiring, and let (G,<) be an ordered monoid. Form a crossed
product monoid semiring RG. We want to construct a new semiring in which RG embeds.
(a) Let R((G,<)) ∪ {0} denote the subset of (R ∪ {0})G consisting of all the maps with

well-ordered support, expressed as
∑
x∈G

rxx̄. We proceed to define the Mal’cev-Neumann

series semiring R((G,<)). As a set, R((G,<)) = R((G,<)) ∪ {0} whenever R has an
absorbing zero. Otherwise R((G,<)) = (R((G,<)) ∪ {0}) \ {0}. Let f =

∑
x∈G

axx̄ and

g =
∑
x∈G

bxx̄ be elements in R((G,<)). Then addition is defined by

f + g =
∑
x∈G

(ax + bx)x̄,

and multiplication
fg =

∑
x∈G

(∑
Mx

ayb
σ(y)
z τ(y, z)

)
x̄

where Mx = {(y, z) ∈ supp(f)× supp(g) | yz = x}.
The sum and product are well defined. The sum since supp(f + g)⊆supp(f)∪ supp(g)

is a well-ordered subset of G. The multiplication because Mx is a finite set and supp(fg)
is contained in {yz | y ∈ supp(f), z ∈ supp(g)}, a well-ordered subset of G.

If R is a ring, we say that R((G,<)) is a Mal’cev-Neumann series ring.
(b) Let G ∪ {∞} be the totally ordered set consisting of G together with a new element
∞ such that x < ∞ for all x ∈ G. We define a map ω : R((G,<)) → G ∪ {∞} by
f 7→ ω(f) = inf{x ∈ supp(f)}. Here we are suposing that the infimum of the empty set is
∞, thus ω(0) =∞ if 0 ∈ R((G,<)). This map induces a partial ordering on R((G,<)) by

f < g if ω(f) < ω(g)
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for all f, g ∈ R((G,<)). Notice that w is multiplicative, i.e. w(fg) = w(f)w(g), provided
we define g∞ =∞g =∞ for all g ∈ G ∪ {∞}. �

Remark 4.16. (a) RG is embedded in R((G,<)) as RG can be identified with the subsemiring
of elements of R((G,<)) with finite support.

(b) On the semiring R((G,<)) there is defined the R-action R×R((G,<))→ R((G,<)),
(λ, f) 7→ λf , where λf =

∑
x∈G

(λax)x̄ if f =
∑
x∈G

axx̄. Notice that supp(λf) ⊆ supp(f). �

As for crossed product monoid semirings, certain special cases of Mal’cev-Neumann series
semirings have their own names. They have already been defined in Examples 1.6.

Examples 4.17. Let R be a semiring (ring). Let α∈Mon(R).The associated Mal’cev-Neumann
series semiring (ring) with
(a) R[x;α] is denoted by R[[x;α]] and is called skew series semiring (ring)
(b) R[x] is denoted by R[[x]] and is called series semiring (ring).

If α is an automorphism. The associated Mal’cev-Neumann series semiring (ring) to
(a) R[x, x−1;α] is denoted by R((x;α)) and is called skew Laurent series semiring (ring).
(b) R[x, x−1] is denoted by R((x)) and is called Laurent series semiring (ring). �

Definition 4.18. Let R be a semiring. Let (G,<) be an ordered monoid. Let RG be a
crossed product monoid semiring. Consider the associated Mal’cev-Neumann series semiring
R((G,<)).

Let I be a set. Suppose that there exists a map I −→ R((G,<)), i 7−→ fi =
∑
x∈G

aixx̄,

such that the following two conditions hold:
(1) ∪

i∈I
supp(fi) is well ordered,

(2) for each x ∈ G the set {i ∈ I | x ∈ supp(fi)} is finite.
Then we say that

∑
i∈I

fi is defined in R((G,<)).

In this situation
∑
i∈I

fi will be used to denote
∑
x∈G

( ∑
{i|x∈supp(fi)}

aix
)
x̄. Note that

∑
i∈I

fi is then

an element of R((G,<)). �

The proof of the next theorem is taken from the paper by W. Dicks and J. Lewin [DL82,
Proposition 2.1]. They state the result for monoid rings, but as we see here the proof works
weakening these assumptions.

Theorem 4.19. Let R be a semiring. Let (G,<) be an ordered monoid. Let RG be a
crossed product monoid semiring. Consider the associated Mal’cev-Neumann series semir-
ing R((G,<)). Let I, J be sets and ν(I) the set of all finite sequences in I. Let

∑
i∈I

fi,
∑
i∈I

gi,∑
j∈J

hj be defined in R((G,<)). Then the following hold

(i) For any λ ∈ R,
∑
i∈I

λfi is defined in R((G,<)) and equals λ
∑
i∈I

fi.

(ii)
∑
i∈I

(fi + gi) is defined in R((G,<)) and equals
∑
i∈I

fi +
∑
i∈I

gi.

(iii)
∑

(i,j)∈I×J
(fihj) is defined in R((G,<)) and equals (

∑
i∈I

fi)(
∑
j∈J

hj).

(iv) If each fi > 1, then ∑
(i1,...,in)∈ν(I)

fi1 · · · fin

is defined in R((G,<)).
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(v) If each fi > 1 and R is a ring, then
∑

(i1,...,in)∈ν(I)

fi1 · · · fin is a two-sided inverse of 1−
∑
i∈I

fi.

Proof. (i) Since ∪
i∈I

supp(λfi) ⊆ ∪
i∈I

supp(fi), the first set is well ordered. Also for each

x ∈ G
{i ∈ I | x ∈ supp(λfi)} ⊆ {i ∈ I | x ∈ supp(fi)},

hence the first set is finite. This implies that
∑
i∈I

λfi is defined in R((G,<)). Clearly it follows

that
∑
i∈I

λfi = λ
∑
i∈I

fi.

(ii) Since ∪
i∈I

supp(fi+gi) ⊆ ( ∪
i∈I

supp(fi))∪( ∪
i∈I

supp(gi)), which is a well-ordered set, then

∪
i∈I

supp(fi + gi) is well ordered.

For every x ∈ G, {i ∈ I | x ∈ supp(fi + gi)} is finite because it is contained in the finite
set {i ∈ I | x ∈ supp(fi)} ∪ {i ∈ I | x ∈ supp(gi)}. Thus

∑
i∈I

(fi + gi) is defined in R((G,<))

and
∑
i∈I

(fi + gi) =
∑
i∈I

fi +
∑
i∈I

gi.

(iii) The set ∪
(i,j)∈I×J

supp(fihj) is contained in T = {yz | y ∈ ∪
i∈I

supp(fi), z ∈ ∪
j∈J

supp(hj)}.
We prove that T is well ordered and consequently ∪

(i,j)∈I×J
supp(fihj) is too. Suppose that T

is not well ordered. Then there exists an infinite decreasing sequence in T ,

y1z1 > y2z2 > . . . > ynzn > . . . ,

where yn ∈ ∪
i∈I

supp(fi), zn ∈ ∪
j∈J

supp(hj) for all n. There exists a subsequence {ynk
}k≥1 of

{yn}n≥1 such that
yn1 ≤ yn2 ≤ · · · ≤ ynk

≤ · · · .
Hence

zn1 > zn2 > · · · > znk
> · · · ,

that is, ∪
j∈J

supp(hj) is not well ordered, a contradiction.

To prove that for each x ∈ G the set {(i, j) ∈ I × J | x ∈ supp(fihj)} is finite, suppose
that there exists x ∈ G such that this set is infinite. Since the sets {i ∈ I | y ∈ supp(fi)} and
{j ∈ J | z ∈ supp(hj)} are finite for each y, z ∈ G, then the set

L = {(y, z) ∈ ∪
i∈I

supp(fi)× ∪
j∈J

supp(hj) | x = yz}

is infinite. Hence either L1 = {y ∈ ∪
i∈I

supp(fi) | ∃z such that (y, z) ∈ L} is infinite or

L2 = {z ∈ ∪
j∈J

supp(hj) | ∃y such that (y, z) ∈ L} is infinite. Suppose that L1 is infinite. Then,

for L1 ⊆ ∪
i∈I

supp(fi) is well ordered, there exists a strictly increasing sequence {y1n}n>0 in

∪
i∈I

supp(fi). As before there exists {z2n}n>0 ⊆ ∪
j∈J

supp(hj) with

z21 > z22 > . . . > z2n > . . . ,

contradicting that ∪
j∈J

supp(hj) is well ordered.

Now it is not very difficult to prove that
∑

(i,j)∈I×J
(fihj) = (

∑
i∈I

fi)(
∑
j∈J

hj).

(iv) Suppose that
∑

(i1,...,in)∈ν(I)

fi1 · · · fin is not defined in R((G,<)). Then either

(a) ∪
(i1,...,in)∈ν(I)

supp(fi1 · · · fin) is not well ordered or

(b) the set Sx = {(i1, . . . , in) ∈ ν(I) | x ∈ supp(fi1 · · · fin)} is infinite for some x ∈ G.
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(a) implies that there exists a sequence {xn}n≥1 ⊆ ∪
(i1,...,in)∈ν(I)

supp(fi1 · · · fin), such that

x1 > x2 > · · · > xn > · · ·

Hence there exists a sequence of elements in ν( ∪
i∈I

supp(fi)),

(x11, x12, . . . , x1k1), (x21, x22, . . . , x2k2), . . . , (xn1, xn2, . . . , xnkn), . . . ,

such that

x1 = x11 · · ·x1k1 > x2 = x21 · · ·x2k2 > · · · > xn = xn1 · · ·xnkn > · · ·

Clearly (xl1, . . . , xlkl
) 6= (xs1, . . . , xsks) if l 6= s.

(b) implies that there exists a sequence without repetitions in ν( ∪
i∈I

supp(fi)),

(x11, x12, . . . , x1k1), (x21, x22, . . . , x2k2), . . . , (xn1, xn2, . . . , xnkn), . . .

such that
x = x11 · · ·x1k1 = x21 · · ·x2k2 = · · · = xn1 · · ·xnkn = · · · .

We now prove that certainly the sequence can be chosen without repetitions. Given the
element (xl1, . . . , xlkl

) ∈ Gkl , we define

Sxl = {(il1, . . . , ilkl
) ∈ ν(I) | xl1 ∈ supp(fil1), . . . , xlkl

∈ supp(filkl
)}.

Notice that Sxl is finite because for every xlt the set {i ∈ I | xlt ∈ supp(fi) 6= 0} is finite.
Let (i11, . . . , i1k1) ∈ Sx, then there exists (x11, . . . , x1k1) such that x = x11 · · ·x1k1 and

x11 ∈ supp(fi11), . . . , x1k1 ∈ supp(fi1k1
).

Suppose that we are given (xl1, . . . , xlkl
), l ≥ 1, then Sx\(Sx1∪· · ·∪Sxl) is infinite. Choose

(il+11, . . . , il+1kl+1
) ∈ Sx \ (Sx1 ∪ · · · ∪ Sxl).

Therefore there exists (xl+11, . . . , xl+1kl+1
) ∈ Gkl+1 such that x = xl+11 · · ·xl+1kl+1

with
xl+11 ∈ supp(fil+11

), . . . , xl+1kl+1
∈ supp(fil+1kl+1

). Because of the way it has been chosen,
(xl+11, . . . , xl+1kl+1

) 6= (xt1, . . . , xtkt) for every 1 ≤ t < l + 1.
Then, in any case (a) or (b), there exists a sequence without repetitions in ν(∪

i∈I
supp(fi)),

(x11, . . . , x1k1), . . . , (xn1, . . . , xnkn), . . . (17)

such that
x11 · · ·x1k1 ≥ · · · ≥ xn1 · · ·xnkn ≥ · · · (18)

Call S the set of sequences in ν( ∪
i∈I

supp(fi)) like (17) and satisfying (18).

In ν( ∪
i∈I

supp(fi)) there is defined a (partial) order by length. That is, given the elements

(x1, . . . , xs), (x′1, . . . , x
′
l) ∈ ν( ∪i∈I supp(fi)),

(x1, . . . , xs) > (x′1, . . . , x
′
l) if and only if s > l.

From this we can define a (partial) order � on S, the lexicographic order. We say that(
(xn1, . . . , xnkn)

)
n≥1
�
(
(x′n1, . . . , x

′
nk′n

)
)
n≥1

if and only if there exists n0 ≥ 0 such that

(x11, . . . , x1k1)=(x′11, . . . , x
′
1k′1

), . . . , (xn01, . . . , xn0kn0
)=(x′n01, . . . , x

′
n0k′n0

)
and (xn0+11, . . . , xn0+1kn0+1) > (x′n0+11, . . . , x

′
n0+1k′n0+1

).
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We want to find a minimal sequence in (S,�). To do that we define the “reverse order”
in S by, (

(x′n1, . . . , x
′
nk′n

)
)
n≥1
∗�
(
(xn1, . . . , xnkn)

)
n≥1

if and only if
(
(xn1, . . . , xnkn)

)
n≥1
�
(
(x′n1, . . . , x

′
nk′n

)
)
n≥1

.

Suppose that
((

(xγn1, . . . , x
γ
nkγ

n
)
)
n≥1

)
γ∈Γ

is a chain in (S, ∗ �). We construct an upper

bound of this chain in the following way.
Consider

(
(xγ11, . . . , x

γ
1kγ

1
)
)
γ∈Γ

and the subset {kγ1}γ∈Γ of nonzero naturals. Because N is

a well ordered set, {kγ1}γ∈Γ has a least element kγ11 . The definition of ∗� implies that, for all
γ ≥ γ1,

kγ1 = kγ11 and (xγ11, . . . , x
γ
1kγ

1
) = (xγ111, . . . , x

γ1
1k

γ1
1

).

Suppose that r ≥ 1 and that we have

(xγ111, . . . , x
γ1
1k

γ1
1

), . . . , (xγr
r1, . . . , x

γr

rkγr
r

) (19)

such that γ1 ≤ γ2 ≤ · · · ≤ γr, and, for i = 1, . . . , r,

if γ ≥ γi, then kγi = kγi
i and (xγi1, . . . , x

γ
ikγ

i
) = (xγi

i1, . . . , x
γi

ik
γi
i

).

In particular, by the definition of ∗�, there are no repetitions in (19) and

xγ111 · · ·x
γ1
1k

γ1
1

≥ · · · ≥ xγr
r1 · · ·x

γr

rkγr
r
.

Consider {kγr+1}γ≥γr . Let γr+1 ∈ Γ be such that kγr+1

r+1 is the least element of {kγr+1}γ≥γr .
Then, for all γ ≥ γr+1,

kγr+1 = k
γr+1

r+1 and (xγr+11, . . . , x
γ
r+1kγ

r+1
) = (xγr+1

r+11, . . . , x
γr+1

r+1k
γr+1
r+1

).

Moreover, (xγr+1

r+11, . . . , x
γr+1

r+1k
γr+1
r+1

) 6= (xγi
i1, . . . , x

γi

ik
γi
i

) for i = 1, . . . , r.

In this way we obtain
(
(xγn
n1, . . . , x

γn

nkγn
n

)
)
n≥1
∈ S, such that, for all γ ∈ Γ,(

(xγn
n1, . . . , x

γn

nkγn
n

)
)
n≥1
∗�
(
(xγn1, . . . , x

γ
nkγ

n
)
)
n≥1

.

That is, the sequence
(
(xγn
n1, . . . , x

γn

nkγn
n

)
)
n≥1

is an upper bound in (S, ∗�) of the chain((
(xγn1, . . . , x

γ
nkγ

n
)
)
n≥1

)
γ∈Γ

.

Therefore, by Zorn’s Lemma, (S, ∗�) has a maximal element. This means that (S,�) has
a minimal element.

We summarize what we have shown until now. If
∑

(i1,...,in)∈ν(I)
fi1 · · · fin is not defined in

R((G,<)), the partially ordered set (S,�) is not empty and has a minimal element. Let(
(x0
n1, . . . , x

0
nkn

)
)
n≥1

be a minimal element in (S,�).
The sequence of first components {x0

n1}n≥1 is a subset of the well ordered set ∪
i∈I

supp(fi).

Hence there exists a subsequence {x0
nl1
}l≥1 such that

x0
n11 ≤ x0

n21 ≤ · · · ≤ x0
nl1
≤ · · · .

We prove that
(
(x0
nl2
, . . . , x0

nlknl
)
)
l≥1

is a sequence in S.
First notice that knl

≥ 2 for all l, otherwise
(
(x0
n1, . . . , x

0
nkn

)
)
n≥1

/∈ S because there would
be repetitions since xnls > 1.

Suppose that l < s. Consider (x0
nl1
, . . . , x0

nlknl
) and (x0

ns1, . . . , x
0
nskns

).
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If x0
nl1

= x0
ns1, then (x0

nl2
, . . . , x0

nlknl
) and (x0

ns2, . . . , x
0
nskns

) are not empty and not the
same, since (x0

nl1
, . . . , x0

nlknl
) 6= (x0

ns1, . . . , x
0
nskns

).
Suppose that x0

nl1
< x0

ns1. We already know that (x0
nl2
, . . . , x0

nlknl
) and (x0

ns2, . . . , x
0
nskns

)
are not empty. Since x0

nl1
· · ·x0

nlknl
≥ x0

ns1 · · ·x
0
nskns

, then x0
nl2
· · ·x0

nlknl
> x0

ns2 · · ·x
0
nskns

.

Thus (x0
nl2
, . . . , x0

nlknl
) 6= (x0

ns2, . . . , x
0
nskns

).
Also,

x0
n12 · · ·x0

n1kn1
≥ · · · ≥ x0

nl2
· · ·x0

nlknl
≥ · · · ,

since x0
n11 ≤ x0

n21 ≤ · · · ≤ x0
nl1
≤ · · · .

Consider now the sequence

(x0
11, . . . , x

0
1k1), . . . , (x0

n1−11, . . . , x
0
n1−1kn1−1

),

(x0
n12, . . . , x

0
n1kn1

), (x0
n22, . . . , x

0
n2kn2

), . . . , (20)

(x0
nl2
, . . . , x0

nlknl
), . . .

As before, since by hypothesis x0
nl1

> 1, for all nl ≥ 1, then

x0
n1 · · ·x0

nkn
≥ x0

nl1
x0
nl2
· · ·x0

nlknl
> x0

nl2
· · ·x0

nlknl

for 1 ≤ n ≤ n1 − 1 and l ≥ 1. Then, since
(
(x0
nl2
, . . . , x0

nlknl
)
)
l≥1
∈ S, the foregoing implies

that (20) is a sequence without repetitions in S. But
(
(x0
n1, . . . , x

0
nkn

)
)
n≥1
� (20) since they

are equal until n1 − 1; a contradiction with the minimality of
(
(x0
n1, . . . , x

0
nkn

)
)
n≥1

.
Therefore

∑
(i1,...,in)∈ν(I)

fi1 · · · fin is defined in R((G)).

(v) Suppose now that R is a ring. Then it makes sense to consider 1−
∑
i∈I

fi. Notice that

I × ν(I) = ν(I) \ {{∅}}. Then,(
1−

∑
i∈I

fi
)( ∑

(i1,...,in)∈ν(I)

fi1 · · · fin
)

=

=
∑

(i1,...,in)∈ν(I)

fi1 · · · fin −
(∑
i∈I

fi
)( ∑

(i1,...,in)∈ν(I)

fi1 · · · fin
)

=

=
∑

(i1,...,in)∈ν(I)

fi1 · · · fin −
∑

(i,i1,...,in)∈I×ν(I)

fifi1 · · · fin =

= 1 +
∑

(i,i1,...,in)∈I×ν(I)

fifi1 · · · fin −
∑

(i,i1,...,in)∈I×ν(I)

fifi1 · · · fin = 1.

In the same way
( ∑

(i1,...,in)∈ν(I)

fi1 · · · fin
)(

1−
∑
i∈I

fi
)

= 1. �

As a consequence we get the result by A.I. Mal’cev [Mal48] and B.H. Neumann [Neu49a].
It is very important how the inverse of a nonzero series is constructed. Observe that it is an
algorithmic process.

Corollary 4.20. Let R be a ring. Let (G,<) be an ordered group. Let RG be a crossed
product group ring. Consider the associated Mal’cev-Neumann series ring R((G,<)). Let
f =

∑
x∈G

axx̄ ∈ R((G,<)), and ω(f) = x0. If ax0 ∈ R×, then f is invertible and

f−1 =
∑
m≥0

(ax0 x̄0)−1(g(ax0 x̄0)−1)m,
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where g = ax0 x̄0 − f. In particular, R((G,<)) is a division ring provided that R is a division
ring.

Proof. Since ax0 is invertible, ax0 x̄0 is too. Notice that g(ax0 x̄0)−1 = 1−f(ax0 x̄0)−1 > 1.
Then Theorem 4.19(iv) implies that f(ax0 x̄0)−1 = 1− g(ax0 x̄0)−1 is invertible and

(1− g(ax0 x̄0)−1)−1 =
∑
m≥0

(g(ax0 x̄0)−1)m.

Since f(ax0 x̄0)−1 and ax0 x̄0 are invertible, then f is invertible and

f−1 =
∑
m≥0

(ax0 x̄0)−1(g(ax0 x̄0)−1)m. �

The following is [DL82, Corollary 2.1] for crossed product monoid rings. The proof given
there also works for the more general setting.

Corollary 4.21. Let k be a division ring. Let (G,<) be an ordered monoid. Let kG be a
crossed product monoid ring. Consider the associated Mal’cev-Neumann series ring k((G,<)).
Let H be a subset of k((G,<)) that is a subgroup of k((G,<))×. Suppose that H is totally
ordered under the partial order defined on k((G,<)) and that λHλ−1 ⊆ H for all λ ∈ k×. Let

D =
{
d =

∑
h∈H

λhh | λh ∈ k, d is defined in k((G,<))
}
.

Then D is a division ring and ω(D×) = ω(H). Moreover, D embeds in the subring k((ω(H), <))
of k((G,<)).

Proof. By Theorem 4.19(i)-(iii), we get that D is a subring of k((G,<)). Consider any
d =

∑
h∈H

λhh ∈ D \ {0}. Since ∪
h∈H,λh 6=0

supp(h) is well ordered, the set {ω(h) | h ∈ H, λh 6= 0}

is well ordered. Therefore Hd = {h ∈ H | λh 6= 0} is well ordered. Let hd be the least element
of Hd. Then (λhd

h̄d)−1d = 1−
∑
h∈H

λ′hh, for some λ′h ∈ k, is defined in k((G,<)). Notice that

(λhd
h̄d)−1 ∈ D and 1 < (λhd

h̄d)−1d. By Theorem 4.19(iv) it has a two-sided inverse which
belongs to D, and hence so has d. Thus D is a division ring. Moreover ω(d) = ω(hd) ∈ ω(H),
and since for each x ∈ ω(H) there exists h′ ∈ H with ω(h′) = x, we obtain ω(D×) = ω(H).

To see that D embeds in k((ω(H), <)) consider the map Φ: D → k((ω(H), <)) defined
by

∑
h∈H

λhh 7→
∑
h∈H

λhω(h). Then Φ is well defined because {ω(h) | h ∈ H, λh 6= 0} is well

ordered. Moreover Φ is a morphism of rings by Theorem 4.19, and, since H is totally ordered,
Φ is injective. �

Let k be a division ring. Let G be an orderable group. Let <1, <2 be two different total
orders on G such that (G,<1) and (G,<2) are different ordered groups. For i = 1, 2, let Di be
the division ring of fractions of kG inside k((G,<i)). At first sight, it is not clear whether D1

is isomorphic to D2. Certainly they are different as sets. Let Pi = {g ∈ G : 1 <i g}, i = 1, 2.
As we have seen in Lemma 2.14, Pi determines <i and G = Pi ∪ {1} ∪ P−1

i . Therefore there
exists g1 ∈ P1 \ P2. Then the series

∑
n≥0

ḡn1 is the inverse of 1 − ḡ1 in k((G,<1)), but it does

not exist in k((G,<2)) since gn+1
1 <2 g

n
1 . The inverse of 1− ḡ1 in k((G,<2)) is −

∑
n≥0

ḡ
−(n+1)
1 .

Moreover, when <2 is the order given by h <2 g if and only if g <1 h, we get that the only
series which are in k((G,<1)) ∩ k((G,<2)) are the ones with finite support, that is kG. This
follows because a series with infinite support A in k((G,<i)) has a strictly ascending sequence
{an} with respect <i inside A, but {an} is strictly decreasing with respect <i′ .
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We will see in Corollary 6.5 that, as a consequence of Hughes’ Theorem I 6.3, D1 and D2

are kG-isomorphic. For the concrete case of the free group, it can also be seen as a result of
Lewin’s construction of the free division ring as Corollary 4.41 shows.

4. The free division ring of fractions

In this section we briefly present P.M. Cohn’s construction of the free division ring of
fractions. This concept is one of the main objects of study in this dissertation. The results in
this section follow from the ones in Section 3.2 of Chapter 3.

In the next theorem, the proof of (i) is taken from [LL78, Section 2], and (ii) is [Coh85,
Exercise 1.1.3].

Theorem 4.22. Let k be a division ring. Let G be a group. Form a crossed product group
ring kG. The following hold,

(i) If G is a free group on the set X, then kG and the polynomial ring k〈X〉 are firs.
(ii) If G is a locally-free group, then kG is a semifir.

In any of these events, kG (respectively k〈X〉) has a universal division ring of fractions.
Moreover, if Φ is the set of full matrices over kG (respectively over k〈X〉), then the localization
of kG (k〈X〉) at Φ is the universal division ring of fractions of kG (k〈X〉).

Proof. (i) Suppose that G is the free group on the set X. Notice that for every x ∈ X
the subring Rx generated by k and {x̄, x̄−1} (generated by k and x̄) is isomorphic to the skew
Laurent polynomial ring k[x, x−1;α] (skew polynomial ring k[x;α]), where α(a) = x̄ax̄−1, for
all a ∈ k is an isomorphism, see Remark 4.6. Hence Rx a fir by Examples 3.37(b).

Consider the family (Rx)x∈X and the coproduct ∗
k
Rx. By Theorem 3.42(ii), ∗

k
Rx is a fir.

By Definition 3.41, since for every x ∈ X we have the inclusion map ux : Rx ↪→ kG
(ux : Rx ↪→ k〈X〉), there exists an onto morphism of k-rings f : ∗

k
Rx → kG

(f : ∗
k
Rx → k〈X〉). For each x, a k-basis of Rx is Sx = {x̄n | n ∈ Z} (Sx = {x̄n | n ∈ N}).

Then f is injective because the image of the k-basis of ∗
k
Rx given by Theorem 3.42(i) is a

k-basis of kG (k〈X〉).
(ii) By definition of locally free group, for every finitely generated subgroup H of G, H is

a free group. Then, by (i), kH is a fir.
On the other hand, kG = lim−→

H≤f.gG

kH. So if we prove that the direct limit of a directed set

of semifirs is a semifir we are done.
Let (Γ, <) be an upper directed set. Let

(
Rγ , ϕδγ | γ ≤ δ ∈ Γ

)
be a direct system of

semifirs. Thus, if γ, δ ∈ Γ, γ ≤ δ, ϕδγ : Rγ → Rδ is a morphism of rings. Suppose that Rγ is a
semifir for every γ ∈ Γ. Let R = lim−→Rγ . Then, for every γ ≤ δ ∈ Γ, there exist morphisms of
rings ϕγ : Rγ → R, ϕδ : Rδ → R, such that ϕγ = ϕδϕδγ .

Suppose that a · b = a1b1 + · · ·+arbr = 0 in R. It is known that by the construction of the
direct limit, there exists γ ∈ Γ such that a1, b1, . . . , ar, br are the image of a′1, b

′
1, . . . , a

′
r, b
′
r ∈ Rγ

by ϕγ , and a′ · b′ = a′1b
′
1 + · · · + a′rb

′
r = 0. Since Rγ is a semifir, by Proposition 3.39, there

exists an invertible r × r matrix P with entries in Rγ such that a′P−1 · Pb′ = 0 is a trivial
relation. Then ϕγP verifies that a(ϕγP )−1 · ϕγPb = 0 is a trivial relation. Then the result
follows by Proposition 3.39.

The last part follows from Theorem 3.40. �

Let R be a ring, and let G 6= 1 be a group. In [Won78] it is proved that the group ring
R[G] is a fir if and only if R is a division ring and G is a free group. In [DM79] it is proved
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that the group ring R[G] is a semifir if and only if R is a division ring and G is locally free.
The if part of this result is proved analogously for crossed product group rings (see the proof
given in Theorem 4.22). But the only if part does not generalize to crossed product group
rings. Indeed, let G 6= 1 be a free group, and let N be a nontrivial normal subgroup of G. By
Lemma 4.7, kG = kN(G/N) and kG is a fir (therefore a semifir), but kN is not a division
ring, and G/N is not a locally free group in many cases. As an example, let G be an infinite
cyclic group generated by g. Let N = 〈gn〉, for some n ≥ 1. Then kG = kN ∗ Cn where Cn is
the cyclic group of n elements.

Definition 4.23. Let k be a division ring, and let G be a free group on a set X. Consider a
crossed product group ring kG. The universal division ring of fractions of kG will be called
the free division ring associated with kG. �

Usually, when k is a field, the term free field refers to the universal division ring of fractions
of the free algebra k〈X〉 associated with the free group ring k[G].

The following consequences of Proposition 3.39 will be very useful for us in Section 5 to
give another description of the universal division ring of fractions of a crossed product group
ring kG with k a division ring and G a free group.

Corollary 4.24. Let R be a semifir. A matrix A is full if and only if
(
A 0
0 I

)
is full for any

identity matrix I. Hence a square matrix A is full if and only if any stably associated matrix
A′ is full.

Proof. Let A be an n× n matrix over R. Notice that if A is not full, then
(
A 0
0 I

)
is not

full. Conversely, suppose that the (n+ 1)× (n+ 1) matrix
(
A 0
0 1

)
is not full. Then there exist

matrices B1, B2, C1, C2 over R of sizes n× n, 1× n, n× n, n× 1, respectively such that(
A 0
0 1

)
=
(
B1

B2

) (
C1 C2

)
.

In particular B1C2 = 0. By Proposition 3.39, there exists an n × n invertible matrix P that
trivializes B1C2 = 0. Since B2C2 = B2P

−1PC2 = 1, we obtain that PC2 6= 0. Thus a column,
say the i-th one, of B1P

−1 is zero. If B′1 is the matrix obtained erasing the i-th column of
B1P

−1 and C
′
1 is the matrix obtained erasing the i-th row of PC1, we get that A = B′1C

′
1.

Hence A is not full. Now the result follows by induction on the size of I. �

Definition 4.25. Corollary 4.24 allows us to use Higman’s trick : Let R be a ring and A an
n × n matrix over R such that the (i, j)-th entry of A is of the form f + ab with f, a, b ∈ R.
Then by enlarging the matrix and applying row and column elementary transformations over
R we obtain successively:

(
A 0
0 1

)
=


... 0

· · · f + ab · · · 0
... 0

0 0 0 1

→


... 0
· · · f + ab · · · a

... 0
0 0 0 1

→


... 0
· · · f · · · a

... 0
0 −b 0 1


Thus, applying Higman’s trick repeatedly, the matrix A is stably associated over R to a matrix
B whose entries are “less complex” than the entries of A. �

Higman’s trick will be very useful in the following situation. The proof follows from the
definition.

Lemma 4.26. Let k be a division ring, and let G be the free group on a set X. Consider a
crossed product group ring kG and its polynomial ring k〈X〉. The following hold:
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(i) If A is a matrix with entries over kG, then A is stably associated over kG to a matrix
B such that the support of each entry of B is contained in X ∪ {1} ∪X−1, where X−1

denotes the subset of G consisting of the inverses of X.
(ii) If A is a matrix with entries over k〈X〉, then A is stably associated over k〈X〉 to a matrix

B such that the support of each entry of B is contained in X ∪ {1}. �

5. The free division ring of fractions inside the Mal’cev-Neumann series ring:
Reutenauer’s approach

We have seen in Theorem 4.22 that if G is a free group on a set X (or more generally, a
locally free group), and k a division ring, then any crossed product group ring kG and any
polynomial ring k〈X〉 are semifirs. Therefore they have a universal division ring of fractions.
This division ring of fractions is constructed in terms of generators and relations, and thus it
is not easy to work with it in many situations. So a more explicit description of the universal
division ring of fractions is needed.

J. Lewin and T. Lewin showed in [Lew74, Theorem 2] and [LL78, Section 2] that the
universal division ring of fractions of a crossed product group ring kG, where G is a free group
and k a division ring, is the division ring of fractions of kG inside the Mal’cev-Neumann series
ring k((G,<)) for any total order < such that (G,<) is an ordered group. When kG is a
group ring J. Lewin also showed that the universal division ring of fractions of k〈X〉 is the
division ring of fractions of k〈X〉 inside k((G,<)). More recently, C. Reutenauer [Reu99] gave
an easier proof of this fact with X finite. We follow Reutenauer’s proof and extend it to the
general case stated by J. Lewin and T. Lewin. We also observe that Lewin’s theorem can be
extended to locally free groups.

5.1. Technical definitions and results. What follows was proved in [Reu99, Sec-
tion 3.2] for a finitely generated free group G, a field k and the group ring k[G]. But as we
see, they can be stated for any ordered group G, any division ring k and any crossed product
group ring kG.

Definitions 4.27. Let (G,<) be an ordered group and X a subset of G with 1 /∈ X. Let
k be a division ring. Consider a crossed product group ring kG and the corresponding
Mal’cev-Neumann series ring k((G,<)).
(a) Let g1, . . . , gn, n ≥ 1, be different elements in G. We associate to them a graph

Γ(X) = (Γ(X), V, E, ι, τ) as follows. The set of vertices V consists of g1, . . . , gn together
with the elements g ∈ G such that there exist i 6= j and x, y ∈ X ∪ {1} such that
g = xgi = ygj . This second kind of vertices are said to be special . Notice that some gi
may be a special vertex. For x ∈ X∪{1}, there is an edge, labeled (x, gi), with ι(x, gi) = gi

and τ(x, gi) = xgi (i.e. xgi
(x,gi)←− gi) if and only if xgi is a special vertex. Note that the

heads of Γ(X) are exactly the special vertices.
(b) Let S1, . . . , Sn ∈ k((G,<)) \ {0}, n ≥ 1. For each i = 1, . . . , n, let gi = min suppSi.

Suppose that all gi are different. Let M be a p× n matrix with entries in the k-subspace
of kG spanned by all x̄ with x ∈ X∪{1}. Denote by mji the (j, i)-th entry of M . Consider
the graph associated with g1, . . . , gn given in (a). We associate to M a subgraph Γ(X,M)
of Γ(X). Γ(X,M) has the same vertices as Γ(X) and an edge xgi

(x,gi)←− gi in Γ(X) is an
edge of Γ(X,M) if x is in the support of some entry in the i-th column of M. �

Remark 4.28. Note that if we remove the loops gi
(1,gi)←− gi in Γ(X), then Γ(X) becomes a

subgraph of the Cayley graph C(G,X). �
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Lemma 4.29. Under the notation and assumptions of Definitions 4.27(b), suppose that

M

(
S1

...
Sn

)
= 0, that is,

mj1S1 +mj2S2 + · · ·+mjnSn = 0 (21)

for j = 1, . . . , p. Then the following hold true:
(i) If the j-th row of M is not zero then

hj = min
t=1,...,n

{xjtgt}, (22)

where xjt = min suppmjt, is a head of Γ(X,M).
(ii) If M 6= 0, the smallest head of Γ(X,M) is h = min

j=1,...,p
{hj}, and h can only be obtained

in (21) with the products xjtgt.
(iii) If Γ(X,M) has no edges, then M = 0.

Proof. (i) Note that if mjt 6= 0 for some t ∈ {1, . . . , n}, then xjtgt ∈ suppmjtSt because,
since (G,<) is an ordered group,

xjtgt < ba for each b ∈ suppmjt, a ∈ suppSt with b 6= xjt or a 6= gt. (23)

In particular hj ∈ suppmjt0St0 for some t0 ∈ {1, . . . , n}. Then, by (21), (23) and the definition
of hj , there exists t1 6= t0 such that xjt1gt1 = xjt0gt0 = hj . Hence hj is a head of Γ(X) and of
Γ(X,M).

(ii) Since M 6= 0, h is a head by (i). The result follows from (23) and the definition of h.
(iii) If M 6= 0, by (i), there exists a head, and therefore an edge, in Γ(X,M). �

Remark 4.30. If P ∈ GLp(k), then the set of heads of Γ(X,PM) is contained in the set of
heads of Γ(X,M). Similarly for the set of heads of Γ(X,M ′) where M ′ is any submatrix of
M . �

Lemma 4.31. Under the notation and assumptions of Definitions 4.27, suppose that M 6= 0

and that M

(
S1

...
Sn

)
= 0. Let h be the smallest head of Γ(X,M). Let e(h) be the number of

edges in Γ(X) with head h. Assume that p ≥ e(h)−1. Then there exists P ∈ GLp(k) such that

PM =
(
M1

M ′

)
, where M ′ is of size (p − e(h) + 1) × n. Moreover, M ′

(
S1

...
Sn

)
= 0, and h is

not a head of Γ(X,M ′).

Proof. We may assume that the edges in Γ(X) with head h are h
(x1,g1)←− g1, . . . , h

(xf ,gf )

←− gf ,
with f = e(h). Denote by mji(x) the coefficient of x̄ in mji. We claim that the coefficient of
h̄ in (21) is

mj1(x1)α
σ(x1)
1 τ(x1, g1) +mj2(x2)α

σ(x2)
2 τ(x2, g2) + · · ·+mjf (xf )α

σ(xf )
f τ(xf , gf ),

where αi is the coefficient of ḡi in Si. Certainly this is a summand of the coefficient of h̄ in
(21). So suppose that there is some l ∈ {1, . . . , n}, g ∈ G and some x ∈ X ∪ {1} such that
g ∈ suppSl, x ∈ suppmjl, and xg = h. By Lemma 4.29(ii), g = gl and x = xjl = xl. Therefore
l ∈ {1, . . . , f}, and the claim is proved.

From (21) we obtain that for any j = 1, . . . , p,

mj1(x1)α
σ(x1)
1 τ(x1, g1) +mj2(x2)α

σ(x2)
2 τ(x2, g2) + · · ·+mjf (xf )α

σ(xf )
f τ(xf , gf ) = 0.
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This means that the columns of the p× f matrix

A = (mji(xi))1≤j≤p
1≤i≤f

are right k-linearly dependent. Thus its rank is at most f − 1. Since p ≥ f − 1, there exists

P ∈ GLp(k) such that PA =
(
A1

A′

)
, where A′ = 0 is of size (p− f + 1)× f = p′ × f. Then

PM =
(
M1

M ′

)
where M ′ is of size (p− f + 1)× n, and such that xi does not appear in the

i-th column of M ′, for i = 1, . . . , f. Hence the edge h
(xi,gi)← gi does not exist in Γ(X,M ′). �

This is [Reu99, Lemma 1] which turns out to be very important.

Lemma 4.32. Let G be a free group on a finite set X. For n ≥ 1, let g1, . . . , gn be distinct
elements of G. Associate to them the graph Γ(X) defined in Definitions 4.27(a). Let e be the
number of edges in Γ(X), and let s be the number of special vertices. Then e ≤ n+ s− 1.

Proof. Let l be the number of loops, and s′ be the number of special vertices without
loop around them. Then s = s′ + l and n = n′ + l where n′ is the number of gi without loop.
So the total number of vertices in Γ(X) is n + s′ = n + s − l. By Remark 4.28, if we remove
the loops in Γ(X), then we obtain a subgraph of the Cayley graph C(G,X), hence a union
of trees by Proposition 1.37. Therefore if we replace each loop around a vertex v by a new
edge v → v̄, where v̄ is a new vertex, we obtain a union of trees. This graph has e edges, and
n + s − l + l = n + s vertices. Recall that in a union of trees the number of edges is smaller
or equal than the number of vertices minus one by Proposition 1.37. Thus e ≤ n + s − 1 as
desired. �

Before stating Theorem 4.35, the extension of [Reu99, Theorem] to crossed product group
rings, we need to give some definitions and one easy technical result.

Definitions 4.33. Let G be a free group on a set X. Let k be a division ring and kG a crossed
product group ring. A matrix M over kG is a
(a) linear matrix if each entry of M has the support contained in X ∪ {1} ∪X−1.
(b) polynomial linear matrix if each entry of M has the support contained in X ∪ {1}.
Suppose now that G is a locally free group. A matrix M over kG is a
(c) polynomial linear matrix if there exists a finite subset Y of G such that Y is the basis of

a free subgroup H of G and the support of each entry of M is contained in Y ∪ {1}. �

Lemma 4.34. Let k be a division ring. Let G be a free group on a set X. Consider a crossed
product group ring kG. Then a linear matrix M over kG is stably associated with a polynomial
linear matrix M ′. Furthermore, M is full over kG if and only if M ′ is full over kG.

Proof. We proceed by induction on the number m of elements of the form x−1 that
appear in M (counting multiplicities). If m = 0, then M is polynomial linear and the result
follows. Suppose that m > 0. Thus M is not a polynomial linear matrix. If in the i-th row of
M there is an element of the form x−1, multiply M by the invertible matrix that correspond
to multiply the i-th row by x̄. Now use Higman’s trick 4.25 to obtain again a linear matrix.
The matrix so obtained is stably associated with M and has less elements of the form x−1

among its entries. Then apply induction hypothesis to obtain the result.
For the second part, recall that a matrix over a semifir is full if and only if any stably

associated matrix is full by Corollary 4.24. �
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Theorem 4.35. Let k be a division ring. Let G be a free group on a finite set X. Let < be
a total order on G such that (G,<) is an ordered group. Consider a crossed product group
ring kG and the associated Mal’cev-Neumann series ring k((G,<)). Then a polynomial linear
matrix which is not invertible over k((G,<)) is not full over k〈X〉 and hence not full over kG.

Proof. Let A be a p × p polynomial linear matrix. Suppose that A is not invertible
over k((G,<)). Thus A, as an endomorphism of the right k((G,<))-vector space k((G,<))n,
is not injective. Hence there exist S1, . . . , Sp Ma’lcev-Neumann series, not all 0, such that

A

( S1

...
Sp

)
= 0.

Multiplying

( S1

...
Sp

)
on the left by a matrix Q ∈ GLp(k) (and A on the right by Q−1), we

may assume that

( S1

...
Sp

)
=


S1

...
Sn
0
...
0

 , and that the leading elements g1, . . . , gn of S1, . . . , Sn are

distinct.

Now A = (MN), where M is of size p× n. We then have M

(
S1

...
Sn

)
= 0.

The result will follow applying Lemma 4.31 repeatedly. First notice that by Lemma 4.32,
we have

e =
∑

h∈V Γ(X)
special

e(h) ≤ n+ s− 1 ≤ p+ s− 1,

where e(h) is the number of edges in Γ(X) with head h and s the number of special vertices.
Thus p ≥ 1 +

∑
h∈V Γ(X)

special

(e(h)− 1). Now, if Γ(X,M) has an edge, let h1 be its smallest head. By

Lemma 4.31 we obtain a matrix P1 ∈ GLp(k) such that P1M =
(
M1

M ′

)
where M ′ is of size

(p− e(h1) + 1)×n, and h1 is not a head of Γ(X,M ′). If M ′ has an edge, let h2 be its smallest
head. Again by Lemma 4.31, we obtain a matrix P2 ∈ GLp(k) such that P2P1M =

(
M2

M ′′

)
where M ′′ is of size

(
p−

2∑
i=1

(e(hi)−1)
)
×n such that neither h1 nor h2 are heads of Γ(X,M ′′).

Continuing in this way, in each step we reduce the number of heads by Remark 4.30. So after
r ≤ s steps, we obtain matrices P1, . . . , Pr ∈ GLp(k) such that Pr · · ·P1M =

(
Mr

M(r)

)
where

M (r) is of size
(
p−

r∑
i=1

(e(hi)−1)
)
×n and such that Γ(X,M (r)) has no edges. Hence M (r) = 0

by Lemma 4.29(iii). Notice that
(
p−

r∑
i=1

(e(hi)− 1)
)
≥ p− e+ s.

This shows that there exists a matrix P ∈ GLp(k) such that PM has a rectangle of 0′s
of size at least (p − e + s) × n. By Lemma 4.32, n + p − e + s ≥ p + 1, showing that M is
associated with a hollow matrix.

So we have proved that there exist invertible matrices P,Q ∈ GLp(k) such that PAQ is a
hollow matrix, and therefore A is not full by Lemma 3.29. �

5.2. Consequences. We proceed to give the main results of this section. They are
corollaries of the ones in the foregoing subsection.
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Theorem 4.36. Let k be a division ring. Let G be a free group on a set X. Let < be a total
order on G such that (G,<) becomes an ordered group. Consider a crossed product group ring
kG and the associated Mal’cev-Neumann series ring k((G,<)). Let K be the division ring of
fractions of kG inside k((G,<)) (which is the same as the one of k〈X〉). Then every full
matrix over kG (or over k〈X〉) is invertible over K. Therefore K is the universal division
ring of fractions of both kG and k〈X〉.

Proof. Let A be a full matrix over kG (or over k〈X〉). It is enough to show that A is
invertible over some subdivision ring K ′ of K. Let H be a free subgroup of G generated by a
finite subset Y of X such that the entries of A are in kH (or k〈Y 〉). Notice that A is full over
kH (or k〈Y 〉), that k((H,<)) ≤ k((G,<)) and that if K ′ is the division ring of fractions of
kH inside k((H,<)), then K ′ ≤ K. Now A is stably associated over kH (or k〈Y 〉) to a square
polynomial linear matrix A′ by Lemmas 4.26 and 4.34. Since kH and k〈Y 〉 are semifirs, A′

is full over kH and k〈Y 〉 by Corollary 4.24. Then, by Theorem 4.35, A′ is invertible over
k((H,<)). Notice that A′, as an endomorphism of the right K ′-vector space K ′n, is injective,
and thus invertible. Therefore the coeficients of A′−1 are in K ′. Hence A′ is invertible over
K ′. But A′ is stably associated with A also over K ′. Since stably associated matrices over a
division ring are simultaneously invertible or not, A is invertible over K ′. �

Corollary 4.37. Let k be a division ring. Let L be a locally free group. Let < be a total order
on L such that (L,<) is an ordered group. Consider a crossed product group ring kL and the
associated Mal’cev-Neumann series ring k((L,<)). Let K ′ be the division ring of fractions of
kL inside k((L,<)). Then every full matrix over kL is invertible over K ′. Therefore K ′ is the
universal division ring of fractions of kL.

Proof. Let A be a full matrix over kL. Then there exists a finitely generated free sub-
group G of L such that the entries of A are in kG. Notice that k((G,<)) ≤ k((L,<)). By
Theorem 4.36, A is invertible over K, the division ring of fractions of kG inside k((L,<)).
Therefore it is invertible over K ′. �

Corollary 4.38. Let k be a division ring. Let L be a locally free group. Consider a crossed
product group ring kL. Let U(kL) be the universal division ring of fractions of kL. Let H
be a subgroup of L. Then the division ring of fractions of kH inside U(kL) is the universal
division ring of fractions of kH.

Proof. Let < be a total order on L such that (L,<) is an ordered group. Then (H,<) is
also an ordered group. By Corollary 4.37, U(kL) is the division ring of fractions of kL inside
k((L,<)). Notice that k((H,<)) ≤ k((L,<)) and that the division ring of fractions of kH
inside k((H,<)) and k((L,<)) is the same. The result now follows because the division ring of
fractions of kH inside k((H,<)) is the universal field of fractions of kH by Corollary 4.37. �

Corollary 4.39. Let k be a division ring. Let G be a locally free group on a set X. Consider
a crossed product group ring kG. A square polynomial linear matrix A over kG of order p is
not full if and only if for some invertible matrices P,Q over k, the matrix PAQ is hollow.

Proof. If the matrix PAQ is hollow, then PAQ is not full by Lemma 3.29. Now clearly
A is not full.

Suppose that A is not full. Let < be a total order on G such that (G,<) is an ordered
group. Consider the Mal’cev-Neumann series ring k((G,<)) associated with kG. Let Y be a
finite subset of G such that Y is the basis of a free subgroup H of G and the support of each
entry of A is contained in Y ∪ {1}. Now k((H,<)) ⊆ k((G,<)). Observe that A is not full
over kH, otherwise it would be invertible over k((H,<)) by Theorem 4.36, and therefore over
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k((G,<)), a contradiction. Hence A is not full over kH, A is a polynomial linear matrix (over
k〈Y 〉), so we can apply the proof of Theorem 4.35 to obtain the desired result. �

Corollary 4.40. Let k be a subdivision ring of k′. Let L be a locally free group. Consider a
crossed product group ring k′L such that

(i) The image of k by σ(x) is contained in k for each x ∈ L
(ii) τ(x, y) ∈ k for all x, y ∈ L

then each full matrix over kL (or k〈X〉 when L is a free group on a set X) is also full over
k′L (or k′〈X〉).

Proof. By conditions (i) and (ii), we can consider kL as a subring of k′L. Suppose
that (L,<) is an ordered group. Then, by Corollary 4.37, a full matrix A over kL becomes
invertible over k((L,<)) which is a subdivision ring of k′((G,<)). Thus A is also invertible
over k′((G,<)). Thus it has to be full over k′G. �

Corollary 4.41. Let k be a division ring. Let L be a locally free group. Let <1 and <2 be two
different total orders on L such that (L,<1) and (L,<2) are ordered groups. Let Di, i = 1, 2,
be the division ring of fractions of kL inside k((L,<i)). Then D1 is kL-isomorphic to D2.

Proof. D1 and D2 are the universal division ring of fractions of kL. �

As we said before, Theorem 4.36 and Corollary 4.38 were first proved in [Lew74, Theo-
rems 1 and 2] and [LL78, Section 2]. There, Corollary 4.38 was used to prove Theorem 4.36.
We will do something similar in Section 2.1 of Chapter 6. Our proof of Theorem 4.36 is
patterned on the one given in [Reu99, Corollary 1].

Statements of Corollaries 4.39 and 4.40 are the natural generalization of [Reu99, Corol-
laries 2 and 3] to crossed product group rings. They were first proved by P.M. Cohn for tensor
rings, see for example [Coh95, Corollary 6.3.6 and Theorem 6.4.6].

Corollary 4.37 is probably well known, but we have not found it in the literature.

“Do you hear the hounds they call
Scan the dark eyes aglow

Through the bitter rain and cold
They hunt you down

Hunt you down”

Savatage, Hounds
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Hughes’ Theorems





CHAPTER 5

Towards Hughes’ Theorems

Our aim is to define the objects needed to prove the results in Chapter 6, and to show
their main properties. Almost everything in this chapter appears in the joint work with W.
Dicks and D. Herbera [DHS04]. Most of the objects deal with the concepts on semirings
defined in Section 7 of Chapter 1.

For the sake of simplicity we fix the notation at the beginning of some sections and it
remains valid until the end of that section unless otherwise stated.

1. Hughes-free division ring of fractions

In Theorem 6.3 it is proved that two division rings of fractions satisfying a certain property
are isomorphic. It is useful to define first such a property because what follows tries to imitate
that situation in a formal way.

Notation 5.1. Throughout this section let k be a division ring, G a locally indicable group
and kG a crossed product group ring. �

Let H be a nontrivial finitely generated subgroup of G. Since G is locally indicable, there
exists NCH such that H/N is infinite cyclic. So H can be expressed as an internal semidirect
product N o C with C infinite cyclic. By Remarks 4.3(c), k×H/k× ∼= H. Hence we have a
morphism of groups

k×H
ax̄

ρH−→
7−→

k×H/k×[
ax̄
] ∼=

7→
H
x

(24)

Let t ∈ k×H be such that ρH(t) generates C. Clearly t ∈ k×C. Observe that left conjugation
by the trivial unit t induces an automorphism α of kN, i.e. α : kN → kN, z 7→ tzt−1.
Moreover the powers of t are left (and right) kN -linearly independent because every element
of H can be uniquely expressed as a product of an element of N and a power of ρH(t). Thus
kH = ⊕

n∈Z
kNtn. Therefore kH can be seen as the skew Laurent polynomial ring kN [t, t−1;α].

Suppose that kG has a division ring of fractions D. We say that D is a Hughes-free division
ring of fractions if the kN -linear independence of the powers of t extends to D(kN). More
precisely:

Definitions 5.2. Suppose that kG has a division ring of fractions D.
(a) An atlas A = {NH}H of G, where H ranges over all nontrivial finitely generated subgroups

of G, is a set consisting of subgroups NH of H, one for each H, such that NH C H and
H/NH is infinite cyclic. If L is a fixed subgroup of G, we denote by AL the atlas of
L {NH ∈ A | H ≤ L}. If θ is a monomorphism of G, by θ(A) we denote the atlas of
θ(G) {N ′θ(H) = θ(NH)}θ(H). Notice that an atlas A always exists provided G is a locally
indicable group. If G is trivial, then A is the empty atlas.

(b) Let A = {NH}H be an atlas of G. We say that D is an A-Hughes-free division ring of
fractions (of kG) if for each nontrivial finitely generated subgroup H of G, any expression
of H as an internal semidirect product NH o C with C infinite cyclic and any t ∈ k×C
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such that ρH(t) generates C, then the powers of t are D(kNH)-linearly independent, i.e.
if d0, . . . , dn ∈ D(kNH), then

d0 + d1t+ · · ·+ dnt
n = 0 implies that d0 = · · · = dn = 0.

(c) If D is an A-Hughes-free division ring of fractions for each atlas A of G, then we say that
D is a Hughes-free division ring of fractions.

(d) If there exists an embedding of kG in a division ring E, kG ↪→ E, such that E(kG) is
an (A-)Hughes-free division ring of fractions, we say that kG ↪→ E is an (A-)Hughes-free
embedding. We also say that kG is (A-)Hughes-free embeddable. �

Some other ways of expressing A-Hughes-freeness are given in the next result.

Lemma 5.3. Suppose that kG has a division ring of fractions D. Let A = {NH}H be an atlas
of G. The following are equivalent:

(i) D is an A-Hughes-free division ring of fractions.
(ii) For each nontrivial finitely generated subgroup H of G there exist an expression of H

as an internal semidirect product NH o C with C infinite cyclic and t ∈ k×C such that
ρH(t) generates C and the powers of t are D(kNH)-linearly independent.

(iii) For each nontrivial finitely generated subgroup H of G there exists an element x ∈ H
such that NHx generates H/NH and the powers of x̄ are D(kNH)-linearly independent.

Proof. (i)⇒ (ii) It is clear because (i) is more general than (ii).
(ii)⇒ (iii) Let H be a nontrivial finitely generated subgroup of G. Let t be given by (ii).

Set x = ρH(t). Then H/NH
∼= C is infinite cyclic and NHx generates H/NH . The powers of

x̄ are D(kNH)-linearly independent because t = ax̄ for some a ∈ k.
(iii)⇒ (i) Let H be a nontrivial finitely generated subgroup of G. Let x be given by (iii).

Suppose that H = NH o C with C infinite cyclic. Let t ∈ k×C be such that ρH(t) generates
C. Then t = ax̄±1 for some a ∈ k×NH . Suppose that d0 + d1t + · · · + dnt

n = 0. For each i,

dit
i = diaix±1i for some ai ∈ k×NH . Then diai = 0 for i = 1, . . . , n. Since ai is invertible for

each i, d0 = d1 = · · · = dn = 0. �

Following the notation of Definitions 5.2 we get the following important remarks.

Remarks 5.4. Suppose that kG has an A-Hughes-free division ring of fractions D. For each
nontrivial finitely generated subgroup H of G and t ∈ k×C such that ρH(t) generates C we
have the following:
(a) Left conjugation by t induces an automorphism α of D(kNH). Moreover, the subring

generated byD(kNH) and t (respectively {t, t−1}) is isomomorphic to the skew polynomial
ring D(kNH)[t;α] (skew Laurent polynomial ring D(kNH)[t, t−1;α]).

(b) The division ring of fractions of kH inside D, D(kH), is isomorphic to

Qlcl(D(kNH)[t, t−1;α]) = D(kNH)(t;α).

Therefore D(kH) embeds in the skew Laurent series ring D(kNH)((t;α)) in a natural way.
(c) The powers of t are also right D(kNH)-linearly independent. Hence A-Hughes-freeness is

a left and right symmetric concept.

Proof. (a) Recall that D(kNH) =
∞
∪
n=0

Qn(kNH , D)that , and Qn+1(kNH , D) is the sub-

ring generated by the elements of Qn(kNH , D) and its inverses, see Remark 3.16. We have
already noted at the beginning of this section that left conjugation by t induces an auto-
morphism of kNH = Q0(kNH , D). Suppose that left conjugation by t induces an automor-
phism of Qn(kNH , D). This implies that tQn+1(kNH , D)t−1 = Qn+1(kNH , D) because both
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tzt−1 and t−1zt belong to Qn+1(kNH , D) for each generator z of Qn+1(kNH , D). Therefore
tD(kNH)t−1 = D(kNH).

The second part follows because the powers of t are D(kNH)-linearly independent since
D is an A-Hughes-free division ring of fractions.

(b) D(kH) contains D(kNH) and {t, t−1}. By (a), it contains the left Ore domain
D(kNH)[t, t−1;α]. By the universal property of Ore localization, D(kNH)(t;α) embeds in
D(kH).Moreover, the image ofD(kNH)(t;α) is a division ring containing kNH [t, t−1;α] = kH.
Therefore D(kH) ∼= D(kNH)(t;α). Now, D(kNH)((t;α)) is a division ring that contains
D(kNH)[t, t−1;α]. Again the universal property of Ore localization implies that D(kNH)(t;α),
and therefore D(kH), is contained in D(kNH)((t;α)).

(c) Let d0, . . . , dn ∈ D(kNH). Suppose that d0 + td1 + · · ·+ tndn = 0. Thus

d0 + α(d1)t+ · · ·+ αn(dn)tn = 0.

By (a), α(di) ∈ D(kNH) for all i. Hence d0 = α(d1) = · · · = αn(dn) = 0. Since α is an
isomorphism, d0 = d1 = · · · = dn. �

Definitions 5.5. Let G be a group.
(a) Suppose that G is locally indicable. We say that the group G is Hughes-free embeddable

if kG is Hughes-free embeddable for each division ring k and each crossed product group
ring kG.

(b) We say that G is embeddable if kG can be embedded in a division ring for each division
ring k and each crossed product group ring kG. �

We proceed to give some important examples of Hughes-free embeddings and Hughes-free
embeddable groups. Example 5.6(d) was already given by I. Hughes in [Hug70].

Examples 5.6. Let G be a group.
(a) Suppose that G is locally indicable. Let k be a division ring. Consider a crossed product

group ring kG. Suppose that kG is a left (right) Ore domain. Then the embedding
kG ↪→ D is Hughes-free provided D is the left (right) Ore division ring of fractions of kG.

(b) Suppose that G has a subnormal series (Gγ)γ≤τ with torsion-free abelian factors. Then G
is Hughes-free embeddable.

(c) Suppose that G is a right orderable amenable group. Then G is Hughes-free embeddable.
(d) If G is an orderable group, then G is Hughes-free embeddable. Indeed, if (G,<) is an

ordered group, then kG ↪→ k((G,<)) is a Hughes-free embedding for any division ring k
and any crossed product group ring kG.

(e) If G is a locally free group, then G is Hughes-free embeddable.

Proof. (a) We prove the result for the left Ore case. The proof of the right Ore case is
similar.

Let H be a nontrivial finitely generated subgroup of G. Let N CH be such that H/N is
infinite cyclic. Let x ∈ H such that Nx generates H/N. Suppose that

d0 + d1x̄+ · · ·+ dnx̄
n = 0

where d0, d1, . . . , dn ∈ D(kN). Notice that kN is a left Ore domain by Proposition 4.9,
and that D(kN) is the left Ore division ring of fractions of kN. By Remark 3.4, there exist
u, v0, . . . , vn ∈ kN such that di = u−1vi. Multiplying by u on the left we get

v0 + v1x̄+ · · ·+ vnx̄
n = 0.

Since the powers of x̄ are kN -linearly independent, vi = 0 for all i. Hence d0 = · · · = dn = 0.
(b) The result follows from (a) and Corollary 4.11.
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(c) By the comments at the end of Section 4 of Chapter 2, G is locally indicable.
It is known that kG has an Ore division ring of fractions whenever kG is a domain by a

result of D. Tamari [Tam57], see also [DLM+03, Theorem 6.3] or [Lüc02, Example 8.16].
Certainly this is the case by Proposition 4.8. Now apply (a).

(d) From Theorem 2.28, G is a locally indicable group. Let k be a division ring and kG a
crossed product group ring. Suppose that (G,<) is an ordered group. Set

E = k((G,<)) = {γ =
∑
z∈G

dz z̄ | supp(γ) is well ordered}

the Mal’cev-Neumann series ring associated to kG, see Chapter 4. Let H be a nontrivial
finitely generated subgroup of G. Let N / H, and x ∈ H such that H/N = 〈Nx〉 is infinite
cyclic.

Notice that if d ∈ E(kN), then d ∈ {γ =
∑
h∈N

dhh̄ | supp(γ) is well ordered}. Suppose that

there exist di =
∑
h∈N

dhih̄ ∈ E(kN) for i ∈ {1, . . . , n} such that 0 =
n∑
i=0

di(x̄)i. Then

0 =
n∑
i=0

dix̄
i =

n∑
i=0

( ∑
h∈N

dhih̄
)
x̄i.

Since h1x
i1 = h2x

i2 if and only if h1 = h2 and i1 = i2, for h1, h2 ∈ N, it follows that dhi = 0
for all h ∈ N and i ∈ {1, . . . , n}. Hence d0 = d1 = · · · = dn = 0.

(e) The group G is orderable by Corollary 2.24. Thus (c) implies that kG ↪→ k((G,<)) is
a Hughes-free embedding for any division ring k, any crossed product group ring kG and any
total order < on G such that (G,<) is an ordered group. �

As a consequence of Theorem 6.10 we will obtain more Hughes-free embeddings. On the
other hand, we remark that there exist embeddings of crossed product group rings kH, with
H a locally indicable group, inside division rings Q such that Q is not A-Hughes-free for any
atlas A of H. The first example of this situation was given by J. Lewin in [Lew74, Section V].
We will see more examples in Chapter 7, see Corollary 7.61.

2. A measure of complexity

In this section, we collect together standard material on finite rooted trees, and construct
the rational semiring T which will be used to measure the complexity of elements of an-
other rational semiring, Rat(U), that will be defined in Section 4. T will turn out to be a
well-ordered set. We also give the main properties of the behavior of this order with respect
to the operations defined on T .

Definitions 5.7. Let T denote the set of all (isomorphism classes of) finite rooted trees. We
give T the structure of semiring as follows. Let X,Y ∈ T .
(a) The sum X + Y is obtained from the disjoint union X ∪ Y by identifying the root of X

with the root of Y and taking the resulting vertex to be the new root. It is not difficult
to realize that the sum is associative. Then (T ,+) is an additive monoid, and the zero
element 0T is the tree with exactly one vertex. Notice that X + Y = 0T if and only if
X = Y = 0T .

(b) We define the family of X, denoted fam(X), as the set of components of the graph obtained
by deleting the root of X and all incident edges. We view fam(X) as a finite family of
finite rooted trees, with multiplicities, where the root of each component is the vertex
that was incident to the deleted edge. Notice that fam(0T ) is empty. We remark that
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fam(X + Y ) can be thought of as fam(X)∪ fam(Y ) provided multiplicities are taken into
account.

(c) The width of X, denoted width(X), is the number of elements in fam(X). For example, in
Example 5.9 the width of Y0 is 3. In a tree of width one, the root is incident to a unique
edge, called the stem. Note that width is additive, i.e.

width(X + Y ) = width(X) + width(Y ).

(d) We recursively define the height of X as follows. We say that 0T has height 0, and that,
if X 6= 0T , then the height of X is one more than the maximum of the heights of the
elements of fam(X). We denote the height of X ∈ T by h(X).

(e) We define expanded X, denoted exp(X), as the tree obtained from X by adding a stem,
that is, we add a new vertex, and a new edge which joins the new vertex to the root of
X, and then the new vertex is taken as the root of exp(X). So the height increases by 1
and fam(exp(X)) = {X}.

We have X =
∑

X′∈fam(X)
exp(X ′), a (possibly empty) sum of trees with stems.

(f) We define the product

X · Y =
∑

X′∈fam(X)

∑
Y ′∈fam(Y )

exp(X ′ + Y ′).

Thus, the product of two trees with stems identifies the stems, and the multiplication is
then extended distributively. The multiplication is commutative since the sum is. The
identity element 1T = exp(0T ) is the tree with exactly one edge. Notice that X · Y = 1T
if and only if X = Y = 1T .

We remark that fam(X ·Y ) can be thought of as fam(X)+fam(Y ), where the elements
of fam(X)+fam(Y ) are the rooted trees of the form X ′+Y ′ for X ′ ∈ fam(X), Y ′ ∈ fam(Y )
and multiplicities are taken into account. Notice that width is multiplicative, i.e.

width(X · Y ) = width(X) · width(Y ). �

Now it is not difficult to prove that T is a semiring.

Lemma 5.8. The product defined on T is distributive with respect to the addition and it is
associative. Therefore T is a semiring with absorbing zero 0T .

Proof. Let X,Y, Z ∈ T .

X · (Y + Z) =
∑

X′∈fam(X)

∑
W∈fam(Y +Z)

exp(X ′ +W )

=
∑

X′∈fam(X)

∑
Y ′∈fam(Y )

exp(X ′ + Y ′) +
∑

X′∈fam(X)

∑
Z′∈fam(Z)

exp(X ′ + Z ′)

= X · Y +X · Z.
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And because of the commutativity, (Y + Z) ·X = Y ·X + Z ·X.

X · (Y · Z) = X ·

 ∑
Y ′∈fam(Y )

∑
Z′∈fam(Z)

exp(Y ′ + Z ′)


=

∑
Y ′∈fam(Y )

∑
Z′∈fam(Z)

X · exp(Y ′ + Z ′)

=
∑

X′∈fam(X)

∑
Y ′∈fam(Y )

∑
Z′∈fam(Z)

exp(X ′ + Y ′ + Z ′)

=
∑

X′∈fam(X)

∑
Y ′∈fam(Y )

exp(X ′ + Y ′) · Z

=

 ∑
X′∈fam(X)

∑
Y ′∈fam(Y )

exp(X ′ + Y ′)

 · Z = (X · Y ) · Z. �

Examples 5.9.
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Definitions 5.10. (a) We make T into a rational semiring with ∗-map defined by
X∗ = exp2(X) for X ∈ T . That is, we add a double-length stem to X.

(b) Let U be a group. We endow T with a structure of rational U -semiring via the trivial
multiplicative map U → T which sends every element of U to 1T . Here the U -biset
structure is trivial. �

We next want to well-order T .

Definitions 5.11. For m,n ∈ N, we let Tn,m denote the subset of T consisting of all the
elements of height at most n− 1, together with all the elements of height exactly n and width
at most m.

We now define a total order ≥ on T .
We let 0T be the least element of T .
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In particular, we have ordered T1,0 = {0T }.
Suppose that n ≥ 1, and that we have ordered Tn,0.
Suppose that m ≥ 1, and that we have ordered Tn,m−1.
Consider any nonzero X,Y ∈ Tn,m.
Notice that fam(X) is a finite family of elements of Tn,0. Thus fam(X) has a largest

element. We define logX to be the largest element of fam(X).
Note that exp(logX) is a summand of X, and we denote the unique complement by

X − exp logX. Thus, X − exp logX is formed by deleting from X a suitable edge incident to
the root, and then deleting the component (= logX) which does not contain the root.

Since logX and log Y lie in Tn,0, they can be compared. Also, X − exp logX and
Y − exp log Y lie in Tn,m−1, and therefore they can be compared. We define X > Y to
mean

(logX > log Y ) or (logX = log Y and X − exp logX > Y − exp log Y ).
By induction on m, Tn,m is ordered for all m ∈ N, that is, Tn+1,0 is ordered.
By induction on n, Tn,0 is ordered for all n ∈ N, that is, T is ordered. �

Remarks 5.12. Let X,Y ∈ T \ {0T }.
(a) X = exp logX + (X − exp logX) and Y ·X = Y · exp logX + Y · (X − exp logX).
(b) If logX = log Y , then

(b1) X ≤ Y if and only if X − exp logX ≤ Y − exp log Y .
(b2) X = Y if and only if X − exp logX = Y − exp log Y .

(c) X − exp logX < X.

Proof. (a) Follows directly from the definition and the distributive law.
(b1) Follows directly from the definition.
(b2) The only if part is clear. For the if part apply (a).
(c) Notice that fam(X − exp logX) ⊂ fam(X).
The proof is by induction on the multiplicity of logX in fam(X), denoted by mX . If

mX = 1, logX /∈ fam(X − exp logX). Then logX > log(X − exp logX). This implies
X − exp logX < X.

Suppose that mX > 1 and that Y > Y − exp log Y for all Y ∈ T such that mY < mX .
Since mX > 1, log(X) = log(X − exp logX) and mX−exp logX = mX − 1 < mX . Hence
logX = log(X − exp logX) and, by the induction hypothesis,

(X − exp logX)− exp log(X − exp logX) < X − exp logX.

That is, X > X − exp logX. �

Example 5.13. With the same notation as in Examples 5.9
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Y − exp log(Y0) �

Remark 5.14. The ordering on T refines the partial ordering given by the height. That is, if
h(X) < h(Y ), then X < Y for X,Y ∈ T . Moreover, h(log Y ) = h(Y )− 1.

Proof. Let X,Y ∈ T with h(X) < h(Y ) (hence Y 6= 0T ). We prove the result by
induction on h(Y ) ≥ 1.

Suppose that h(Y ) = 1. If h(X) < h(Y ), then h(X) = 0. Therefore 0T = X < Y .
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Suppose that 1 < h(Y ). Notice that h(Y ′) < h(Y ) for all Y ′ ∈ fam(Y ), and there exists
Y ′ ∈ fam(Y ) with h(Y ′) = h(Y ) − 1. Then h(log Y ) = h(Y ) − 1 because log Y ∈ fam(Y )
and the induction hypothesis. If X = 0T , obviously X < Y . Suppose that X 6= 0T . Hence
h(logX) ≤ h(X) − 1 < h(Y ) − 1 = h(log Y ) < h(Y ). The induction hypothesis implies that
logX < log Y . So X < Y . �

Lemma 5.15. T is well ordered.

Proof. Suppose not, so that there exists an infinite, strictly descending sequence (Ti) in
T ; thus

T0 > T1 > T2 > · · · . (25)

We shall obtain a contradiction.
For each i, Ti is then nonzero, and we let ni denote the height of Ti, and mi denote the

multiplicity of log Ti in fam(Ti). Hence ni ≥ 1, mi ≥ 1.
Since N is well-ordered, we may assume that (25) has been chosen to minimize n0.
It follows that the set of elements of T of height strictly less than n0 is well-ordered. Thus,

we can ignore n0, and assume, by Remarks 5.14, that (25) has been chosen to minimize log T0,
and, with log T0 fixed, to minimize its multiplicity m0.

By the definition of the ordering,

log T0 ≥ log T1 ≥ log T2 ≥ · · · . (26)

If some term of (26) is less than log T0, we can omit finitely many terms from (25), and obtain
a contradiction to the minimality of log T0. Thus

log T0 = log T1 = log T2 = · · · .

By the definition of the ordering,

T0 − exp log T0 > T1 − exp log T1 > T2 − exp log T2 > · · · . (27)

If m0 = 1, then (27) contradicts the minimality of log T0. If m0 ≥ 2, then (27) contradicts the
minimality of m0. �

In T , log(0T ) was not defined, and it is convenient to have an interpretation for this
expression.

Conventions 5.16. Let −∞T denote the empty tree, and say it has height −1 and width 0.
We extend the structure of semiring of T to T ∪ {−∞T } as in Definitions 1.42(d). That

is, (−∞T ) +X = (−∞T ) ·X = X · (−∞T ) = −∞T for all X ∈ T ∪ {−∞T }.
We extend the order on T to an order on T ∪ {−∞T } so that −∞T is the new smallest

element.
Define log(0T ) = log(−∞T ) = −∞T and exp(−∞T ) = 0T . �

Lemma 5.17. If X,Y,X ′, Y ′ ∈ T , then the following hold in T :
(i) (T ,+) is an ordered monoid.
(ii) (T \ {0T }, ·) is an ordered monoid.
(iii) log(X + Y ) = max{logX, log Y }.
(iv) log(X · Y ) = logX + log Y .
(v) log2(X + Y ) = max{log2X, log2Y }.
(vi) log2(X · Y ) ≤ max{log2X, log2Y }, and equality holds if X and Y are nonzero.

Proof. (iii) holds true because of the remarks about the family of the sum made on
Definitions 5.7(b).
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(i) Let X,Y, Y ′ ∈ T with Y < Y ′. We prove that X + Y < X + Y ′ by induction on the
complexity of X. If X = 0T the result is clear.

Suppose that X > 0T . If exp logX 6= X, then X − exp logX < X and exp logX < X by
Remarks 5.12(c). Thus applying twice the induction hypothesis

X + Y = (X − exp logX) + exp logX + Y < (X − exp logX) + exp logX + Y ′ = X + Y ′.

Suppose that X = exp logX. Since log Y ≤ log Y ′, we get that log(X + Y ) ≤ log(X + Y ′)
by (iii). Moreover

max{logX, log Y } = log(X + Y ) ≤ log(X + Y ′) = max{logX, log Y ′}.

It is clear that X + Y < X + Y ′ if either log(X + Y ) = log Y < log Y ′ = log(X + Y ′), or
log(X + Y ) = logX < log Y ′ = log(X + Y ′).

If logX = log(X + Y ) = log(X + Y ′) = logX, then

(X + Y )− exp log(X + Y ) = (X − exp logX) + Y

< (X − exp logX) + Y ′

= (X + Y ′)− exp log(X + Y ′),

and the result follows.
If log Y = log(X + Y ) = log(X + Y ′) = log Y ′ 6= logX, we proceed by induction on Y.

Notice that Y ≥ 1T . If Y = 1T , then X = 0T and the result follows. If Y > 0T , then by the
induction hypothesis

(X + Y )− exp log(X + Y ) = X + (Y − exp log Y )
< X + (Y ′ − exp log Y ′)
= X + Y ′ − exp log(X + Y ′),

as desired.
(iv) If X = 0T or Y = 0T , the result is clear. If X and Y are nonzero, it follows from the

remarks about the family of the product made on Definitions 5.7(f) and by (i).
(ii) Suppose that X,Y, Y ′ ∈ T \ {0T } with Y < Y ′. There are two possibilities either

log Y < log Y ′, or log Y = log Y ′ and Y − exp log Y < Y ′ − exp log Y ′. In the first case, by (i)
and (iv) we get that

log(X · Y ) = logX + log Y < logX + log Y ′ = log(X · Y ′).

For the second possibility we proceed by induction on Y . Suppose that Y = 1T . Notice that
X · (Y ′ − exp log Y ′) > 0T . Then, by (i), we obtain

X · Y = X · exp log Y +X · (Y − exp log Y )
= X + 0T
< X +X · (Y ′ − exp log Y ′)
= X · exp log Y ′ +X · (Y ′ − exp log Y ′)
= X · Y ′.

If Y > 1T , again by (i) together with the induction hypothesis

X · Y = X · exp log Y +X · (Y − exp log Y )
< X · exp log Y ′ +X · (Y ′ − exp log Y ′)
= X · Y ′.

To prove (v), apply log to (ii).
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(vi) log2(X · Y ) = log(logX + log Y ) = max{log2X, log2 Y }, by (iv) and (iii), provided
logX 6= −∞ and log Y 6= −∞, that is, if X and Y are nonzero. �

What follows is just Lemma 5.17(i)-(ii) in the way we will use it.

Remarks 5.18. Let X,Y,X ′, Y ′ ∈ T .
(a) If X ≤ X ′ and Y ≤ Y ′, then X + Y ≤ X ′ + Y ′, and equality holds if and only if X = X ′

and Y = Y ′. Hence, X ≤ X + Y , and equality holds if and only if Y = 0T .
(b) If X,Y,X ′, Y ′ are nonzero, X ≤ X ′ and Y ≤ Y ′, then X ·Y ≤ X ′ ·Y ′, and equality holds if

and only if X = X ′, Y = Y ′. Hence, X ≤ X ·Y , and equality holds if and only if Y = 1T .

Proof. (a) and (b) follow from Lemma 5.17(i)-(ii) and Remark 2.13. �

3. The free multiplicative U-monoid on a U-biset X

We present how to construct a U -semiring from a U -biset in the same way the tensor
algebra is built from a bimodule. In fact we follow very close the exposition in [Jac89].

Notation 5.19. Throughout this section U, V and W will be multiplicative groups. �

Definitions 5.20. Let X1 be a V -U -biset and X2 be a U -W -biset.
(a) There is a natural V -W -biset structure on X1 × X2 given by v(x1, x2) = (vx1, x2),

(x1, x2)w = (x1, x2w) for v ∈ V , w ∈W and (x1, x2) ∈ X1 ×X2.
(b) Let Y be a V -W -biset. A morphism of V -W -bisets f : X1 × X2 −→ Y is said to be a

balanced morphism if f(x1u, x2) = f(x1, ux2) for all x1 ∈ X1, x2 ∈ X2, u ∈ U .
(c) We define X1 ×U X2 to be (X1 × X2)/ ∼ where (x1, x2) ∼ (x′1, x

′
2) if and only if there

exists u ∈ U such that x1u = x′1 and u−1x2 = x′2. It is not difficult to prove that ∼ is
an equivalence relation. The equivalence class of (x1, x2) ∈ X1 × X2 will be denoted by
x1 · x2.

(d) There is a V -W -biset structure on X1 ×U X2 defined by v(x1 · x2) = (vx1) · x2, and
(x1 · x2)w = x1 · (x2w) for all v ∈ V , w ∈W, x1 · x2 ∈ X1 ×U X2. �

Observe that the natural map X1 ×X2
·−→ X1 ×U X2, defined by (x1, x2) 7−→ x1 · x2, is

an onto balanced morphism of V -W -bisets.

Lemma 5.21. Let f : X1 × X2 −→ Y be a balanced morphism of V -W -bisets. Then there
exists a unique morphism of V -W -bisets, f̃ : X1 ×U X2 −→ Y with f̃(x1 · x2) = f(x1, x2) for
all (x1, x2) ∈ X1 ×X2. That is, f̃ makes the following diagram commutative

X1 ×X2
f //

·
""E

EE
EE

EE
EE

Y

X1 ×U X2

f̃

BB��������

Proof. Clearly f̃ , if it exists, is unique because · is onto. So we only need to show it is a
well defined morphism of V -W -bisets. Suppose that x1 ·x2 = x′1 ·x′2. Then there exists u ∈ U
such that x1u = x′1 and u−1x2 = x′2, and

f̃(x′1 · x′2) = f(x′1, x
′
2) = f(x1u, u

−1x2) = f(x1, u(u−1x2)) = f(x1, x2) = f̃(x1 · x2).

Therefore f̃ is well defined. Moreover, f̃ is a morphism of V -W -bisets because

f̃(v(x1 · x2)) = f̃((vx1) · x2) = f(vx1, x2) = vf(x1, x2) = vf̃(x1 · x2)

for any v ∈ V, x1 · x2 ∈ X1 ×U X2. Similarly, f̃((x1 · x2)w) = f̃(x1 · x2)w for any w ∈ W,
x1 · x2 ∈ X1 ×U X2. �
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Definitions 5.22. Let X1 be a V -U -biset and X2 a U -W -biset.

(a) Suppose that f1 : X1 −→ Y1 is a morphism of V -U -bisets and f2 : X2 −→ Y2 is a morphism
of U -W -bisets. The composition

X1 ×X2
(f1,f2)−→ Y1 × Y2 −→ Y1 ×U Y2,

is a balanced morphism of V -W -bisets. We define f1 · f2 : X1 ×U X2 −→ Y1 ×U Y2 as the
unique morphism of V -W -bisets given by Lemma 5.21. Thus f1 · f2 is defined by

f1 · f2(x1 · x2) = f1(x1) · f2(x2) for all x1 · x2 ∈ X1 ×U X2.

Note that if f1 is a V -U -biset isomorphism and f2 is a U -W -biset isomorphism, then f1 ·f2

is a U -W -biset isomorphism.
(b) As the map X1 × U −→ X1, defined by (x1, u) 7−→ x1u, is balanced, there is a map

X1 ×U U −→ X1, defined by x1 · u 7−→ x1u, that is an isomorphism of V -U -bisets with
inverse X1 −→ X1 ×U U , x1 7−→ x1 · 1. By symmetry, the map U ×U X2 −→ X2, defined
by u · x2 7−→ ux2, is an isomorphism of U -W -bisets.

(c) Let (Xγ)γ∈Γ be a family of V -U -bisets. Consider the disjoint union
⋃
γ∈Γ

Xγ . It is a

V -U -biset with the actions given by v(x, γ) = (vx, γ), (x, γ)u = (xu, γ) for all v ∈ V ,
u ∈ U , (x, γ) ∈

⋃
γ∈Γ

Xγ . The coproduct of (Xγ)γ∈Γ is the disjoint union together with the

inclusion maps iγ : Xγ −→
⋃
γ∈Γ

Xγ , iγ(x) = (x, γ). The coproduct verifies that if Y is a

V -U -biset, and for every γ ∈ Γ we have a morphism of V -U -bisets, fγ : Xγ −→ Y , then
there exists a unique morphism of V -U -bisets f :

⋃
γ∈Γ

Xγ −→ Y , such that fiγ = fγ . �

Lemma 5.23. Let (Xγ)γ∈Γ be a family of V -U -bisets. Let Y be a U -W -biset. Then the map

ηY :
( ⋃
γ∈Γ

Xγ

)
×U Y −→

⋃
γ∈Γ

(Xγ ×U Y )

(x, γ) · y 7−→ (x · y, γ)
is an isomorphism of V -W -bisets. If (Yδ)δ∈∆ is a family of U -W -bisets, then the map

ϕ :
( ⋃
γ∈Γ

Xγ

)
×U

( ⋃
δ∈∆

Yδ
)
−→

⋃
(γ,δ)∈Γ×∆

(Xγ ×U Yδ)

(
(x, γ) · (y, δ)

)
7−→

(
x · y, (γ, δ)

)
is an isomorphism of V -W -bisets.

Proof. The map
( ⋃
γ∈Γ

Xγ

)
× Y −→

⋃
γ∈Γ

(Xγ ×U Y ),
(
(x, γ), y

)
7−→ (x · y, γ) is a balanced

morphism of V -W -bisets. Then, by Lemma 5.21, there exists a morphism of V -W -bisets
ηY :

( ⋃
γ∈Γ

Xγ

)
×U Y −→

⋃
γ∈Γ

(Xγ ×U Y ) defined by ηY
(
(x, γ) · y

)
= (x · y, γ).

On the other hand, for each γ ∈ Γ, consider iγ : Xγ −→
⋃
γ∈Γ

Xγ , the inclusion map, which

is a morphism of V -U -bisets. The identity map on Y , 1Y , is a morphism of U -W -bisets.
Thus we have the morphism of V -W -bisets iγ · 1Y : Xγ ×U Y −→

( ⋃
γ∈Γ

Xγ

)
×U Y, for each

γ ∈ Γ, such that x · y 7−→ (x, γ) · y. By the universal property of the coproduct, there
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exists a unique morphism of V -W -bisets τY :
⋃
γ∈Γ

(Xγ ×U Y ) −→
( ⋃
γ∈Γ

Xγ

)
×U Y such that

τY (x · y, γ) =
(
(x, γ) · y

)
. Then ηY τY = 1 ⋃

γ∈Γ

(Xγ×UY ) and τY ηY = 1(
⋃

γ∈Γ

Xγ)×UY
.

In the same way it can be proved that

Xγ ×U
( ⋃
δ∈∆

Yδ
)
−→

⋃
δ∈∆

(
Xγ ×U Yδ

)
x · (y, δ) 7−→ (x · y, δ)

is an isomorphism of V -W -bisets. Hence( ⋃
γ∈Γ

Xγ

)
×U

( ⋃
δ∈∆

Yδ
)
−→

⋃
γ∈Γ

(
Xγ ×U

( ⋃
δ∈∆

Yδ
))
−→

⋃
γ∈Γ

( ⋃
δ∈∆

(Xγ ×U Yδ)
)

(
(x, γ) · (y, δ)

)
7−→

(
x · (y, δ), γ

)
7−→

(
(x · y, δ), γ

)
⋃
γ∈Γ

( ⋃
δ∈∆

(Xγ ×U Yδ)
)
−→

⋃
(γ,δ)∈Γ×∆

(Xγ ×U Yδ)

(
(x · y, δ), γ

)
7−→

(
(x · y), (γ, δ)

)
is an isomorphism of V -W -bisets. �

Definitions 5.24. (a) Let M be a monoid. We say that M is a U -monoid if there exists
a morphism of monoids U −→ M . Then M has a U -biset structure. Moreover, since
M ×M −→ M , (m,n) 7−→ mn, is a balanced morphism of U -bisets, it factors through
M ×M −→M ×U M , (m,n) 7−→ m · n.

(b) Let M and N be U -monoids. A morphism of U -monoids is a morphism of monoids
M −→ N such that the following diagram is commutative

U

M

N

���

?@
@R

(c) Consider the monoid semiring N[M ]. It has a natural structure of U -semiring. It is
zero-sum and zero-divisor free. Thus N[M ] \ {0} is also a U -semiring. Moreover it has
the following universal property: for every U -semiring R with a morphism of U -monoids
φ : M → R there exists a unique morphism of U -semirings Φ: N[M ] \ {0} → R that
coincides with φ on M . It is given by Φ(

∑
m∈M

nmm) =
∑

m∈M
nmφ(m). �

Lemma 5.25. The map (X1×UX2)×UX3 −→ X1×U (X2×UX3), (x1 ·x2) ·x3 7−→ x1 · (x2 ·x3)
is a U -biset isomorphism.

Proof. Observe that the maps (X1 ×U X2) × X3 → X1 ×U (X2 ×U X3), given by
(x1 · x2, x3) 7→ x1 · (x2 · x3), and X1 × (X2 ×U X3) → (X1 ×U X2) ×U X3, defined by
(x1, x2 · x3) 7→ (x1 · x2) · x3, are balanced morphisms of U -bisets. Then, by Lemma 5.21, we get
unique morphisms of U -bisets (X1×UX2)×UX3 → X1×U (X2×UX3), (x1·x2)·x3 7→ x1·(x2·x3),
and X1 ×U (X2 ×U X3)→ (X1 ×U X2)×U X3, x1 · (x2 · x3) 7→ (x1 · x2) · x3. Notice that these
morphisms of U -bisets are mutually inverse. �
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Definitions 5.26. (a) Let X1, . . . , Xn be U -bisets. We define X1 ×U X2 ×U · · · ×U Xn in-
ductively by X1 ×U X2 ×U · · · ×U Xi = (X1 ×U · · · ×U Xi−1) ×U Xi. Also, if xj ∈ Xj ,
j = 1, . . . , n, we define x1 · x2 · · ·xn inductively by x1 · · ·xi = (x1 · · ·xi−1) · xi.

We claim that if 1 ≤ m < n we have a unique isomorphism

πm,n : (X1 ×U · · · ×U Xm)×U (Xm+1 ×U · · · ×U Xn) −→ X1 ×U · · · ×U Xn

such that πm,n
(
(x1 · · ·xm) · (xm+1 · · ·xn)

)
= x1 · · ·xm · xm+1 · · ·xn. We prove it by induc-

tion on n−m. If n−m = 1 the isomorphism is the identity by definition. Suppose that
1 < n−m and the claim true for nonzero naturals smaller than n−m, then

(X1 ×U · · · ×U Xm)×U (Xm+1 ×U · · · ×U Xn)
= (X1 ×U · · · ×U Xm)×U

(
(Xm+1 ×U · · ·Xn−1)×U Xn

)
by Lemma 5.25∼=

(
(X1 ×U · · · ×U Xm)×U (Xm+1 ×U · · · ×U Xn−1)

)
×U Xn

by induc. hypoth.∼= (X1 ×U · · · ×U Xm ×U Xm+1 ×U · · · ×U Xn−1)×U Xn

= X1 ×U · · · ×U Xn.

Via the isomorphism defined by

(x1 · · ·xm) · (xm+1 · · ·xn) = (x1 · · ·xm) ·
(
(xm+1 · · ·xn−1) · xn

)
7−→

(
(x1 · · ·xm) · (xm+1 · · ·xn−1)

)
· xn

πm,n−1·1Xn7−→ (x1 · · ·xn−1) · xn = x1 · · ·xn.

(b) Let X be a U -biset. Put X×
0
U = U, and X×

i
U = X×U

i)
· · · ×UX, i ≥ 1. Define

π0,n : U ×U X×
n
U −→ X×

n
U and πn,n : X×

n
U ×U U −→ X×

n
U , n ≥ 0, to be the canonical

isomorphisms of U -bisets given by π0,n(u · x) = ux and πn,n(x · u) = xu, for all x ∈ X×n
U

and u ∈ U .
Form the U -biset,

U\X =
⋃
n∈N

X×
n
U = U ∪X ∪X×

2
U ∪ . . .

We proceed to endow U\X with a structure of U -monoid.
Using that

⋃
i,j

(X×
i
U ×U X×

j
U ) is the coproduct of the U -bisets X×

i
U ×U X×

j
U we obtain

a morphism of U -bisets π′ :
⋃
i,j

(X×
i
U ×U X×

j
U ) −→ U\X, which coincides with πm,n on

X×
m
U ×U X×

n−m
U . Composing π′ with the U -biset isomorphism

(U\X)×U (U\X) =

⋃
n∈N

X×
n
U

×U
⋃
n∈N

X×
n
U

 −→⋃
i,j

(
X×

i
U ×U X×

j
U
)

given by Lemma 5.23, we obtain a morphism of U -bisets π : (U\X) ×U (U\X) −→ U\X.
We claim that

(U\X)× (U\X) −→ (U\X)×U (U\X) π−→ U\X

endows U\X with a structure of U -monoid. Clearly the inclusion map U −→ U\X is a
morphism of monoids. The associativity is clear if one of the factors is in U , since, by
definition, u · x = ux and x · u = xu for all x ∈ U\X, u ∈ U. In particular 1 ∈ U is
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the identity element of U\X. Now consider x = x1 · · ·xm, y = y1 · · · yn, z = z1 · · · zp,
m,n, p > 0. The definition of π gives

(xy)z =
(
(x1 · · ·xm)(y1 · · · yn)

)
(z1 · · · zp)

= (x1 · · ·xm · y1 · · · yn)(z1 · · · zp)
= x1 · · ·xm · y1 · · · yn · z1 · · · zp
= (x1 · · ·xm)(y1 · · · yn · z1 · · · zp)
= (x1 · · ·xm)

(
(y1 · · · ym)(z1 · · · zp)

)
= x(yz).

We call U\X the free multiplicative U -monoid on X over U . �

Lemma 5.27. Let M be a multiplicative U -monoid, and let f : X −→ M be a U -biset map.
Then there exists a unique morphism of U -monoids f̄ : U\X −→ M that coincides with f
on X. Moreover, if M is a U -semiring, there exists a unique morphism of U -semirings
f̄ : N[U\X] \ {0} −→M that coincides with f on X.

Proof. We define, inductively, a morphism of U -bisets f (n) : X×
n
U −→ M , n = 1, 2, . . . ,

by f (1) = f , and f (i) the morphism of U -bisets from X×
i
U = X×

i−1
U ×U X obtained by

composing f (i−1) · f with the morphism of U -bisets M ×U M −→ M , m · n 7−→ mn. Let
xi ∈ X, i = 1, 2, . . . , n, then

f (n)(x1 · · ·xn) = f(x1) · · · f(xn). (28)

We define f (0) : U −→ M as the morphism of monoids which gives M the structure of
U -monoid. We let f̄ : U\X −→ M coincide with f (n) on X×

n
U , n = 0, 1, 2, . . . . It is im-

mediate from (28) that f̄ is a morphism of U -monoids. The uniqueness is also clear by the
definition of U\X.

If M is a U -semiring, the morphism of U -monoids f̄ : U\X → M induces a unique mor-
phism of U -semirings f̄ : N[U\X] \ {0} → M that coincides with f on X by the universal
property of N[U\X] \ {0}. �

Definition 5.28. Suppose that U is a subgroup of some group W . If Y is a W -biset, then a
subset X of Y is said to be an admissible U -sub-biset of the W -biset Y if X is closed under
left and right multiplication by the elements of U , and, moreover, for all w ∈ W \ U both
X ∩ wX and X ∩Xw are empty. �

Lemma 5.29. Suppose that U is a subgroup of a group W . Let X1, X2 be U -bisets, and
let Y1, Y2 be W -bisets. For each i = 1, 2, suppose that there exists fi : Xi −→ Yi, an in-
jective morphism of U -bisets such that fi(Xi) is an admissible U -sub-biset of Yi. Then
f1 · f2 : X1 ×U X2 −→ Y1 ×W Y2 is an injective morphism of U -bisets, and f1 · f2(X1 ×U X2)
is an admissible U -sub-biset of Y1 ×W Y2.

Proof. Suppose that x1 ·x2, z1 ·z2 ∈ X1×UX2 are such that f1 ·f2(x1 ·x2) = f1 ·f2(z1 ·z2),
that is, f1(x1)·f2(x2) = f1(z1)·f2(z2). It means there exists w ∈W such that f1(x1)w = f1(z1)
and w−1f2(x2) = f2(z2). Hence w ∈ U because f1(X1) is an admissible U -sub-biset of Y1.
Then the injectivity of the morphisms of U -bisets fi, i = 1, 2, implies that x1 · x2 = z1 · z2.

Let xi ∈ Xi, i = 1, 2. Let w ∈ W . Suppose that w(f1(x1) · f2(x2)) ∈ f1 · f2(X1 ×U X2).
That is, there exist z1 ∈ X1, z2 ∈ X2 such that (wf1(x1)) ·f2(x2) = f1(z1) ·f2(z2). Then there
exists v ∈W such that

(a) (wf1(x1))v = f1(z1),
(b) v−1f2(x2) = f2(z2).

Because f2(X2) is an admissible U -sub-biset of Y2, (b) implies that v ∈ U . Condition (a) means
that w(f1(x1v)) = f1(z1). This together with the fact that f1(X1) is an admissible U -sub-biset
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of Y1 yields w ∈ U . Thus we have proved that w
(
f1 · f2(X1 ×U X2)

)
∩ f1 · f2(X1 ×U X2) = ∅,

for all w ∈W \U . Analogously f1 · f2(X1×U X2)w∩ f1 · f2(X1×U X2) = ∅ for all w ∈W \U .
So f1 · f2(X1 ×U X2) is an admissible U -sub-biset of Y1 ×W Y2 as desired. �

Corollary 5.30. Let U be a subgroup of a group W . Let X be a U -biset. Let Y be a W -biset.
Suppose that there exists an injective morphism of U -bisets, ı : X −→ Y , such that ı(X) is
an admissible U -sub-biset of Y . Then ı can be extended to a unique injective morphism of
U -monoids (respectively U -semirings), ı̄ : U\X −→W\Y (̄ı : N[U\X]\{0} −→ N[W\Y ]\{0}).
Moreover ı̄(U\X) (̄ı(N[U\X] \ {0})) is an admissible U -sub-biset of W\Y (N[W\Y ] \ {0}).

Proof. Notice that ı can be seen as a morphism of U -bisets from X to W\Y . Then,
by Lemma 5.27, there exists a unique morphism of U -monoids ı̄ (respectively, U -semirings)
which extends ı. If x1, . . . , xn ∈ X, then ı̄ sends u ∈ U ⊆ W to u, and x1 · · ·xn ∈ U\X to
ı(x1) · · · ı(xn) = ı̄(x1 · · ·xn−1) · ı̄(xn) ∈W\Y . Observe that ı̄(X×

n
U ) ⊆ Y ×n

W . Thus, if we prove
ı̄ |
X
×n

U
is injective and ı̄(X×

n
U ) is an admissible U -sub-biset of Y ×

n
W , the result will follow. We

do it by induction on n.
If n = 0, then ı̄ is the inclusion map of U into W . If n = 1, then ı̄ |X= ı. In either case,

ı̄ |
X
×n

U
is injective, and its image is an admissible U -sub-biset. If n ≥ 1, the result follows

from Lemma 5.29 because ı̄ |
X
×n+1

U
= ı̄ |

X
×n

U
·̄ı |X . �

4. The Rational U-Semiring of Formal Rational Expressions Rat(U)

We now construct a rational U -semiring, Rat(U), which is a formal analog to the con-
struction of the division ring of fractions of a ring R given in Remark 3.16. This object has
a universal property which allows us to give important examples of morphisms of rational
U -semirings. One of these defines the complexity of the elements in Rat(U).

Notation 5.31. Throughout this section:
(a) U is a multiplicative group.
(b) If B is a U -biset, B† denotes a disjoint copy of B, with bijective map B → B†, b 7→ b∗,

and we endow B† with a U -biset structure by defining ub∗v = (v−1bu−1)∗, for all u, v ∈ U,
b ∈ B. �

Definitions 5.32. Consider the U -semiring, and thus a U -biset, N[U ] \ {0}. We set

X1 = (N[U ] \ {0})†, and X0 = ∅.
Clearly, X0 is a U -sub-biset of X1.

Now suppose that n ≥ 1, and that we are given a U -sub-biset Xn−1 of a U -biset Xn.
Then N[U\Xn] is a U -semiring, and, since N[U\Xn−1] is a U -sub-biset of N[U\Xn], then

N[U\Xn] \ N[U\Xn−1] is a U -sub-biset. We define

Xn+1 = (N[U\Xn] \ N[U\Xn−1])† ∪Xn.

Thus we have recursively defined an ascending chain (Xn) of U -bisets.
We denote the union of this chain by X, a U -biset, and define the universal rational

U -semiring as Rat(U) = N[U\X] \ {0}, a rational U -semiring with a ∗-map which carries
N[U ] \ {0} to X1, and N[U\Xn] \ N[U\Xn−1] to Xn+1 \Xn, for each n ≥ 1.

The U -semiring with absorbing zero Rat(U) ∪ {0} is (isomorphic to) the U -semiring
N[U\X]. �

Remark 5.33. The ∗-map carries bijectively N[U\Xn]\{0} to Xn+1, for each n ≥ 0. Therefore
the ∗-map carries bijectively Rat(U) to X.



100 Chapter 5. Towards Hughes’ Theorems

Proof. For n = 0 we get the result by the definition of X1. Suppose that n > 0 and that
the ∗-map carries N[U\Xn−1] \ {0} to Xn. The result follows because

N[U\Xn] \ {0} = (N[U\Xn] \ N[U\Xn−1]) ∪ (N[U\Xn−1] \ {0}),
and the ∗-map carries bijectively N[U\Xn] \ N[U\Xn−1] to Xn+1 \Xn, and N[U\Xn−1] \ {0}
to Xn by induction hypothesis.

The second part follows taking unions. �

We now present the universal property of Rat(U) which we shall apply in different situa-
tions.

Lemma 5.34. If U is a multiplicative group, and R a rational U -semiring, then there exists a
unique morphism Φ: Rat(U)→ R of rational U -semirings.

Moreover, if R has a zero element, 0R, then Φ extends to a morphism of additive monoids
Φ′ : Rat(U) ∪ {0} → R, and this is a morphism of U -semirings if 0R is an absorbing zero.

Proof. We use the notation of Definitions 5.32.
Let φ0 : X0 (= ∅)→ R be the inclusion map which is a map of U -bisets.
Suppose that n ≥ 0, and that φn : Xn → R is a map of U -bisets.
Then, by Lemma 5.27, φn induces a morphism of U -semirings

φn : N[U\Xn] \ {0} → R.

Now we define φn+1 : Xn+1 → R, by

φn+1(f∗) = (φn(f))∗ for all f ∈ N[U\Xn] \ {0}.
This is a U -biset map. Note that φn+1 is well defined by Remark 5.33.

Thus we have recursively defined a sequence (φn) of morphisms of U -bisets.
We prove, by induction, that φn+1 agrees with φn on Xn, for all n ≥ 0.
If n = 1, it is clear because X0 = ∅, and φ0 is the inclusion map. Suppose that n ≥ 1, and

φn agrees with φn−1. Let g ∈ Xn, g = f∗ for some f ∈ N[U\Xn−1] \ {0}. Then

φn+1(g) = φn+1(f∗) = (φn(f))∗ = (φn−1(f))∗ = φn(f∗) = φn(g).

Taking unions, or limits, we get a morphism of U -bisets, Φ: X → R, and this induces a
morphism of rational U -semirings Φ: N[U\X] \ {0} → R, as desired.

Observe that the U -monoid structure of R determines the image of the elements of Xn

because of the way Rat(U) is constructed. This proves that Φ is unique.
The second part follows easily defining Φ′(0) = 0R. �

The following examples turn out to be very important.

Example 5.35. If U is a subgroup of some group W , then, by Lemma 5.34 with R = Rat(W ),
we get a morphism of rational U -semirings

Φ: Rat(U) −→ Rat(W ).

Furthermore, Φ is injective, and Rat(U) is (identified with) an admissible U -sub-biset of the
W -biset Rat(W ).

Proof. We denote the U -bisets needed to construct Rat(U) by X0 = ∅,
X1 = (N[U ] \ {0})† and Xn+1 = (N[U\Xn] \ N[U\Xn−1])† ∪ Xn. We denote by Y0 = ∅,
Y1 = (N[W ] \ {0})† and Yn+1 = (N[W\Yn] \ N[W\Yn−1])† ∪ Yn the W -bisets needed to con-
struct Rat(W ). We are going to prove by induction on n that φn(= Φ |Xn) is an injective
map of U -bisets such that φn(Xn) ⊆ Yn is an admissible U -sub-biset of Yn for every n ∈ N.
Assume that this is proved. Then Φ(X = ∪Xn) ⊆ Y = ∪Yn, Φ |X is an injective map of
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U -bisets, and Φ(X) is an admissible U -sub-biset of Y . Also, by Corollary 5.30, it follows that
Φ: Rat(U) −→ Rat(W ) is an injective morphism of rational U -semirings and that Φ(Rat(U))
is an admissible U -sub-biset of Rat(W ).

For n = 0 it is clear since X0 = Y0 = ∅, and φ0 is the inclusion map.
Suppose that n ≥ 0, and φn : Xn −→ Rat(W ) is an injective U -biset map such that

φn(Xn) ⊆ Yn is an admissible U -sub-biset of Yn. Then φn induces an injective morphism of
U -semirings φn : N[U\Xn]\{0} −→ N[W\Yn]\{0} such that φn(N[U\Xn]\{0}) is an admissible
U -sub-biset of N[W\Yn]\{0} by Corollary 5.30. Recall that φn+1 : Xn+1 −→ Rat(W ) is defined
by φn+1(f∗) = (φn(f))∗ for all f ∈ N[U\Xn] \ {0}. Then the fact that the ∗-map bijectively
carries N[W\Yn] \ {0} to Yn+1 implies that φn+1(Xn+1) ⊆ Yn+1, and φn+1 is injective.

If w ∈ W , then wφn+1(f∗) = ((φnf)w−1)∗, and φn+1(f∗)w = (w−1φn(f))∗ for all
f ∈ N[U\Xn] \ {0}. Since φn(N[U\Xn] \ {0}) is an admissible U -sub-biset of N[W\Yn] \ {0}
and the ∗-map carries bijectively N[W\Yn] \ {0} to Yn+1, it follows that φn+1(Xn+1) is an
admissible U -sub-biset of Yn+1. �

Example 5.36. Let D be a division ring, and let D ∪ {∞} have the structure of rational
U -semiring as described in Examples 1.43(d) for each subgroup U of D×.

Suppose that U ≤W ≤ D× is a subgroup ofW . Then there exist ΦU : Rat(U)→ D ∪ {∞},
a morphism of rational U -semirings, ΦW : Rat(W ) → D ∪ {∞}, a morphism of rational
W -semirings, and a commutative diagram of morphisms of rational U -semirings

Rat(W )
ΦW // D ∪ {∞}

Rat(U)
ΨU,W

bbFFFFFF ΦU

;;wwwwww

Moreover, ΨU,W is injective, so we think of ΦU as the restriction of ΦW to Rat(U).

Proof. The structure of rational U -semiring of D ∪ {∞} gives a unique morphism of
rational U -semirings ΦU : Rat(U) → D ∪ {∞} by Lemma 5.34. In the same way we obtain
ΦW : Rat(W )→ D∪{∞}. The morphism ΨU,W exists and is injective by Example 5.35. The
commutativity of the diagram is given by the uniqueness of ΦU . �

Example 5.37. Let D be a division ring. Let U be a subgroup of D× such that −1 ∈ U. Let
D′ be the smallest subdivision ring of D that contains U . Let D ∪ {∞} have the structure of
rational U -semirings as in Examples 1.43(d). As before, there exists a morphism of rational
U -semirings Φ: Rat(U)→ D ∪ {∞}. Then the image of Φ is D′ ∪ {∞}.

Proof. Let R = Φ(N[U ] \ {0}). Since −1 ∈ U , then R is a ring, the one generated by
U . Recall from Remark 3.16 that D′ =

∞
∪
n=0

Qn(R,D). Now we prove that, for each n ≥ 1,

Φ(N[U\Xn] \ {0}) = Qn(R,D) ∪ {∞}.
Suppose that n = 1. Since Φ is a morphism of rational U -semirings, the way D′ is con-

structed implies that Φ(N[U\X1] \ {0}) ⊆ Q1(R,D) ∪ {∞}. Moreover, if d ∈ R \ {0}, and
Φ(f) = d for f ∈ N[U ] \ {0}, then Φ(f∗) = d−1 with f∗ ∈ X1. Hence, because N[U\X1] \ {0}
is a U -semiring and −1 ∈ U, there exists f ∈ N[U\X1] \ {0} such that Φ(f) = d for every
d ∈ Q1(R,D). Observe that 1 + (−1) ∈ N[U ] \ {0} and Φ((1 + (−1))∗) =∞.

Suppose that n ≥ 1 and Φ(N[U\Xn] \ {0}) = Qn(R,D) ∪ {∞}. Then Φ(Xn+1) and
Φ(N[U\Xn+1] \ {0}) are contained in Qn+1(R,D) ∪ {∞} because Φ is a morphism of ra-
tional U -semirings. If d ∈ Qn(R,D) \ {0}, then there exists f ∈ N[U\Xn] \ {0} such that
Φ(f) = d. Then Φ(f∗) = d−1. Notice that f∗ ∈ Xn+1. Hence, because N[U\Xn+1] \ {0} is a
U -semiring and (−1) ∈ U, there exists f ∈ N[U\Xn+1] \ {0} such that Φ(f) = d for every
d ∈ Qn+1(R,D). �
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Example 5.38. Let k be a division ring. Let G be a group. Let kG be a crossed product group
ring. Suppose that kG has a division ring of fractions D. Let N be a subgroup of G. Then
U = k×N is a subgroup of D×. Endow D ∪ {∞} with the structure of rational U -semiring as
in Examples 1.43(d). By Lemma 5.34, there exists Φ: Rat(U) −→ D ∪ {∞}, a morphism of
rational U -semirings. Then the image of Φ is D(kN) ∪ {∞}. Moreover, Φ(N[U ] \ {0}) = kN
and

Φ(N[U\Xn] \ {0}) = Qn(kN,D) ∪ {∞} for n ≥ 1.

Proof. Follows from Example 5.37 and its proof. �

Example 5.39. By Definition 5.10(b), T is a rational U -semiring. By Lemma 5.34 with
R = T , we get a morphism of U -semirings,

Tree : Rat(U) ∪ {0} → T .
For f ∈ Rat(U) ∪ {0}, Tree(f) is called the complexity of f . We can prove

Lemma 5.40. If f, g, f ′, g′ ∈ Rat(U) ∪ {0}, then the following hold.
(i) Tree(f) = 0T if and only if f = 0.
(ii) Tree(f) = 1T if and only if f ∈ U .
(iii) Tree(f + g) = Tree(f) + Tree(g); hence, if Tree(f) ≤ Tree(f ′) and Tree(g) ≤ Tree(g′),

then Tree(f + g) ≤ Tree(f ′ + g′), and equality holds if and only if Tree(f) = Tree(f ′)
and Tree(g) = Tree(g′). Then it follows Tree(f) ≤ Tree(f + g), and equality holds if and
only if g = 0.

(iv) Tree(fg) = Tree(f) ·Tree(g); therefore, if f, f ′, g and g′ are nonzero, Tree(f) ≤ Tree(f ′)
and Tree(g) ≤ Tree(g′), then Tree(f · g) ≤ Tree(f ′ · g′), and equality holds if and only if
Tree(f) = Tree(f ′) and Tree(g) = Tree(g′). It follows that if f and g are nonzero, then
Tree(f) ≤ Tree(fg), and equality holds if and only if g ∈ U .

(v) log(Tree(f + g)) = max{log(Tree(f)), log(Tree(g))}.
(vi) log(Tree(fg)) = log(Tree(f)) + log(Tree(g)).
(vii) log2(Tree(f + g)) = max{log2(Tree(f)), log2(Tree(g))}.
(viii) log2(Tree(f · g)) ≤ max{log2(Tree(f)), log2(Tree(g))}, and equality holds if f and g are

nonzero.
(ix) If f 6= 0, then log2(Tree(f∗)) = Tree(f).

Proof. We prove (i) and (ii) at the same time. Rat(U) is the disjoint union of the
following subsets:

U, X, (U\X) \ (U ∪X), N[U\X] \ (U\X ∪ {0}).
If f ∈ U , then Tree(f) = 1T 6= 0T .

If f ∈ X, then f = r∗ with r ∈ N[U\X] \ {0}. Since Tree |Rat(U) is a morphism of rational
U -semirings, Tree(f) = exp2(Tree(r)). Hence h(Tree(f)) ≥ 2. So Tree(f) > 1T > 0T by
Remark 5.14.

If f ∈ (U\X) \ (U ∪X), f ∈ X×n
U , n > 1. Thus f = f1 · · · fn for fi ∈ X. Then

Tree(f) = Tree(f1 · · · fn) = Tree(f1) · · ·Tree(fn) ≥ Tree(f1) · Tree(f2) > Tree(f1) > 1T > 0T ,

by Remarks 5.18(b).

If f ∈ N[U\X] \ (U\X ∪ {0}), then f =
n∑
i=1

fi, n > 1, fi ∈ U\X. We already know that

Tree(fi) ≥ 1T > 0T , i = 1, . . . , n. Hence

Tree(f) =
n∑
i=1

Tree(fi) ≥ Tree(f1) + Tree(f2) > Tree(f1) ≥ 1T > 0T
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by Remarks 5.18(a).
(iii)-(vii) follow from (i), (ii) and Lemma 5.17(i)-(v) using that Tree is a morphism of

U -semirings.
(ix) follows from the fact that log(exp(X)) = X and Tree(f∗) = (Tree(f))∗.
(viii) follows from (i) and Lemma 5.17(vi). �

A somehow similar thing is done in [DGH03]. They define the complexity of the elements
of the division ring instead of using an auxiliary object (Rat(U)) as we do. They also measure
the complexity of the elements assigning to them an ordinal instead of a rooted tree.

5. Source subgroups

We use the notation of Definitions 5.32 throughout this section.
We want to prove that, for each f ∈ Rat(U), there exists a (unique) smallest subgroup V

of U such that f ∈ Rat(V ) · U ; we will then show that V is finitely generated.

Definitions 5.41. We define a subset Q of X, and a subset P of Rat(U) = N[U\X] \ {0}.
Let Q0 = X0 (= ∅). Let n ≥ 0. Suppose that we have defined Qn a subset of Xn. Denote

by 〈Qn〉 the multiplicative submonoid of U\Xn generated by Qn. We define:

Pn = 〈Qn〉+ N[U\Xn], Qn+1 = P ∗n . (29)

Notice that Pn ⊆ N[U\Xn] \ {0}. Then, by Remark 5.33,

Qn+1 = P ∗n ⊆ (N[U\Xn] \ {0})∗ = Xn+1.

Thus (Qn)n∈N is an ascending sequence of subsets of X, and (Pn)n∈N is an ascending sequence
of subsets of N[U\X] \ {0}.

We prove by induction that (Qn)n∈N form an ascending chain. Obviously, Q0 ⊆ Q1.
Suppose that n ≥ 1 and Qn−1 ⊆ Qn. Then 〈Qn−1〉 ⊆ 〈Qn〉, and (29) implies that Pn−1 ⊆ Pn.
Thus, Qn = P ∗n−1 ⊆ P ∗n = Qn+1. By (29), (Pn)n∈N is an ascending chain of subsets of
N[U\X] \ {0}. We define Q = ∪

n≥0
Qn ⊆ X and P = ∪

n≥0
Pn ⊆ N[U\X] \ {0}. We call P the set

of primitive elements of Rat(U). �

Lemma 5.42. The following hold:
(i) P = 〈Q〉+ N[U\X], Q = P ∗.
(ii) Q, 〈Q〉 and P are closed under U -conjugation. In fact Qn, 〈Qn〉 and Pn are closed under

U -conjugation for every n ∈ N.
(iii) QU = UQ = X. In fact QnU = UQn = Xn for every n ∈ N.
(iv) 〈Q〉U = U〈Q〉 = U\X. In fact 〈Qn〉U = U〈Qn〉 = U\Xn for every n ∈ N.
(v) PU = UP = N[U\X] \ {0} = Rat(U). In fact, PnU = UPn = N[U\Xn] \ {0} for every

n ∈ N.

Proof. (i) Q = ∪
n≥0

Qn = ∪
n≥0

P ∗n = ( ∪
n≥0

Pn)∗ = P ∗.

P = ∪
n≥0

Pn = ∪
n≥0

(〈Qn〉+ N[U\Xn]) = 〈Q〉+ N[U\X].

We prove (ii)-(v) at the same time by induction on n.
Clearly, Q0 = ∅ is closed under U -conjugation and UQ0 = Q0U = X0 = ∅. Suppose that

n ≥ 0, Qn is closed under U -conjugation, and UQn = QnU = Xn. Then 〈Qn〉 is closed
under U -conjugation. Hence Pn = 〈Qn〉 + N[U\Xn] and P ∗n = Qn+1 are also closed under
U -conjugation. Moreover, U〈Qn〉 = 〈Qn〉U. This last object is a submonoid of U\Xn that con-
tains U and UQn = QnU(= Xn by induction hypothesis). Therefore U\Xn = U〈Qn〉 = 〈Qn〉U .
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Since for every u ∈ U , uN[U\Xn] = N[U\Xn]u = N[U\Xn], the foregoing implies

UPn = PnU = N[U\Xn] \ {0}.

Now,
UQn+1 = UP ∗n = (PnU)∗ = (N[U\Xn] \ {0})∗ = Xn+1.

Analogously Qn+1U = Xn+1. The remaining parts of (ii)-(v) follow by taking unions. �

Definition 5.43. Let p ∈ P and u ∈ U . Recall pu ∈ P by Lemma 5.42(ii). We are going to
define recursively a subgroup of U , the source subgroup of p, denoted by sourceU(p). It will
satisfy the following two properties:

(a) sourceU(p)u = sourceU(pu).
(b) If pu ∈ P , then u ∈ sourceU(pu) = sourceU(p).

(In fact we will need that sourceU(p) satisfies these properties to make this recursive definition).
We partition P into the following four subsets,

{1}, Q, 〈Q〉 \ (Q ∪ {1}), 〈Q〉+ (N[U\X] \ {0}).

We define sourceU(1) to be the trivial subgroup of U . It is clear that (a) and (b) are
satisfied.

Suppose that we have (well) defined sourceU(q), and it satisfies (a) and (b) for all q ∈ P
with Tree(q) < Tree(p). We call this “the transfinite induction hypothesis”. We now define
sourceU(p) depending on which of the four subsets of P it belongs to.

Case 1. p ∈ 〈Q〉+ (N[U\X] \ {0}). Then,

p =
n∑
i=1

fi, (30)

where n ≥ 2, fi ∈ U\X = 〈Q〉U for each i, and fi0 ∈ 〈Q〉 ⊆ P for some i0. By Lemma 5.42(iv),
there exist ui ∈ U , pi ∈ 〈Q〉 ⊆ P such that fi = piui, i = 1, . . . , n.

Because n ≥ 2, by Lemma 5.40(iii), Tree(pi) = Tree(piui) < Tree(p) for i = 1, . . . , n. Thus
sourceU(pi) satisfies the transfinite induction hypothesis for each i. We define sourceU(p) to
be the subgroup of U generated by

n
∪
i=1

(sourceU(pi) ∪ {ui}).

Consider the following argument. Suppose that pu =
n∑
i=1

fiu ∈ P . Then

pu ∈ 〈Q〉+ (N[U\X] \ {0}).

Hence pu =
m∑
j=1

f ′j , m ≥ 2, f ′j ∈ U\X for each j, and fj0 ∈ 〈Q〉 for some j0. Then n = m, and

we can suppose that f ′i = fiu for each i ∈ {1, . . . , n}. By Lemma 5.42(iv), there exist u′i ∈ U
and p′i ∈ 〈Q〉 such that f ′i = p′iu

′
i, i = 1, . . . , n. Hence p′iu

′
i = piuiu and

p′i = piuiuu
′
i
−1 for each i.

Notice that Tree(p′i) = Tree(p′iu
′
i) < Tree(p) for i = 1, . . . , n. Then, by the transfinite induction

hypothesis,

uiuu
′
i
−1 ∈ sourceU(p′i) = sourceU(pi) for each i. (31)
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If u = 1, by the foregoing argument, uiu′i
−1 ∈ sourceU(p′i) = sourceU(pi). Then the subgroup

generated by
n
∪
i=1

(sourceU(pi)∪{ui}) is the same as the one generated by
n
∪
i=1

(sourceU(p′i)∪{u′i}).
Therefore sourceU(p) is well defined.

We may assume that ui0 = 1 and u′j0 = 1 because p ∈ 〈Q〉+(N[U\X]\{0}) and sourceU(p)
is well defined. Then fi0 = pi0 ∈ 〈Q〉, f ′j0 = p′j0 ∈ 〈Q〉 . Thus, (31) implies,

uu′i0
−1 ∈ sourceU(p′i0) = sourceU(pi0)

uj0u ∈ sourceU(pj0
′) = sourceU(pj0).

The first one implies that u ∈ sourceU(pu). The second one that u ∈ sourceU(p). Thus, by
(31), u′i ∈ sourceU(p) and ui ∈ sourceU(pu) for each i. Therefore sourceU(p) = sourceU(pu).

If p is as in (30), pu =
n∑
i=1

fui =
n∑
i=1

(piui)u =
n∑
i=1

pui u
u
i . Notice that pui ∈ P and fui0 ∈ 〈Q〉

by Lemma 5.42(ii). Also Tree(pui ) = Tree(pi) < Tree(p) = Tree(pu) for i = 1, . . . , n. Hence,

sourceU(pui ) = sourceU(pi)u for each i.

So sourceU(pu), the subgroup generated by
n
∪
i=1

(sourceU(pui ) ∪ {uui }), equals sourceU(p)u.

Case 2. Suppose that p ∈ 〈Q〉 \ (Q ∪ {1}). Then p can be expressed as

p = q · r (32)

with q ∈ 〈Q〉 \ {1}, r ∈ Q ⊆ X (in fact, if p ∈ X×
n
U , then q ∈ X×

n−1
U and r ∈ X). By

Lemma 5.40(iv), Tree(q) < Tree(p) and Tree(r) < Tree(p). Thus q and r satisfy the induction
hypothesis. We define sourceU(p) to be the subgroup of U generated by

sourceU(q) ∪ sourceU(r).

Consider the following argument. Suppose that pu ∈ P. Then pu ∈ 〈Q〉 \ (Q ∪ {1}).
Thus pu = q′ · r′ with q′ ∈ 〈Q〉 \ {1}, r′ ∈ Q. Because pu = q · ru = q′ · r′, there exists
v ∈ U such that q′ = qv, r′ = v−1ru = rvv−1u. Notice that Tree(q′) = Tree(q) < Tree(p) and
Tree(r′) = Tree(r) < Tree(p). Then, by the transfinite induction hypothesis,

v ∈ sourceU(q′) = sourceU(q)
v−1u ∈ sourceU(r′) = sourceU(rv) = sourceU(r)v.

If u = 1, then p = q · r = q′ · r′, and the subgroup generated by sourceU(q) ∪ source(r) is the
same as the one generated by sourceU(q′)∪ sourceU(r′). Hence sourceU(p) does not depend on
the expression of p = q · r as in (32), so it is well defined.

In the general case, because v ∈ sourceU(p) ∩ sourceU(pu),

u ∈ sourceU(p) = sourceU(pu).

Notice that pu = (q · r)u = qu · ru, and qu, ru ∈ P , by Lemma 5.42(ii). Then, because
Tree(qu) = Tree(q) and Tree(ru) = Tree(r), the transfinite induction hypothesis implies that
sourceU(pu), the subgroup generated by source(qu) ∪ source(ru), equals sourceU(p)u.

Case 3. Suppose that p ∈ Q = P ∗ by Lemma 5.42(i). Then there exists a unique q ∈ P
such that

p = q∗. (33)

Because h(Tree(q)) < h(Tree(p)), then Tree(q) < Tree(p) by Remark 5.14. Thus q satisfies
the induction hypothesis. We define

sourceU(p) = sourceU(q).
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Since q is unique, sourceU(p) is well defined.
Suppose that pu ∈ P , then pu = q∗u = (u−1q)∗ = (quu−1)∗. For Q = P ∗ and Remark 5.33,

quu−1 ∈ P . By definition sourceU(pu) = sourceU(quu−1). By Lemma 5.42(ii), qu ∈ P. Since

Tree(qu) = Tree(q) < Tree(p), (34)

the transfinite induction hypothesis implies that

u−1 ∈ sourceU(q)u = sourceU(qu) = source(quu−1) = sourceU(pu).

Hence u ∈ sourceU (q) and sourceU (q) = sourceU (q)u. Therefore

u ∈ sourceU(p) = sourceU(q) = sourceU(pu).

Because pu = q∗u = qu∗ and qu ∈ P , (34) and the transfinite induction hypothesis imply
that

sourceU(pu) = sourceU(qu) = sourceU(q)u = sourceU(p)u. �

Lemma 5.44. If p is a primitive element of Rat(U), then the following hold:
(i) sourceU(p) is finitely generated.
(ii) p ∈ Rat(sourceU(p)).
(iii) If U is a subgroup of some group W , then p is primitive element of Rat(W ) and

sourceW (p) = sourceU(p).
In particular we can write sourceU (p) as source(p).

Proof. We call PU and PW the set of primitive elements of Rat(U) and Rat(W ) respec-
tively. The objects (X,Q, . . .) involved in the construction of PU and Rat(U), PW and Rat(W )
will be denoted as in Definitions 5.41 and 5.32 with a subscript U , if they are used to construct
PU or Rat(U), and with a subscript W , if they are used to construct PW or Rat(W ). As in
Definition 5.43 we partition PU and PW into four sets.

P 1
U = {1}, P 2

U = QU , P 3
U = 〈QU 〉 \ (QU ∪ {1}), P 4

U = 〈QU 〉+ (N[U\XU ] \ {0})
P 1
W = {1}, P 2

W = QW , P 3
W = 〈QW 〉 \ (QW ∪ {1}), P 4

W = 〈QW 〉+ (N[W\XW ] \ {0})
We prove (i)-(iii) at the same time by transfinite induction. In fact, for (iii) we are going to
prove

(iii′) If p ∈ P jU , then p ∈ P jW , j = 1, . . . , 4. And sourceW (p) = sourceU(p).

If p = 1, then sourceU(p) = {1} is finitely generated, p ∈ Rat(sourceU(p)), p ∈ P 1
W and

sourceW (p) = {1} = sourceU(p).
Let 1 6= p ∈ PU and suppose that for elements of lesser complexity (i), (ii) and (iii’) hold.

Case 1. If p ∈ 〈QU 〉 + (N[U\XU ] \ {0}), then p =
n∑
i=1

piui as in (30). By definition,

sourceU(p) is the subgroup generated by
n
∪
i=1

(sourceU(pi) ∪ {ui}). The transfinite induction

hypothesis implies that, for each i, sourceU(pi) is finitely generated, pi ∈ Rat(sourceU(pi)),
pi ∈ 〈QW 〉, and sourceU(pi) = sourceW (pi). Then sourceU(p) is finitely generated,
p ∈ Rat(sourceU(p)), p ∈ 〈QW 〉 + (N[W\XW ] \ {0}) (notice that if pi0ui0 ∈ 〈QU 〉, then
pi0ui0 ∈ 〈QW 〉) and sourceU(p) = sourceW (p).

Case 2. If p ∈ 〈QU 〉 \ (QU ∪ {1}), then p = q · r as in (32). By definition, sourceU(p) is
the subgroup generated by sourceU(q) and sourceU(r). Hence sourceU(p) is finitely generated
because sourceU(q) and sourceU(r) are finitely generated by the transfinite induction hypoth-
esis. For q ∈ Rat(sourceU(q)) ⊆ Rat(sourceU(p)) and r ∈ Rat(sourceU(r)) ⊆ Rat(sourceU(p)),
then p = q · r ∈ Rat(sourceU(p)).
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By the transfinite induction hypothesis, q and r are primitive in Rat(W ) with
q ∈ 〈QW 〉 \ {1}, r ∈ QW . Then p = q · r ∈ 〈QW 〉 \ (QW ∪ {1}).

By definition, sourceW (p) is the subgroup of W generated by sourceW (q) and sourceW (r).
By the transfinite induction hypothesis,

sourceU(q) = sourceW (q) and sourceU(r) = sourceW (r).

Hence sourceU(p) = sourceW (p).

Case 3. If p ∈ QU , then p = r∗ as in (33). Since Tree(r) < Tree(p), then

sourceU(r) = sourceU(p)

is finitely generated and r ∈ Rat(sourceU(r)). Hence

p = r∗ ∈ Rat(sourceU(p)).

By the transfinite induction hypothesis, p = r∗ ∈ QW because r is primitive in Rat(W ).
Also sourceW (p) = sourceW (r) = sourceU(r) = sourceU(p). �

Definition 5.45. Let f ∈ Rat(U). By Lemma 5.42(v), f = pu, with p ∈ P and u ∈ U. We
define

source(f) = source(p).

It is well defined for suppose that f = p′u′, with p′ ∈ P and u′ ∈ U, then p′ = puu′−1. Thus,
by Definition 5.43(b), source(p′) = source(p). �

Remark 5.46. By Lemma 5.44(i), source(f) is finitely generated, and, by Definition 5.45,
f ∈ Rat(source(f)) · U. �

Lemma 5.47. If f ∈ Rat(U), then source(f) is the smallest subgroup of U among the subgroups
V of U such that f ∈ Rat(V ) · U . That is, if V ≤ U such that f ∈ Rat(V ) · U , then
source(f) ≤ V.

Proof. By Remark 5.46, f ∈ Rat(source(f)) · U.
Let V ≤ U such that f ∈ Rat(V ) · U. Then there exist q ∈ Rat(V ) and u ∈ U such that

f = qu. By Lemma 5.42(v), q = pv with p a primitive element of Rat(V ) and v ∈ V. By
Lemma 5.44(iii), p is also a primitive element of Rat(U) and sourceU (p) = sourceV (p). By
Definition 5.45,

source(f) = sourceU(p) = sourceV (p) ≤ V. �

6. Skew Laurent series constructions

Notation 5.48. Throughout this section R is a ring, α an automorphism of R and V is a
subgroup of R× such that −1 ∈ V and α(V ) = V. �

Consider the skew Laurent series ring R((t;α)). Recall from examples 1.43(e) that the set

R((t;α))h =
{
f =

∑
n∈Z

dnt
n| dN ∈ R× where N = min supp(f)

}
is a subgroup of R((t;α))× that contains R×. Moreover, if f ∈ R((t;α))h, then

f−1 =
∑
m≥0

(dN tN )−1(g(dN tN )−1)m,

where g = dN t
N − f .

Let V 〈t〉 denote the subset of R((t;α)) consisting of the polynomials whose support con-
tains exactly one element and its nonzero coefficient is in V . Observe that V 〈t〉 is a subgroup
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of R((t;α))h. In fact it is an internal semidirect product V o 〈t〉, with tv = α(v)t. There-
fore R((t;α)) ∪ {∞} is a V 〈t〉-semiring as in Examples 1.43(d) where the ∗-map is defined as
follows:

∞∗ =∞, f∗ = f−1 if f ∈ R((t;α))h and

f∗ =∞ for all f ∈ R((t;α)) \R((t;α))h.
By Lemma 5.34, there is a morphism of rational V 〈t〉-semirings,

Φ: Rat(V 〈t〉) −→ R((t;α)) ∪ {∞},
and Φ extends to a morphism of additive monoids

Φ′ : Rat(V 〈t〉) ∪ {0} −→ R((t;α)) ∪ {∞}.
This section is devoted to construct the rational V 〈t〉-semiring, Rat(V )((t;α)) ∪ {∞},

factor Φ through it and give some important properties of this factorization.

Step 1. Construction of the V 〈t〉-semiring Rat(V )((t;α)) ∪ {∞}.
Notice that α induces a group automorphism of V. Thus α : V → Rat(V ) endows Rat(V )

with a new structure of rational V -semiring. It gives rise to a morphism of rational V -semirings
α : Rat(V ) −→ Rat(V ) by Lemma 5.34. In the same way α−1 induces a morphism of rational
V -semirings β : Rat(V ) −→ Rat(V ). Since αα−1 = α−1α = 1V , again Lemma 5.34 implies
that βα = αβ = 1Rat(V ). Hence α : Rat(V ) −→ Rat(V ), without considering the different
structures of V -bisets, is a semiring automorphism. We extend it to

α : Rat(V ) ∪ {0} → Rat(V ) ∪ {0}.
Consider the skew Laurent series semiring Rat(V )((t;α)). The semiring Rat(V 〈t〉) ∪ {0}

contains copies of Rat(V ) and 〈t〉, and we denote the product by Rat(V )〈t〉, a multiplicative
submonoid of Rat(V 〈t〉). Moreover, we have the multiplicative monoid inclusions

V 〈t〉 ⊆ Rat(V )〈t〉 ⊆ Rat(V )((t;α)),

which implies that Rat(V )((t;α)) and Rat(V )((t;α)) ∪ {∞} are V 〈t〉-semirings. An element
f ∈ Rat(V )((t;α)) is represented by

f =
∑
n∈Z

dnt
n =

∑
n∈Z

fn ∈ Rat(V )((t;α)), (35)

where we understand fn = dnt
n ∈ Rat(V )〈t〉 ∪ {0}.

Notice that for all x ∈ Rat(V ) ∪ {0} ⊆ Rat(V 〈t〉) ∪ {0},
Φ′(α(x))t = Φ′(α(x)t) = Φ′(tx) = tΦ′(x).

Hence if Φ′(x) 6=∞, then Φ′(α(x)) = α(Φ′(x)). If Φ′(x) =∞, then Φ′(α(x)) =∞.

Step 2. Definition of Ω: Rat(V )((t;α)) ∪ {∞} −→ R((t;α)) ∪ {∞}, a morphism of
V 〈t〉-semirings.

We define Ω(∞) =∞.
Suppose that we are given f ∈ Rat(V )((t;α)) ∪ {∞} as in (35).
If Φ′(fn) =∞ for some n ∈ Z, then we define Ω(f) =∞.
If Φ′(fn) 6=∞ for all n ∈ Z, we define

Ω(f) =
∑
n∈Z

Φ′(fn) =
∑
n∈Z

Φ′(dn)tn ∈ R((t;α)).

Now we prove that Ω is a morphism of V 〈t〉-semirings.
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If f = ∞ or g = ∞, then Ω(f + g) = Ω(f) + Ω(g) = ∞, Ω(f · g) = Ω(f)Ω(g) = ∞, and
Ω(atkfbtl) = atkΩ(f)btl =∞ for all atk, btl ∈ V 〈t〉.

Let f =
∑
n∈Z

fn =
∑
n∈Z

dnt
n, g =

∑
n∈Z

gn =
∑
n∈Z

ent
n as in (35). Let atk, btl ∈ V 〈t〉.

Ω(f + g) = Ω
( ∑
n∈Z

(fn + gn)
)
, Ω(f · g) = Ω

( ∑
n∈Z

( ∑
m∈Z

dmα
m(en−m)

)
tn
)
.

Suppose that there exists n0 ∈ Z such that Φ′(fn0) =∞. Then

Φ′(fn0 + gn0) = Φ′(fn0) + Φ′(gn0) =∞.
Thus Ω(f + g) = Ω(f) + Ω(g) =∞.

Because there exists n1 ∈ Z such that en1 6= 0, then,

Φ′
( ∑
m∈Z

dmα
m(en0+n1−m)tn0+n1

)
=∞.

Therefore Ω(f · g) = Ω(f) · Ω(g) =∞. In the same way it is proved when there exists n0 ∈ Z
such that Φ′(gn) =∞. The foregoing also proves that Ω(atkfbtl) = atkΩ(f)btl =∞.

Suppose that Φ′(fn) 6=∞ and Φ′(gn) 6=∞ for all n ∈ Z. Then,

Ω(f + g) = Ω
(∑
n∈Z

(fn + gn)
)

=
∑
n∈Z

Φ′(fn + gn) =
∑
n∈Z

(Φ′(fn) + Φ′(gn))

=
∑
n∈Z

Φ′(fn) +
∑
n∈Z

Φ′(gn) = Ω(f) + Ω(g).

Now,

Φ′
( ∑
m∈Z

dmα
m(en−m)

)
=

∑
m∈Z

Φ′(dm)Φ′(αm(en−m))

=
∑
m∈Z

Φ′(dm)αm(Φ′(en−m)) 6=∞ for all n ∈ Z.

Hence,

Ω(f · g) = Ω
(∑
n∈Z

( ∑
m∈Z

dmα
m(en−m)

)
tn
)

=
∑
n∈Z

Φ′
( ∑
m∈Z

dmα
m(en−m)

)
tn

=
∑
n∈Z

( ∑
m∈Z

Φ′(dm)αm(Φ′(en−m))
)
tn

=
(∑
n∈Z

Φ′(dn)tn
)(∑

n∈Z
Φ′(en)tn = Ω(f)Ω(g)

)
.

It also proves that Ω(atkfbtl) = atkΩ(f)btl.
Therefore Ω is a morphism of V 〈t〉-semirings.

Step 3. We make Rat(V )((t;α)) ∪ {∞} into a rational V 〈t〉-semiring so that Ω is a
morphism of rational V 〈t〉-semirings.

We need to define a ∗-map such that Ω(f∗) = ∞ for all f with Ω(f)∗ = ∞, and
Ω(f∗) = Ω(f)−1 for all f ∈ Rat(V )((t;α)) with Ω(f) ∈ R((t;α))h.

We define ∞∗ =∞.
Suppose that we are given f as in (35).
If Ω(f)∗ =∞, then we define f∗ =∞.
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If Ω(f)∗ 6= ∞, then Ω(f) ∈ R((t;α))h. Thus Φ′(fn) 6= ∞ for all n ∈ Z, and Φ′(fn) 6= 0
for some n ∈ Z. Let N be the least integer such that Φ′(fN ) 6= 0. Then fN = dN t

N for some
dN ∈ Rat(V ) such that Φ′(dN ) ∈ R×. Notice that Rat(V ) contains d∗N and α−N (d∗N ). So if
we set

f∗N = t−Nd∗N = α−N (d∗N )t−N ∈ Rat(V )〈t〉 and g =
∑

n≥N+1

(−1)fn, (36)

then
∑
m≥0

f∗N (gf∗N )m is defined in Rat(V )((t;α)), by Theorem 4.19(iv) and (i). We define

f∗ =
∑
m≥0

f∗N (gf∗N )m. (37)

Notice that the least element of the support of f∗ is −N .

Now we prove that Rat(V )((t;α)) ∪ {∞} is a rational V 〈t〉-semiring with this ∗-map .
Let atk, btl ∈ V 〈t〉. Let f ∈ Rat(V )((t;α)) as in (35) or f =∞.
Suppose that f∗ =∞, that is, Ω(f)∗ =∞. By Step 2, Ω is a morphism of V 〈t〉-semirings,

thus Ω(atkfbtl) = atkΩ(f)btl. Then

Ω(atkfbtl)∗ = (btl)−1Ω(f)∗(atk)−1 =∞.

Hence, (atkfbtl)∗ =∞ = (btl)−1f∗(atk)−1.
Suppose that f∗ 6= ∞, then f∗ =

∑
m≥0

f∗N (gf∗N )m, where f , f∗N and g are as in (35) and

(36), respectively.
Now,

h = atkfbtl = atk
(∑
n∈Z

dnt
n
)
btl =

∑
n∈Z

aαk(dn)αn+k(b)tn+k+l =
∑
i∈Z

hi,

where er+k+l = aαk(dr)αr+k(b) and hr+k+l = er+k+lt
r+k+l = atkdrt

rbtl. Then, for all r ∈ Z,
Φ′(hr+k+l) = atkΦ′(fr)btl. Thus, Ω(f)∗ 6= ∞ and N + k + l is the first integer such that
Φ′(hN+k+l) 6= 0. Moreover Φ′(eN+k+l) ∈ R×. So we proceed as in (36) and (37) to calculate
h∗.

If we set

h∗N+k+l = t−N−k−le∗N+k+l = α−N−k−l(e∗N+k+l)t
−N−k−l and q =

∑
r≥N+1

(−1)hr+k+l,

then h∗ =
∑
m≥0

h∗N+k+l(qh
∗
N+k+l)

m.

We express h∗N+k+l in a more suitable way for our purpose

h∗N+k+l = α−N−k−l(αN+k(b−1)αk(d∗N )a−1)t−N−k−l

= α−l(b−1)α−N−l(d∗N )α−N−k−l(a−1)t−N−k−l

= α−l(b−1)t−lα−N (d∗N )t−Nα−k(a−1)t−k

= α−l(b−1)t−lf∗Nα
−k(a−1)t−k

= (btl)−1f∗N (atk)−1.

Now observe that

(hr+k+lh∗N+k+l)
atk = drt

rf∗N .
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So (qh∗N+k+l)
atk = gf∗N . Hence,

h∗ =
∑
m≥0

h∗N+k+l(qh
∗
N+k+l)

m

= (btl)−1
∑
m≥0

f∗N (atk)−1(qh∗N+k+l)
m

= (btl)−1
∑
m≥0

f∗N ((qh∗N+k+l)
atk)m(atk)−1

= (btl)−1
( ∑
m≥0

f∗N (gf∗N )m
)
(atk)−1

= (btl)−1f∗(atk)−1.

We prove that Ω is a morphism of rational V 〈t〉-semirings. It only remains to prove that
Ω(f∗) = Ω(f)∗ for all f ∈ Rat(V )((t;α)) ∪ {∞}.

Let f be as in (35) or f =∞.
If Ω(f)∗ =∞, then, since f∗ =∞, Ω(f∗) = Ω(f)∗.
Suppose that f ∈ Rat(V )((t;α)), Ω(f) ∈ R((t;α))h. Let fN and g be as in (36). Notice

that if h =
∑

n≥N+1
−Φ′(dn)tn,

Ω(f)∗ = Ω(f)−1 =
∑
m≥0

(Φ′(dN )tN )−1(h(Φ′(dN )tN )−1)m

=
∑
m≥0

Ω(f∗N )(Ω(g)Ω(f∗N ))m.

Then because Ω is a morphism of V 〈t〉-semirings, then Ω(g) = h and

Ω(f∗) = Ω
( ∑
m≥0

f∗N (gf∗N )m
)

= Ω
( r∑
m=0

f∗N (gf∗N )m
)

+ Ω
( ∑
m≥r+1

f∗N (gf∗N )m
)

for every r ∈ N,

and Ω
( r∑
m=0

f∗N (gf∗N )m
)

=
r∑

m=0
Ω(f∗N )(Ω(g)Ω(f∗N ))m.

This shows that the least element of the support of Ω(f∗)− Ω(f)∗ is larger than −N + k
for every k ∈ N. Therefore Ω(f∗) = Ω(f)∗.

Step 4. Φ factors through Ω.

Because Rat(V )((t;α)) ∪ {∞} is a rational V 〈t〉-semiring, we get a unique morphism
Ψ: Rat(V 〈t〉) −→ Rat(V )((t;α)) ∪ {∞} of rational V 〈t〉-semirings by Lemma 5.34.

Since Φ and ΩΨ are morphisms of V 〈t〉-semirings which coincide on V 〈t〉, Lemma 5.34
implies that Φ = ΩΨ. So we get the following commutative diagram:

Rat(V 〈t〉) Φ //

Ψ
&&NNNNNNNNNNNN

R((t;α)) ∪ {∞}

Rat(V )((t;α)) ∪ {∞}
Ω

66nnnnnnnnnnnnn

We view Φ, Ψ and Ω as acting as the identity on V 〈t〉.
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For each f ∈ Rat(V 〈t〉) such that Ψ(f) 6=∞, we abuse notation and write Ψ(f) =
∑
n∈Z

fn,

where we understand that fn ∈ Rat(V )tn ∪ {0}.
If f ∈ Rat(V 〈t〉), then we write Ψ(f) = f if there exist n ∈ Z and dn ∈ Rat(V ) such

that f = dnt
n ∈ Rat(V )〈t〉 and Ψ(f) is the Laurent series having one nonzero summand

fn = dnt
n. �

Theorem 5.49. With notation as in Step 4, if f ∈ Rat(V 〈t〉) and

∞ 6= Ψ(f) =
∑
n∈Z

fn ∈ Rat(V )((t;α)),

then, for each n ∈ Z, Tree(fn) ≤ Tree(f), and equality holds if and only if

Ψ(f) = fn = f.

Proof. To simplify notation, put U = V 〈t〉, then Rat(U) = N[U\X] \ {0} as in notation
of Definitions 5.32.

If f ∈ Rat(U) we argue by induction on the complexity of f , Tree(f).
If f is an element of least complexity, that is, f ∈ U , then Ψ(f) = f , as desired.
Suppose that Tree(f) > 1T and the result holds for elements of lesser complexity.
As in Lemma 5.40 we partition N[U\X] \ {0} into the four sets

U, X, (U\X) \ (X ∪ U), N[U\X] \ (U\X ∪ {0}).

We only have to prove the result in the case that f is in one of the last three subsets.

Case 1. Suppose that f ∈ N[U\X] \ (U\X ∪ {0}). There exist g, h ∈ N[U\X] \ {0} such
that f = g + h, in fact we could assume h ∈ U\X. Since Ψ(f) 6=∞, then ∞ 6= Ψ(g) =

∑
n∈Z

gn

and ∞ 6= Ψ(h) =
∑
n∈Z

hn. By Lemma 5.40(iii), Tree(g) < Tree(f) and Tree(h) < Tree(f).

Therefore the theorem holds for g and h by the induction hypothesis, .
Since Ψ is a morphism of semirings, fn = gn + hn for every n ∈ Z. So if n ∈ Z,

Lemma 5.40(iii) implies that

Tree(fn) = Tree(gn) + Tree(hn) ≤ Tree(g) + Tree(h) = Tree(f).

Suppose that Tree(fn) = Tree(f). By the induction hypothesis, Tree(gn) ≤ Tree(g) and
Tree(hn) ≤ Tree(h). Thus Tree(gn) = Tree(g) and Tree(hn) = Tree(h) by Lemma 5.40(iii).
Again the induction hypothesis implies that Ψ(g) = gn = g and Ψ(h) = hn = h. Hence
Ψ(f) = Ψ(g) + Ψ(h) = g + h = gn + hn = fn = f.

Case 2. Suppose that f ∈ (U\X) \ (X ∪ U), then f = g · h for some g, h ∈ U\X \ U, in
fact, we could suppose h ∈ X.

Let us make the following observation. For each x ∈ X, x = q∗ for some q ∈ N[U\X]\{0},
and Tree(x) = Tree(q)∗. Thus width(Tree(x)) = 1. Also width(Tree(u)) = width(1T ) = 1 for
every u ∈ U . Then, since width(X · Y ) = width(X) · width(Y ) for all X,Y ∈ T ,
width(Tree(r)) = 1 for all r ∈ U\X. Hence

Z ≥ Tree(y) if and only if logZ ≥ log(Tree(y)) for y ∈ U\X and Z ∈ T . (38)
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By Lemma 5.40(iv), Tree(g) < Tree(f) and Tree(h) < Tree(f). Hence the result holds for
g and h. Let n ∈ Z,

log(Tree(fn)) = log
(

Tree
( ∑
m∈Z

gmhn−m
))

= log
( ∑
m∈Z

Tree(gm) Tree(hn−m)
)

= max
m∈Z
{log Tree(gm) + log Tree(hn−m)}

≤ log(Tree(g)) + log(Tree(h)) (39)
= log(Tree(g) Tree(h))
= log(Tree(gh))
= log(Tree(f)).

Notice that there is only a finite number of m ∈ Z such that gmhn−m 6= 0, the only possible
nonzero products are those with min supp Ψ(g) ≤ m ≤ n−min suppΨ(h) (perhaps there does
not exist such m). So we can apply Lemma 5.40(v)-(vi).

Suppose that there exists n ∈ Z such that log(Tree(fn)) = log(Tree(f)). By (39) there
exists m0 ∈ Z such that

log(Tree(gm0)) + log(Tree(hn−m0)) = log(Tree(g)) + log(Tree(h)).

Then the induction hypothesis and Lemma 5.40(iii) imply that

log(Tree(gm0)) = log(Tree(g)) and log(Tree(hn−m0)) = log(Tree(h)).

By (38), Tree(gm0) ≥ Tree(g) and Tree(hn−m0) ≥ Tree(h). Thus, by the induction hypoth-
esis, Tree(gm0) = Tree(g), Tree(hn−m0) = Tree(h) and Ψ(g) = gm0 = g, Ψ(h) = hn−m0 = h.
Hence Ψ(f) = Ψ(gh) = Ψ(g)Ψ(h) = gm0hn−m0 = fn = gh = f .

In particular, if there exists n ∈ Z such that Tree(fn) = Tree(f), then fn = f.
If there does not exist n ∈ Z such that Tree(fn) = Tree(f), by the foregoing,

log(Tree(fn)) 6=log(Tree(f)) for all n ∈ Z. Now (39) implies that log(Tree(fn)) < log(Tree(f)).
Therefore Tree(fn) < Tree(f) for all n ∈ Z.

Case 3. Suppose that f ∈ X.
First we prove the following. Suppose that q =

∑
l≥1

ql =
∑
l≥1

elt
l ∈ Rat(V )((t;α)). If m ≥ 2,

then qm =
∑
l≥m

(qm)l where

(qm)l =
l−(m−1)∑
km−1=1

l−km−1

−(m−2)∑
km−2=1

l−km−1

−km−2

−(m−3)∑
km−3=1

· · ·

l−km−1

−···

−k2−1∑
k1=1

qkm−1 · · · qk1q
l−

m−1∑
i=1

ki

The proof is by induction on m.

If m = 2, (q2)l =
l−1∑
k1=1

qk1ql−k1 .
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Suppose that m > 2, and the result is valid for m− 1. Then,

(qm)l =
l−(m−1)∑
km−1=1

qkm−1(q
m−1)l−km−1 =

=
l−(m−1)∑
km−1=1

l−km−1

−(m−2)∑
km−2=1

l−km−1

−km−2

−(m−3)∑
km−3=1

· · ·

l−km−1

−···

−k2−1∑
k1=1

qkm−1 · · · qk1q
l−

m−1∑
i=1

ki

,

as desired.
Because f ∈ X, there exists g ∈ N[U\X] \ {0} such that f = g∗ and Ψ(g) 6= ∞. Suppose

that Ψ(g) =
∑
n∈Z

gn. Notice that log2(Tree(f)) = log2(Tree(g∗)) = Tree(g), by Lemma 5.40(ix).

Since h(Tree(g)) < h(Tree(f)), Remark 5.14 implies that Tree(g) < Tree(f). Thus the result
holds for g. Also, log2(Tree(gn)) < Tree(gn) for all n ∈ Z. Hence,

log2(Tree((−1)gn)) = log2(Tree(gn)) < Tree(gn) ≤ Tree(g) for all n ∈ Z. (40)

Let N be the least integer such that Φ′(gN ) 6= 0, then

Ψ(f) = Ψ(g∗) =
∑
r∈Z

fr =
∑
m≥0

g∗N (hg∗N )m where h =
∑

n≥N+1

(−1)gn,

and min supp Ψ(f) = −N .
If we set q = hg∗N , by the observation at the beginning of this case, (hg∗N )m =

∑
l≥m

(qm)l,

where
(q1)l = (−1)gl+Ng∗N ,

and, if m ≥ 2,

(qm)l=
∑

km−1

∑
km−2

∑
km−3

· · ·
∑
k1

((−1)gkm−1+Ng
∗
N) · · · ((−1)gk1+Ng

∗
N)((−1)g

l+N−
m−1∑
i=1

ki

g∗N)

with

1 ≤ k1 ≤ l − km−1 − · · · − k2 − 1
...

...
...

1 ≤ km−3 ≤ l − km−1 − km−2 − (m− 3)
1 ≤ km−2 ≤ l − km−1 − (m− 2)
1 ≤ km−1 ≤ l − (m− 1).

Therefore,
∑
m≥0

(hg∗N )m = 1 +
∑
l≥1

(
l∑

m=1
(qm)l), and

Ψ(f) =
∑
m≥0

g∗N (hg∗N )m = g∗N +
∑
l≥1

l∑
m=1

g∗N (qm)l.

Hence,

log2(Tree(f−N )) = log2(Tree(g∗N )) = Tree(gN ) ≤ Tree(g) = log2(Tree(f)). (41)



6. Skew Laurent series constructions 115

Let l ≥ 1, by Lemma 5.40(vii)-(viii),

log2(Tree(fl−N )) = log2
(

Tree
( l∑
m=1

g∗N (qm)l
))

= max{log2(Tree(g∗N )(qm)l) | 1 ≤ m ≤ l}
≤ max{log2(Tree(g∗N )), log2(Tree((−1)gk+N )) | 1 ≤ k ≤ l}
= max{Tree(gN ), log2(Tree(gk+N )) | 1 ≤ k ≤ l} (42)

(40)

≤ Tree(g) = log2(Tree(f)).

There are two cases for l ≥ 0:
(a) log2(Tree(fl−N )) < log2(Tree(f))
(b) log2(Tree(fl−N )) = log2(Tree(f))

In (a) log(Tree(fl−N )) < log(Tree(f)). So Tree(fl−N ) < Tree(f).
In (b) by (40), (41) and (42), Tree(gN ) = Tree(g). By the induction hypothesis,

Ψ(g) = gN = g. Then Ψ(f) = g∗N = f−N = f.

We can now prove Case 3.
Notice that Tree(fn) < Tree(f) if n < −N , because fn = 0 for n < −N.
If there exists n ∈ Z such that Tree(fn) = Tree(f), then

log2(Tree(fn)) = log2(Tree(f)).

So we are in case (b). Hence f = f−N .
Suppose that, for all n ∈ Z, Tree(fn) 6= Tree(f). Then we are in case (a) for all n ≥ −N .

Therefore Tree(fn) < Tree(f) for all n ∈ Z. �

Lemma 5.50. If f ∈ Rat(V 〈t〉) and

∞ 6= Ψ(f) =
∑
n∈Z

fn ∈ Rat(V )((t;α)),

then the following hold
(i) If W is a subgroup of V 〈t〉 such that f ∈ Rat(W )∪{0} and −1, t ∈W, then fn ∈ Rat(W )

for each n ∈ Z. In particular, if fn = ent
n, then en ∈ Rat(W ) ∪ {0} for each n.

(ii) If f ∈ Rat(V 〈tr〉) for some r ∈ Z, then suppψ(f) ⊆ rZ; i.e. ψ(f) ∈ Rat(V )((tr;α)).

Proof. First we introduce some notation that will be useful since both statements are
proved in the same way by induction on the complexity of f.

Rat(W ) is the disjoint union of the subsets

Z1 = W, Z2 = XW , Z3 = W\XW \ (W ∪XW ), Z4 = N[W\XW ] \ (W\XW ∪ {0})
If Ur = V 〈tr〉, then Rat(Ur) is the disjoint union of the subsets

Z1 = Ur, Z2 = Xr, Z3 = Ur\Xr \ (Ur ∪Xr), Z4 = N[Ur\Xr] \ (Ur\Xr ∪ {0})

Case 1. If f ∈ Z1, ψ(f) = f. Thus (i) and (ii) are satisfied.

Case 2. If f ∈ Z2, then f = g∗ for some g ∈ Z4 ∪ Z3 ∪ Z1. Notice that ψ(g) 6= ∞ and
Tree(g) < Tree(f). Thus the implications hold for g, that is, if ψ(g) =

∑
n∈Z

gn, then gn satisfies

the result for each n ∈ Z. Let N be the least integer such that Φ′(gN ) 6= 0. Then

ψ(f) =
∑
n∈Z

fn =
∑
m≥0

g∗N (hg∗N )m
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where h =
∑

n≥N+1
(−1)gn. Note that the result holds for g∗N because of the way g∗N is con-

structed. Now fn is built up from {g∗N , (−1)gm | m = N+1, . . . , 2N+n} using multiplication
and addition. Hence fn satisfies the result for all n ∈ Z.

Case 3. If f ∈ Z3, then f = g · h for some g, h ∈ Z3 \ Z1. Hence ψ(g) 6= ∞ 6= ψ(h),
Tree(g) < Tree(f) and Tree(h) < Tree(f). If ψ(g) =

∑
n∈Z

gn and ψ(h) =
∑
n∈Z

hn, then

ψ(f) = ψ(gh) = ψ(g)ψ(h).

Thus fn =
∑
m∈Z

gmhn−m for each n ∈ Z, where only a finite number of gm, hl are nonzero.

Since the result holds for all such gm, hl, it is also verified by any finite product and sum.
Therefore the result holds for for each fn, n ∈ Z.

Case 4. If f ∈ Z4, then either f = g+h with g, h ∈ Rat(W ) in case (i), or g, h ∈ Rat(V 〈tr〉)
in case (ii). In any case, Tree(g) < Tree(f), Tree(h) < Tree(f) and ψ(g) 6= ∞ 6= ψ(h). Thus,
if we suppose that ψ(g) =

∑
n∈Z

gn and ψ(h) =
∑
n∈Z

hn, then gn, hn satisfy the result for all

n ∈ Z. For ψ(f) = ψ(g + h) = ψ(g) + ψ(h), we get that fn = gn + hn for each n ∈ Z. Hence
the result holds for fn for each n ∈ Z. �

“Hey Nikki you know everything
That there is to do

Here’s a gun take it home
Wait by the phone

We’ll send someone over
To bring you what you need

You’re a one man death machine
Make this city bleed”

Queensrÿche, Operation Mindcrime



CHAPTER 6

Proofs and Consequences

The objective of this chapter is to prove Hughes’ Theorems I and II and some of its conse-
quences. They first appeared in the papers by I. Hughes [Hug70] and [Hug72] respectively.
The proof of Hughes’ Theorem I we provide is a slight variation on the one given in [DHS04].

1. Hughes’ Theorem I

Before proving Hughes’ Theorem I 6.3, let us give a quick summary of what we have proved
until now. It will be useful in the proof of Theorem 6.2 and Hughes’ Theorem II 6.10.

Let k be a division ring. Let G be a locally indicable group. Let kG be a crossed product
group ring. Let A = {NH}H be an atlas of G. Suppose that D1 and D2 are A-Hughes-free
division rings of fractions of kG. Then Di ∪ {∞i} is a rational k×G-semiring, and we have
unique morphisms of rational k×G-semirings Φi : Rat(k×G) → Di ∪ {∞i} for i = 1, 2 by
Lemma 5.34.

Let H be a fixed nontrivial finitely generated subgroup of G. Then H equals an internal
semidirect product NH o C with C infinite cyclic and NH ∈ A. Consider the morphism of
groups ρH : k×H → k×H/k× ∼= H from (24) in page 85. Let t ∈ k×C be such that ρH(t)
generates C. We have already seen in Remarks 5.4(a) that left conjugation by t induces an
automorphism αi of Di(kNH) for i = 1, 2. Moreover Di(kH) is isomorphic to Di(kNH)(t;αi)
for i = 1, 2 by Remarks 5.4(b).

As in Section 6 of Chapter 5, call V = k×NH , a subgroup of Di(kNH)× such that −1 ∈ V
and αi(V ) = V. Let V 〈t〉 denote the subset of Di(kNH)((t;αi)) consisting of the polynomials
whose support contains exactly one element and its nonzero coefficient is in V . Notice that
V 〈t〉 = k×H is a subgroup of k×G. Then the restriction of Φi to Rat(V 〈t〉) can be seen as
the unique morphism of rational V 〈t〉-semirings Φi : Rat(V 〈t〉)→ Di(kNH)((t;αi))∪{∞} for
i = 1, 2 by Example 5.36. Thus, as in Step 4 of Section 6 of Chapter 5, we get the following
commutative diagram of morphisms of rational V 〈t〉-semirings

Rat(V 〈t〉) Φi //

Ψi

&&NNNNNNNNNNNN
Di(kNH)((t;αi)) ∪ {∞i},

Rat(V )((t;α)) ∪ {∞}
Ωi

55kkkkkkkkkkkkkkkk

and the morphism of additive monoids Φ′i : Rat(V 〈t〉) ∪ {0} → Di(kNH)((t;αi)) ∪ {∞i} for
i = 1, 2.

Observe that the structure of rational V 〈t〉-semirings of Rat(V )((t;α)) ∪ {∞} could be
different for each i because the ∗-map of Rat(V )((t;α)) ∪ {∞} depends on Φ′i for each i. If
w =

∑
n∈Z

qn ∈ Rat(V )((t;α)), Φ′i is the key to construct w∗. Since Di(kNH) is a division ring,

Ωi(w)∗ = ∞i if and only if either Φ′i(qn) = ∞i for some n ∈ Z or Φ′i(qn) = 0 for all n ∈ Z.
And Ωi(w)∗ 6= ∞i if and only if Φ′i(qn) 6= ∞ for all n ∈ Z and Φ′i(qn) 6= 0 for some n ∈ Z.
Therefore
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Remark 6.1. If Φ′i(qn) =∞i for some n ∈ Z, then w∗ =∞.
If Φ′i(qn) = 0Di for all n ∈ Z, then w∗ =∞.
Otherwise, if N is the first integer such that Φ′i(qn) 6= 0Di , and z =

∑
n≥N+1

(−1)qn, then

w∗ =
∑
m≥0

q∗N (zq∗N )m as in (36) and (37). �

Theorem 6.2. Let k be a division ring. Let G be a locally indicable group. Let A = {NH}H be
an atlas of G. Consider a crossed product group ring kG. Suppose that kG has A-Hughes-free
division rings of fractions D1 and D2. Consider the natural structure of rational k×G-semirings
of Di ∪{∞i} for i = 1, 2. Let Φi : Rat(k×G)→ Di ∪{∞i} be the unique morphism of rational
k×G-semirings for i = 1, 2. Let f ∈ Rat(k×G). Then

(i) Φ1(f) =∞1 if and only if Φ2(f) =∞2.
(ii) Φ1(f) = 0D1 if and only if Φ2(f) = 0D2 .

Proof. We proceed by induction on the complexity Tree(f) of f .
If f ∈ k×G, i.e. Tree(f) = 1T , then

Φ1(f) = f 6= 0D1 ,∞1 and Φ2(f) = f 6= 0D2 ,∞2.

So the result holds.
Suppose that Tree(f) > 1T , and the result holds for elements of Rat(k×G) of lesser

complexity than Tree(f).
By Lemma 5.42(v), f = pu, where u ∈ k×G and p is a primitive element of Rat(k×G).

Since Φi, i = 1, 2, are morphisms of rational k×G-semirings and Tree(p) = Tree(f), a proof of
the result for p implies that the result holds for f.

Consider source(p). It is a finitely generated subgroup of k×G such that p ∈ Rat(source(p))
by Lemma 5.44.

Consider also the morphism of groups, ρG : k×G→ k×G/k× ∼= G. Observe that if H ≤ G,
then ρG|k×H

= ρH . Set H = ρG(source(p)), a finitely generated subgroup of G.
If H is trivial, then source(p) ≤ k×. Therefore Φi : Rat(source(p)) −→ Di, i = 1, 2, both

can be seen as the unique morphism of rational source(p)-semirings given by Lemma 5.34,
Φ: Rat(source(p)) −→ k∪{∞}. Then the result holds since Φ1|Rat(source(p)) = Φ2|Rat(source(p)).

Suppose that H is a nontrivial finitely generated subgroup of G. Then H = NHoC where
C is infinite cyclic and NH ∈ A. Let t ∈ k×C be such that ρ(t) generates C.

If we call V = k×NH , proceeding as at the beginning of this section, we get the following
commutative diagram of rational V 〈t〉-semirings for i = 1, 2:

Rat(V 〈t〉) Φi //

Ψi

&&NNNNNNNNNNNN
Di(kNH)((t;αi)) ∪ {∞i}

Rat(V )((t;α)) ∪ {∞}
Ωi

55kkkkkkkkkkkkkkk

Claim 1: Ψ1(h) = Ψ2(h), for all h ∈ Rat(V 〈t〉) with Tree(h) ≤ Tree(p). In particular,
Ψ1(p) = Ψ2(p).

Obviously, for the elements h ∈ V 〈t〉, Ψ1(h) = Ψ2(h) = h.
Let h ∈ Rat(V 〈t〉), Tree(h) ≤ Tree(p). Suppose that the claim is true for elements of lesser

complexity than Tree(h).
If h is a sum or a product of elements of Rat(V 〈t〉), since Ψ1 and Ψ2 are morphisms

of rational V 〈t〉-semirings, and each of this elements is of lesser complexity than h, then
Ψ1(h) = Ψ2(h).
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If h = q∗ for some q ∈ Rat(V 〈t〉), then Tree(q) < Tree(h) ≤ Tree(p) by Remark 5.14.
Hence Ψ1(q) = Ψ2(q) =

∑
n∈Z

qn. By Theorem 5.49, Tree(qn) ≤ Tree(q) < Tree(p). Thus, by the

induction hypothesis,

Φ′1(qn) = 0D1 if and only if Φ′2(qn) = 0D2 ,

Φ′1(qn) =∞1 if and only if Φ′2(qn) =∞2,

for each n ∈ Z. This implies that Ψ1(q)∗ = Ψ2(q)∗ by Remark 6.1, and therefore
Ψ1(h) = Ψ2(h). Hence Claim 1 is proved.

Claim 2: p /∈ Rat(V )〈t〉.

Suppose that p ∈ Rat(V )〈t〉. In particular, p ∈ Rat(V )(k×G). Then source(p) ≤ V by
Lemma 5.47. Hence ρ(source(p)) = NH 6= H, a contradiction. So Claim 2 is proved.

We go back to the proof of our result. By Claim 1, Ψ1(p) = Ψ2(p) =
∑
n∈Z

pn. Because of

Claim 2 and Theorem 5.49, Tree(pn) < Tree(p) for all n ∈ Z.
Now, by the induction hypothesis and because Φi = ΩiΨi, i = 1, 2,

Φ1(p) = 0D1 if and only if Ω1(Ψ1(p)) = 0D1 ,

if and only if Φ′1(pn) = 0D1 for all n ∈ Z,
if and only if Φ′2(pn) = 0D2 for all n ∈ Z,
if and only if Ω2(Ψ2(p)) = 0D2 ,

if and only if Φ2(p) = 0D2 .

Also,

Φ1(p) =∞1 if and only if Ω1(Ψ1(p)) =∞1,

if and only if there exists n0 ∈ Z such that Φ′1(pn0) =∞1,

if and only if there exists n0 ∈ Z such that Φ′2(pn0) =∞2,

if and only if Ω2(Ψ2(p)) =∞2,

if and only if Φ2(p) =∞2. �

Finally we can give Hughes’ Theorem I.

Hughes’ Theorem I 6.3. Let k be a division ring. Let G be a locally indicable group. Let
A = {NH}H be an atlas of G. Let kG be a crossed product group ring. Suppose that D1 and
D2 are (A-)Hughes-free division rings of fractions of kG. Then there exists a unique ring
isomorphism β : D1 −→ D2 such that β is the identity on kG.

Proof. By Lemma 4.14, it is enough to define a morphism of rational k×G-semirings
β : D1 ∪ {∞1} → D2 ∪ {∞2}. Then β|D1

: D1 → D2 is the unique kG-ring isomorphism.
Because of Example 5.38, there exist morphisms of k×G-rational semirings,

Φi : Rat(k×G) −→ Di ∪ {∞i} i = 1, 2,

which are onto.
We want β to be a morphism of rational k×G-semirings. In this event βΦ1 would be a

morphism of k×G-semirings from Rat(k×G) into D2 ∪{∞2}, and by Lemma 5.34 there exists
only one. So it has to coincide with Φ2. Thus we have to define

β(Φ1(f)) = Φ2(f) for all f ∈ Rat(k×G). (43)
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First we show that β is well-defined as in (43). We must show that for all f, g ∈ Rat(k×G)
with Φ1(f) = Φ1(g), then Φ2(f) = Φ2(g).

Let f, g ∈ Rat(k×G), such that Φ1(f) = Φ1(g).
If Φ1(f) =∞1, then, by Theorem 6.2, Φ2(f) = Φ2(g) =∞2.
If Φ1(f) 6=∞1,

Φ1(f + (−1)g) = Φ1(f) + (−1)Φ1(g) = Φ1(f)− Φ1(g) = 0D1 .

By Theorem 6.2, 0D2 = Φ2(f + (−1)g). Then

0D2 = Φ2(f + (−1)g) = Φ2(f) + (−1)Φ2(g) = Φ2(f)− Φ2(g)

because Φ2 is a morphism of k×G-semirings. Hence Φ2(f) and Φ2(g) are different from ∞2,
and

Φ2(f) = Φ2(g),
as desired.

As β is well defined as in (43), it only remains to prove that certainly β is a morphism of
rational k×G-semirings. Let f, g ∈ Rat(k×G), u, v ∈ k×G,

β(Φ1(f) + Φ1(g)) = β(Φ1(f + g)) = Φ2(f + g) = Φ2(f) + Φ2(g)
= β(Φ1(f)) + β(Φ1(g)),

β(Φ1(f)Φ1(g)) = β(Φ1(fg)) = Φ2(fg) = Φ2(f)Φ2(g)
= β(Φ1(f))β(Φ1(g)),

β(Φ1(f)∗) = β(Φ1(f∗)) = Φ2(f∗) = Φ2(f)∗ = β(Φ1(f))∗,

β(uΦ1(f)v) = β(Φ1(ufv)) = Φ2(ufv) = uΦ2(f)v = uβ(Φ1(f))v,

β(1) = β(Φ1(1)) = Φ2(1) = 1. �

Remarks 6.4. (a) Observe that if D1 is a Hughes-free division ring of fractions, and D2 is an
A-Hughes-free division ring of fractions, then, since D1 is A-Hughes-free, D1 and D2 are
kG-isomorphic, and D2 is also a Hughes-free division ring of fractions. Therefore, if kG
is Hughes-free embeddable and we are given a concrete embedding of kG inside a division
ring D, it is enough to show that kG ↪→ D is an A-Hughes-free embedding for some atlas
A of G to ensure that kG ↪→ D is a Hughes-free embedding.

(b) Notice that if kG is Hughes-free embeddable, and we are given an embedding of kG inside
a division ring D such that kG ↪→ D is not Hughes-free, then (a) implies that there exists
a nontrivial finitely generated subgroup H of G such that for each expression of H as an
internal semidirect product H = N o C with C infinite cyclic and t ∈ k×C such that
ρH(t) generates C, the powers of t are D(kN)-linearly dependent.

(c) The original proof of Theorem 6.3 in [Hug70] and the one in [DHS04] deal with concept
of Hughes-freeness instead of A-Hughes-freeness. We do not know any example of an
A-Hughes-free division ring of fractions which is not Hughes-free, so both concepts could
be the same. On the other hand (b) does not seem to follow directly from the definition
of Hughes-freeness. �

The following Corollary was already noted by I. Hughes in [Hug70].

Corollary 6.5. Let k be a division ring. Let G be an orderable group. Consider a crossed
product group ring kG. Suppose that < and <′ are total orders on G such that (G,<) and
(G,<′) are ordered groups. Consider the associated Mal’cev-Neumann series rings k((G,<))
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and k((G,<′)). Then the division rings of fractions D and D′ of kG inside k((G,<)) and
k((G,<′)) respectively are kG-isomorphic.

Proof. By Examples 5.6(d), kG ↪→ D and kG ↪→ D′ are Hughes-free embeddings. Then
Hughes’ Theorem I 6.3 implies that D and D′ are kG-isomorphic division rings. �

The following shows that (A-)Hughes-freeness is a local property.

Corollary 6.6. Let k be a division ring. Let G be a locally indicable group. Consider a
crossed product group ring kG. The following hold:

(i) If kH is Hughes-free embeddable for each finitely generated subgroup H of G, then kG is
Hughes-free embeddable.

(ii) Let A = {NH}H be an atlas of G. If kH is AH-Hughes-free embeddable for each finitely
generated subgroup H of G, then kG is A-Hughes-free embeddable.

Indeed if DH is an (AH-)Hughes-free division ring of fractions of kH, then D = lim−→
H≤f.g.G

DH is

an (A-)Hughes-free division ring of fractions of kG.

Proof. For each finitely generated subgroup H of G, consider the (AH -)Hughes-free
embedding kH ↪→ DH . If H ≤ L, then we infer from Hughes’ Theorem I 6.3 that there exists
the following commutative diagram of morphisms of rings

kH
� � //

� _

��

DH� _

���
�
�

kL
� � // DL

Then, taking limits, we get that lim−→
H≤f.g.G

kH = kG ↪→ D = lim−→
H≤f.g.G

DH is an (A-)Hughes-free

embedding because for each finitely generated subgroup H of G, D(kH) = DH . �

The next result is a slight variation on [DHS04, Corollary 7.3]. It probably was implicit
in the proof of [Hug70, Corollary].

Let G be a locally indicable group, and let k be a division ring. Consider a crossed
product group ring kG. Let Γ: kG −→ kG be an injective morphism of rings (respectively an
automorphism) such that Γ(k) = k. Recall from Proposition 4.8 that the only units in kG are
the elements of k×G. So Γ|k×G : k×G −→ k×G is a group monomorphism (automorphism)
and Γ is of the form ḡ 7−→ dgγ(g) with dg ∈ k× and γ(g) ∈ G. Since Γ(k) = k, then Γ induces
the following monomorphism (automorphism) of G:

G ∼= k×G/k×
Γ−−−−→ k×G/k× ∼= G

g 7−→ [ḡ] 7−→
[
γ(g)

]
7−→ γ(g)

which we call γ. With this notation

Lemma 6.7. Let A = {NH}H be an atlas of G. If either
(i) kG has a Hughes-free division ring of fractions D, or
(ii) kG has an A-Hughes-free division ring of fractions D such that Γ(kG) ↪→ D is

γ(A)-Hughes-free,
then Γ can be uniquely extended to a monomorphism of D. If moreover Γ is an automorphism
of kG, then Γ can be extended to an automorphism of D.
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Proof. By Hughes’ Theorem I 6.3, it is enough to show that Γ: kG −→ kG ⊆ D is an
(A-)Hughes-free embedding, since we already have that kG ↪→ D is (A-)Hughes-free.

Let H be a non-trivial finitely generated subgroup of G. Suppose that H = NH o 〈t〉.
Then γ(H) is a finitely generated subgroup of G and γ(H) = γ(NH) o 〈γ(t)〉. Suppose that
there are b0, . . . , bn ∈ D(γ(NH)) with

0 =
n∑
i=0

biΓ(t)i =
n∑
i=0

bid
′
tiγ(t)

i
for some d′ti ∈ k

×.

Because of our hypothesis on D and the fact that bid′ti ∈ D(γ(NH)), then bid
′
ti = 0 for

i = 0, . . . , n, which implies that bi = 0 for i = 0, . . . , n. �

Some examples of Γ as in Lemma 6.7 are given by morphisms of k-rings and conjugation by
a trivial unit. This allows us to prove the A-Hughes-free generalization of [Hug70, Corollary].

Corollary 6.8. Let k be a division ring. Let G be a locally indicable group and N a normal
subgroup of G. Let R = {xβ | β ∈ G/N} be a complete set of representatives of the classes of
G/N such that 1 ∈ R. Let A = {LH}H be an atlas of N . Suppose that kN has a division ring
of fractions D such that kN ↪→ D is (xβAx−1

β -)Hughes-free embeddable (for each xβ ∈ R).
Then:

(i) kG embeds in a crossed product group ring D(G/N) in a natural way.
(ii) If moreover G/N is embeddable, then kG embeds in a division ring.

Proof. (i) Recall from Lemma 4.7 that kG = (kN)(G/N). We construct a crossed
product group ring D(G/N) which extends (kN)(G/N). To this aim we need to define the
twisting τ̆ and the action σ̆, and see that the product is associative. We make reference to the
proof of Lemma 4.7.

In order to get an extension of (kN)(G/N), the twisting τ̆ has to be the same as the one
given in the proof of Lemma 4.7.

By Remarks 4.3(c), for every β ∈ G/N, σ̂(β) ∈ Aut(kN) is left conjugation by x̄β .
Lemma 6.7 and our hypothesis on D imply that σ̂(β) can be extended to a unique auto-
morphism σ̆(β) of D. In this way we define σ̆ : G/N → Aut(D), β 7→ σ̆(β).

We prove that the product in D(G/N) is associative by showing that (a) and (b) in
Lemma 4.2 are satisfied.

D(G/N) verifies (a) because τ̆ = τ̂ , σ̆(β)|kN = σ̂(β) and τ̂ and σ̂ already satisfy (a) of
Lemma 4.2.

D(G/N) satisfies (b) because σ̆(αβ)µ(α, β) and σ̆(β)σ̆(α) both are automorphism of D
which agree on kN since σ̂(αβ)µ(α, β) = σ̂(β)σ̂(α) and both are (A)-Hughes-free embeddings.

(ii) We have just embedded kG in the crossed product group ring D(G/N). Then, because
G/N is embeddable, we can embed D(G/N) in a division ring. �

2. Hughes’ Theorem II

The following is a technical result on groups that will be useful in the course of the proof
of Hughes’ Theorem II 6.10.
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Lemma 6.9. Let W be a group. Suppose that X,Y CW with X finite cyclic, Y = 〈y〉 infinite
cyclic, W/X infinite cyclic and W/Y = 〈zY 〉 cyclic of order p.

W

∞

��
��

��
�� p

::
::

::
::

XY
rrrr LLLL

X
LLL

LLL Y
rrr

rrr

1

Suppose that zp = yq with q ∈ N and (p, q) = d. Let r,m ∈ Z be such that p = rd and q = md.
Let α, β ∈ Z with rα+mβ = 1. Set u = zβyα and v = zry−m. Then

(i) W = 〈y, z | [y, z], zp = yq〉
(ii) X = 〈v〉 and has order d
(iii) z = umvα and y = urv−β

(iv) W/X ∼= 〈u〉
(v) W/XY has order r and XY/Y has order d

Proof. First observe that W is generated by {y, z}. Secondly, X consists of all the ele-
ments of finite order in W and therefore X ∩ Y = 1. For a proof of the latter, notice that if
w ∈W is of finite order, then w̄ ∈W/X has finite order. Thus w̄ = 1, i.e. w ∈ X.

(i) These remarks imply that Y ∼= XY/X ≤W/X. Moreover, since W/X is commutative,
we get that yz = y ∈W/X, and y−1yz ∈ X. Thus yz = zy.

The foregoing implies that there exists an onto morphism of groups

ϕ : 〈y, z | [y, z], zp = yq〉 −→W.

In W, any relation is of the form zδ = yγ for some δ, γ ∈ Z, because y and z commute. By the
definition of p, δ = pε for some ε ∈ Z. Thus zδ = (zp)ε = (yq)ε = yγ , and γ = qε. Therefore ϕ
is an isomorphism.

(ii) Consider the morphism of groups η : W → C, where C is infinite cyclic, given by y 7→ cr

and z 7→ cm. Clearly X ⊆ ker η. An element n = zγyδ ∈ ker η if and only if mγ + δr = 0, if
and only if n = (zry−m)ε = vε for some ε ∈ Z because (r,m) = 1. Since v has finite order,
vd = 1, we get that ker η = X = 〈v〉. In the isomorphism X ∼= XY/Y ≤W/Y, v is sent to the
element v̄ = zry−m = zr ∈ XY/Y which has order d. Hence v has order d.

(iii) It is straightforward.
(iv) From (iii) we infer that u and v generate W . Hence W/X ∼= 〈u〉 because v ∈ X and

η(u) = c.
(v) For W/Y has order p, XY

Y
∼= X and |W/Y | = | WXY ||

XY
Y | = | WXY |d, we obtain that

|W/Y | = r. �

Hughes’ Theorem II 6.10. Suppose that G is a locally indicable group with a normal subgroup
L such that G/L is locally indicable. If both L and G/L are Hughes-free embeddable, then G
is Hughes-free embeddable.

Proof. Let k be a division ring and kG a crossed product group ring. Since L is
Hughes-free embeddable, kL has a Hughes-free division ring of fractions. Let D be the
Hughes-free division ring of fractions of kL. By Corollary 6.8(i), kG = kL(G/L) embeds
in D(G/L) in a natural way. Moreover, since G/L is also Hughes-free embeddable, D(G/L)
has a Hughes-free division ring of fractions E. Therefore we have the embedding of kG inside
the division ring E

kG ↪→ D(G/L) ↪→ E.
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We will show that this embedding is Hughes-free.

Consider the morphisms of groups from (24) in page 85 that will be used throughout the
proof

k×G
ρG−→ k×G/k× ∼= G, k×G = k×L(G/L) ⊆ D×(G/L)

ρG/L−→ D×(G/L)
D×

∼= G/L,

defined by ρG(ax̄) = x and ρG/L(dz̄) = z, and observe that if H ≤ G, then (ρG)|H = ρH .
Let H be a nontrivial finitely generated subgroup of G. Suppose that H = N o C is an

expression of H as an internal semidirect product with C infinite cyclic. Let t ∈ k×C be such

that ρH(t) generates C. Suppose that
n∑

i=−n
dit

i = 0, where di ∈ E(kN) for all i. We have to

show that d−n = · · · = dn = 0.

Endow E(kH)∪{∞} with the structure of rational k×H-semiring of Example 1.43(d). Let
Φ: Rat(k×H) → E(kH) ∪ {∞} be the morphism of rational k×H-semirings and
Φ′ : Rat(k×H)∪{0} → E(kH)∪{∞} be the morphism of additive monoids from Lemma 5.34.
Let f ∈ Rat(k×H) defined by

f =
n∑

i=−n
fit

i (44)

with fi ∈ Rat(k×N) ∪ {0} for each i. By Example 5.38, to prove the result it is enough to
show that for each f as in (44) then

Φ(f) =
n∑

i=−n
Φ′(fi)ti = 0, implies that Φ′(fi) = 0 for each i. (45)

We proceed by induction on the complexity Tree(f) of f . The result is clear if there exists
only one fi 6= 0. This implies that the result holds for Tree(f) = 1T and Tree(f) = 1T + 1T .
In the former case, f = fi0t

i0 ∈ k×H. In the latter case, f = h1t
n1 + h2t

n2 with hi ∈ k×N,
and Φ(f) = 0 if and only if n1 = n2 and h1 = −h2. Thus f = (h1 + h2)tn1 .

Suppose that the result holds for elements of lesser complexity than Tree(f), and that
there exists more than one fi 6= 0.

By Lemma 5.42(v), f = pu with p a primitive element of Rat(k×H) and u ∈ k×H. Thus

pu = f =
n∑

i=−n
fit

i if and only if p =
n∑

i=−n
fit

iu−1.

Suppose that u−1 = vtm with v ∈ k×N, then tivt−i ∈ k×N for each i and

p =
n∑

i=−n
fit

ivtm =
n∑

i=−n
fit

ivt−iti+m.

Again by Lemma 5.42(v), fi = piwi with pi a primitive element of Rat(k×N) and wi ∈ k×N
for each i. Hence p =

n∑
i=−n

piwit
ivt−iti+m. Put vi = wit

ivt−i for each i. Then, relabeling the

indexes if necessary, we can suppose that p =
n∑

i=−n
pivit

i with vi ∈ k×N.

By Case 1 of Definition 5.43, source(p) is the finitely generated subgroup of k×H generated
by ∪

{i|pi 6=0}
(source(pi)∪{viti}), and since there are at least two summands and hence one ti 6= 1,

ρG(source(p))
ρG(source(p))∩N is a nontrivial cyclic subgroup of the infinite cyclic group H/N.

If we choose z ∈ source(p) such that the class of ρG(z) generates ρG(source(p))
ρG(source(p))∩N , then

vit
i = yiz

li where yi ∈ source(p) ∩ k×N. Notice that li 6= lj provided i 6= j because ρG(t)
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generates H/N . Moreover, piyi ∈ Rat(k×N ′) and ρG(source(p)) = N ′ o 〈ρG(z)〉 where
N ′ = ρG(source(p)) ∩N.

Hence p =
n∑

i=−n
piyiz

li , and Tree(p) = Tree(f) by Lemma 5.40(ii). Moreover, Φ(p) = 0 if

and only if Φ(f) = 0, and Φ′(fi) = 0 if and only if Φ′(piyi) = 0.
By the foregoing, we may assume that H = source(p), H = N o C with C infinite cyclic,

t ∈ k×C with ρH(t) that generates C, and p =
n∑

i=−n
fit

i where fi ∈ Rat(k×N) ∪ {0}.

Note that LH
LN is cyclic generated by the class of ρG(t). If H is not contained in L, then,

since G/L is locally indicable, LH
L is indicable and LH

L = B
L o

K
L where K

L is infinite cyclic
for some subgroups B and K of G. The proof is divided in four cases, one for each of the
following possibilities

(1) H ≤ L,
(2) H * L and LH

LN is infinite cyclic,
(3) H * L, LH

LN is finite cyclic and LH 6= BN,

(4) H * L, LH
LN is finite cyclic and LH = BN.

Case 1. H is a subgroup of L. Then kH is contained in kL and D, the Hughes-free
division ring of fractions of kL. Therefore, if Φ(f) = 0, then Φ′(f−n) = · · · = Φ′(fn) = 0.

Case 2. H * L and LH
LN is infinite cyclic. If we set CL = 〈ρG(t)L〉 = 〈ρG/L(t)〉 ≤ G/L,

then LH
L = LN

L o CL. Notice that CL is infinite cyclic, t ∈ D×CL and that Φ′(fi) ∈ E(DLN
L ),

the division ring of fractions of DLN
L inside E. Therefore Φ′(f−n) = · · · = Φ′(fn) = 0 because

DG
L ↪→ E is Hughes-free.

Case 3. H * L, LHLN is finite cyclic and LH 6= BN. Suppose that the group LH
LN generated

by the class of ρG(t) is finite with p elements. Set A = B ∩ LN, W = LH
A and Y = LN

A . Thus
LH
A

LN
A

= W/Y has p elements and is generated by the class of ρG(t). Now

Y =
LN

A
∼=
LNB

B
=
NB

B
≤ LH

B
∼= K/L.

Hence Y is a subgroup of an infinite cyclic group. Notice that Y is not trivial. Otherwise
A = LN and LN ≤ B. Then LH

LN →
LH
B would be an onto morphism of groups and LH

LN an
infinite cyclic group, a contradiction. Therefore Y is an infinite cyclic group generated by the
class of some h ∈ N. Set X = B/A ≤ LH

A = W. Since X ∼= BLN
LN ≤ LH

LN , X is finite cyclic.
Then XY = B

A
LN
A = BN

A . So we have the following diagram as in Lemma 6.9

W = LH
A

∞

xxxxxxxxxxxx
p

EEEEEEEEEEE
r

XY = BN
A

kkkkk d
RRRR

R

X = B/A

d TTTTTTTTT
Y = LN

A

∞kkkkkkkk

1

Suppose that ρG(t)p ≡ hq mod A. Put (p, q) = d and p = rd, q = md. Let α, β be such that
αr + βm = 1. Set u′ = ρG(t)βhα, v = ρG(t)rh−α. Then, by Lemma 6.9,
a) ρG(t) ≡ u′mvα mod A,
b) h ≡ u′rv−β mod A,
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c) X is generated by the class of v and vd ≡ 1 mod A,
d) B equals the subgroup generated by {v,A},
e) W

X
∼= LH

B is infinite cyclic generated by the class of u′,
f) W

XY
∼= LH

BN has order r > 1 (otherwise LH = BN).

Then LH
L = B

L o 〈u
′L〉 by e). Let u ∈ k×H ⊆ D×LHL be such that ρLH

L
(u) = u′L.

For each i ∈ {−n, . . . , n} we have that i = lir + j with 0 ≤ j < r. Then

p =
n∑

i=−n
fit

i =
r−1∑
j=0

 ∑
{i|i=lir+j}

fit
lir

 tj =
r−1∑
j=0

gjt
j ,

where we set gj =
∑

{i|i=lir+j}
fit

lir.

If there exists j such that p = gjt
j (i.e. all i such that fi is nonzero belong to the

set {i | i = lir + j}), then pt−j = gj . Thus source(gj) = source(p). On the other hand,
gj ∈ Rat(k×N〈tr〉). Therefore, by Lemma 5.47, source(p) ⊆ k×N〈tr〉 and

H = ρG(source(p)) = N o 〈ρG(tr)〉,

a contradiction. Thus Tree(gj) < Tree(p) for each j by Corollary 5.40(iii).
Notice that ρG(tlir) ∈ BN because LH

BN has order r. Hence gj ∈ Rat(k×BN). Moreover,
since XY = BN

A and Y is generated by the class of h ∈ N, we get that BN is generated
by B ∪ {h}. Since h = u′rv−β and v ∈ B, then BN is generated by B ∪ {u′r}. Therefore
gj ∈ Rat(k×BN) = Rat(k×B〈ur〉) ⊆ Rat(D×BL 〈u

r〉) for each j ∈ {0, dotsc, r − 1}.
Now we proceed as at the beginning of Section 1. Consider E(DLH

L ), the division ring of
fractions of DLH

L inside E. Consider the skew Laurent series ring E(DB
L )((u;α)) where α is

given by left conjugation by u. We can suppose that E(DLH
L ) is contained in E(DB

L )((u;α)).
Then D×LHL = (D×BL )〈u〉 can be identified with the series with exactly one element in its
support whose nonzero coefficient is in D×BL . We can construct the following commutative
diagram of morphisms of rational D×LHL -semirings

Rat(D×BL 〈u〉)
Φ //

Ψ ''PPPPPPPPPPPPP
E(DB

L )((u;α)) ∪ {∞}

Rat(D×BL )((u;α)) ∪ {∞}
Ω

55llllllllllllllll

Notice that kH ↪→ DLH
L ↪→ E(DLH

L ) and k×H ↪→ (k×L)LHL ↪→ D×LHL . Therefore
E(kH) ↪→ E(DLH

L ) and Rat(k×H) ↪→ Rat((D×BL )〈u〉). So we can consider the commutative
diagram of rational k×H-semirings

Rat(k×H)
iI

vvmmmmmmmmmmmmmm
Φ

))RRRRRRRRRRRRRRRR

Rat((D×BL )〈u〉) Φ //

Ψ ((PPPPPPPPPPPPPP
E(DB

L )((u;α)) ∪ {∞}

Rat(D×BL )((u;α)) ∪ {∞}
Ω

55llllllllllllllll
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By Lemma 5.50(ii), Ψ(gj) = hj is a series in ur. By a), we may suppose that tj = bju
mj , where

bj ∈ k×B for each j. Then Ψ(f) =
r−1∑
j=0

hjbju
mj . Recall that Φ(f) = 0 implies Ω(Ψ(f)) = 0.

Now since r and m are coprime and 0 ≤ j ≤ r − 1, then Ω(hj) = 0 for each j. Therefore
Φ(gj) = Ω(Ψ(gj)) = Ω(hj) = 0 for each j. Now, since Tree(gj) < Tree(p), the induction
hypothesis implies that Φ(fi) = 0 for each i ∈ {−n, . . . , n}.

Case 4. H * L, LH
LN is finite cyclic and LH = NB.

We can suppose that ρG(t) ∈ B. Otherwise, if ρG(t) = h′b with h′ ∈ N, we choose h ∈ k×N
such that ρG(ht) = b and we work with t′ = ht instead of t. Notice that H = N o 〈ρG(t′)〉
and Lemma 5.3(b).

Recall that LH
L = B

L o
K
L for some subgroups B and K of G such that K

L is infinite cyclic.
Hence N is not contained in B. Let u ∈ k×N ≤ D×LHL = D×NBL be such that ρG/L(u)
generates K/L.

Consider E(DLH
L ), the division ring of fractions of DLH

L inside E. Consider the skew
Laurent series ring E(DB

L )((u;α)), where α is defined by left conjugation by the element
u. Then D×LHL = D×BL 〈u〉 can be identified with the series with exactly one element in its
support and whose nonzero coefficient is in D×BL . And as we made at the beginning of
Section 1, we can construct the following diagram of morphisms of rational D×LHL -semirings

Rat(D×BL 〈u〉)
Φ //

Ψ ''PPPPPPPPPPPPP
E(DB

L )((u;α)) ∪ {∞}

Rat(D×BL )((u;α)) ∪ {∞}
Ω

55llllllllllllllll

Note that kH ↪→ D(LHL ) and k×H ↪→ D×BL 〈u〉. Thus E(kH) ↪→ E(DLH
L ) ↪→ E(DB

L )((u;α))
and Rat(k×H) ↪→ Rat(D×BL 〈u〉). So we get the following commutative diagram of morphisms
of rational k×H-semirings

Rat(k×H)
iI

vvmmmmmmmmmmmmmm
Φ

))RRRRRRRRRRRRRRRR

Rat((D×BL )〈u〉) Φ //

Ψ ((PPPPPPPPPPPPPP
E(DB

L )((u;α)) ∪ {∞}

Rat(D×BL )((u;α)) ∪ {∞}
Ω

55llllllllllllllll

If p ∈ Rat(D×BL )〈u〉, since u ∈ k×N, Lemma 5.47 implies that source(p) ≤ D×BL . Observe
that the only elements of k×H inside D×BL are contained in k×B. Hence

source(p) ≤ (k×H) ∩D×B
L
≤ k×LB

L
= k×B.

Then source(p) = H ≤ B and LH
L ≤ B/L, a contradiction. Therefore, by Theorem 5.49,

Ψ(p) =
∑
m∈Z

gm is a series with Tree(gm) < Tree(p), where gm = emu
m.
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Now we compute Ψ(p) in another way. Suppose that Ψ(fi) =
∑
m∈Z

gim if fi 6= 0. Since

fi ∈ Rat(k×N) and −1, u ∈ k×N, Lemma 5.50(i) implies that gim ∈ Rat(k×N) where
gim = eimu

m.
Then

Ψ(p) =
n∑

i=−n

( ∑
m∈Z

gim
)
ti

=
n∑

i=−n

( ∑
m∈Z

eimu
m
)
ti

=
n∑

i=−n

( ∑
m∈Z

eimu
mtiu−m

)
um

=
∑
m∈Z

( n∑
i=−n

eimu
mtiu−m

)
um.

Notice that
n∑

i=−n
eimu

mtiu−m ∈ Rat(D×BL ) for each m because t ∈ k×B. Hence

gm =
n∑

i=−n
gimt

iu−m =
n∑

i=−n
gimt

iu−mt−iti =
n∑

i=−n
gimwimt

i,

where wim = tiu−mt−i ∈ k×N because u ∈ k×N. Then gimwim ∈ Rat(k×N).
Note that Φ(p) = 0 if and only if Ω(Ψ(f)) = 0, if and only if

∑
m∈Z

Φ′(gm) = 0, if and only

if Φ′(gm) = 0 for each m.

Now, for each m ∈ Z, Φ′(gm) = 0 implies that Φ′
( n∑
i=−n

gimwimt
i
)

= 0. Since

Tree(gm) < Tree(p), then Φ′(gimwim) = 0 for each i and m by the induction hypothesis.
This implies that Φ′(gim) = 0 for each m and i because wim ∈ k×N. Therefore

Φ′(fi) = ΩΨ(fi) = Ω
( ∑
m∈Z

gim
)

=
∑
m∈Z

Φ′(gim) = 0. �

Remark 6.11. Let G and L be as in Hughes’ Theorem II 6.10. Let k be a division ring and
kG a crossed product group ring. In the proof of Theorem 6.10 we see how the Hughes-free
division ring of fractions E of kG is. If D is the Hughes-free division ring of fractions of kL,
then E is the Hughes-free division ring of fractions of DG

L . �

We now present some consequences of Hughes’ Theorem II. They are closure properties
for Hughes-free embeddability in the same vein as the results of Section 1 of Chapter 2 are
closure properties for local indicability.

The following consequence of Hughes’ Theorem II 6.10 was already noted in [Hug72] for
poly-orderable groups.

Corollary 6.12. Suppose that (Gγ)γ≤τ is a subnormal series of a group G with Hughes-free
embeddable factors. Then G is Hughes-free embeddable. In particular, if (Gγ)γ≤τ is a subnor-
mal series with orderable factors, then G is Hughes-free embeddable.

Proof. We show that for every ordinal γ ≤ τ, Gγ is Hughes-free embeddable.
If γ = 1, Gγ is Hughes-free embeddable by hypothesis.
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Let γ > 1. Suppose that the result holds for all ordinals ρ < γ. If γ = ρ + 1 for some
ordinal ρ, then Gγ is the extension of the Hughes-free embeddable groups Gρ and Gγ/Gρ. By
Hughes’ Theorem II 6.10 Gγ is Hughes-free embeddable.

Suppose that γ is a limit ordinal. Let k be a division ring and kGγ a crossed product group
ring. Each finitely generated subgroup H of Gγ is contained in some Gρ with ρ < γ. Thus
kH is Hughes-free embeddable. Now we infer from Corollary 6.6(i) that kGγ is Hughes-free
embeddable. Since k and kH were arbitrary, we obtain that Gγ is Hughes-free embeddable.

Let k be a division ring and kG any crossed product group ring. Let DGγ be the
Hughes-free division ring of fractions of kGγ . Observe that if γ < δ, then DGγ ↪→ DGδ

by Hughes’ Theorem I 6.3. Then D = lim−→
γ≤τ

DGγ is a Hughes-free division ring of fractions for

kG. �

Recall from Theorem 2.33 that a locally indicable group has a subnormal system with
torsion-free abelian factors. The groups G with a subnormal series with torsion-free abelian
factors are Hughes-free embeddable by Examples 5.6(b). Any crossed product group ring kG
with k a division ring is then an Ore domain by Corollary 4.11.

Recall that a free group is Hughes-free embeddable because it is orderable, see Corol-
lary 2.24 and Examples 5.6(d). A free group G on a set X has a subnormal system with
torsion-free abelian factors, the lower central series

G ⊇ G(1) ⊇ G(2) ⊇ · · · ⊇ {1} =
⋂
n≥0

G(n),

where G(1) = [G,G] and G(n+1) = [G,G(n)], see for example [MKS76, Section 5.7]. But,
provided |X| ≥ 2, G has no subnormal series with torsion-free abelian factors because kG is
neither a right nor a left Ore domain by Proposition 4.13. Thus Corollary 6.12 gives a lot of
new examples of Hughes-free embeddable groups.

Corollary 6.13. Let {Gi}i∈I , G and H be Hughes-free embeddable groups. Then
(i)

∏
i∈I

Gi is Hughes-free embeddable.

(ii) ⊕
i∈I

Gi is Hughes-free embeddable.

(iii) G oH is Hughes-free embeddable.
(iv) ∗

i∈I
Gi is Hughes-free embeddable.

(v) ∗i∈IH G is Hughes-free embeddable.

Proof. All are consequences of Corollary 6.12.
(i) As in Corollary 2.7(i),

∏
i∈I

Gi has a subnormal series (Hγ)γ≤τ such that Hγ+1/Hγ
∼= Gγ

where Gγ is isomorphic to some Gi0 .
(ii) Same proof as (i), see Corollary 2.7(ii).
(iii) G oH is the extension of

∏
h∈H

Gh by H, where Gh = G.

(iv) By Corollary 2.9(a), ∗
i∈I

Gi is the extension of a free group K by the group
∏
i∈I

Gi.

(v) By Corollary 2.9(b), ∗i∈IH G is the extension of a free group K by the group G. �

Corollary 6.14. Let (G(−),∆) be a graph of groups and G = π(G(−),∆,∆0) its fundamental
group. Suppose that the G(v) can be embedded in a group L by morphisms fv : G(v) → L
that can be extended to f : G → L. If the image of f is Hughes-free embeddable, then G is
Hughes-free embeddable.
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Proof. It was shown in the proof of Proposition 2.8 that G is the extension of a free
group by the image of f . �

Observe that in the last and the next corollaries, we cannot say “such that L is Hughes-free
embeddable” as in Proposition 2.8, because a subgroup H of a Hughes-free embeddable group
L need not be Hughes-free embeddable since any crossed product group ring structure kH
perhaps cannot be extended to kL.

Corollary 6.15. Let {Gi}i∈I be a family of groups. Suppose that a group H is embedded in

each Gi. Suppose that there exist a group L and embeddings Gi
fi
↪→ L that agree on H. Suppose

that the image of the extension of the fi’s, f : ∗i∈IH Gi → L, is Hughes-free embeddable. Then
∗i∈IH Gi is Hughes-free embeddable.

Proof. It was shown in the proof of Corollary 2.9(i) that ∗i∈IH Gi is the extension of a free
group by the image of f . �

Example 6.16. The group Γ with presentation

Γ = 〈X,T | TXTX−1 = XTX−1T 〉 = 〈X,T | TXTX−1T−1XT−1X−1 = 1〉
is Hughes-free embeddable.

Proof. As we saw in Examples 2.10, Γ is locally indicable. We proved that by writ-
ing Γ as an extension of a fundamental group N of a graph of groups by an infinite cyclic
group. Moreover N is Hughes-free embeddable because we gave an onto morphism of groups
f : N → F , where F was a torsion-free abelian group (and hence Hughes-free embeddable by
Examples 5.6), such that the restriction to every vertex group was injective. �

Remark 6.17. Not all Hughes-free embeddings kG ↪→ D invert all full matrices. Indeed there
exist Hughes-free embeddable groups G such that a crossed product group ring kG is not a
Sylvester domain.

Proof. As we saw in Examples 2.10, G = 〈a, b | a2 = b3〉 is locally indicable and equals
G = A ∗

C
B where A = 〈a〉, B = 〈b〉, C = 〈c〉 are infinite cyclic groups and C ↪→ A, c 7→ a2,

C ↪→ B, c 7→ b3. Moreover, let D = 〈d〉 be another infinite cyclic group and consider the em-
beddings f1 : A→ D, a 7→ d3 and f2 : B → D, b 7→ d2. Since any subgroup of C is Hughes-free
embeddable, we infer from Corollary 6.15 that G is Hughes-free embeddable. The group ring
k[G] has a nonfree finitely generated projective module [Dun72]. Then any embedding of the
group ring k[G] in a division ring does not invert all full matrices by Remark 3.28. �

2.1. Around Lewin’s proof. Let G be a free group. Let k be a division ring and kG any
crossed product group ring. As we said in Section 5.2, the universal division ring of fractions
U of kG coincides with the division ring of fractions of kG inside k((G,<)) for any total order
< on G such that (G,<) is an ordered group. It was proved by J. Lewin [Lew74], who showed
first that U(kH) was the universal division ring of fractions of kH for any subgroup H of G.
Then he used this fact to prove that the embedding kG ↪→ U is Hughes-free, and then Hughes’
Theorem I to show that U coincides with the division ring of fractions of kG inside k((G,<)).
We will generalize this in Proposition 6.21.

Motivated by these results we give the following definitions.

Definitions 6.18. Let G be a locally indicable group.
(a) Let k be a division ring and kG a crossed product group ring. We say that kG is a Lewin

crossed product group ring if it satisfies the following properties
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(i) For each finitely generated subgroup H of G, kH has a universal division ring of
fractions UH .

(ii) If H1 ≤ H2 are finitely generated subgroups of G, then UH1 embeds in UH2 in a
natural way, that is, the following diagram of morphisms of rings is commutative

kH1
� � //

� _

��

kH2� _

��
UH1

� � // UH2

(b) We say that G is a Lewin group provided that kG is a Lewin crossed product group ring
for each division ring k and each crossed product group ring kG. �

Examples 6.19. (a) Free groups and locally free groups are Lewin groups by Corollary 4.38.
(b) If G is a poly-{infinite cyclic} group and k a field, then the group ring k[G] is a Lewin

crossed product group ring. It was shown in [Pas82, Theorem 2.7] that k[G] has as
universal division ring of fractions its Ore division ring of fractions. Since each finitely
generated subgroup H of G is again poly-{infinite cyclic} the result follows. Moreover, by
the foregoing, if G has a subnormal series {Gn}∞n=0 with infinite cyclic factors, then the
group ring k[G] is a Lewin crossed product group ring for any field k. More generally, if for
every nontrivial finitely generated subgroup H of G the group ring k[H] is poly-{infinite
cyclic}, then the group ring k[G] is a Lewin crossed product group ring. �

The following result is due to W. Dicks.

Proposition 6.20. Let G be a locally indicable group. Let k be a division ring. Suppose that
kG is a Lewin crossed product group ring. Then kL has a universal division ring of fractions
UL for every subgroup L ≤ G. Moreover, UL is the division ring of fractions of kL inside UG.

Proof. Suppose that L ≤ G. For each pair of finitely generated subgroups H1,H2 ≤ L
such that H1 ≤ H2, we have

kH1
� � //

� _

��

kH2� _

��
UH1

� � // UH2

Then UL = lim−→
H≤f.g.L

UH is a division ring. Observe that UH embeds in UL for each finitely

generated subgroup H of L. Also kL ↪→ UL because kL = lim−→
H≤f.g.L

kH, and UL is a division

ring of fractions of kL since for each d ∈ UL there exists a finitely generated subgroup H of L
such that d ∈ UH .

Let f : kL→ D be a morphism of rings with D a division ring. Suppose that the image of
a matrix A by f becomes invertible over D. Then there exists a finitely generated subgroup
H of L such that the entries of A are in kH. Now if we consider f|kH

: kH → D, since fA
is invertible over D, then A is invertible over UH because UH is the universal division ring
of fractions of kH. Thus A is invertible over UL. Hence UL is the universal division ring of
fractions of kL.

If L ≤ G, then UG = lim−→
H≤f.g.G

UH . Since UL = lim−→
H≤f.g.L

UH , we get that UL ↪→ UG by the

universal property of the direct limit and the fact that UL is a division ring. �

As we have seen in Proposition 6.20 for L = G, if kG is a Lewin crossed product group
ring, then we can glue together all the universal division rings of fractions UH for each finitely
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generated subgroup H of G. In general, let G be a locally indicable group. For each finitely
generated subgroup H of G, we consider the minimal prime matrix ideals that determine
division rings of fractions UH . If we try to glue together one UH for each H as in the Lewin
group case, then only one minimal prime matrix ideal can be used for that. Moreover, if such
embedding exists, then it is Hughes-free. This is done generalizing Lewin’s proof of [Lew74,
Proposition 6]:

Proposition 6.21. Let k be a division ring. Let G be a locally indicable group. Let kG be a
crossed product group ring with a division ring of fractions U . Suppose that for each finitely
generated subgroup H of G, the prime matrix ideal associated with U(kH) is a minimal prime
matrix ideal. Then

(i) kG ↪→ U is Hughes-free and therefore any two such U are isomorphic and the minimal
prime matrix ideals are the same for each finitely generated subgroup H of G.

(ii) If kG has a universal division ring of fractions V , then U and V are kG-isomorphic.
(iii) If kG is a Lewin crossed product group ring, then kG ↪→ UG is Hughes-free where UG is

the universal division ring of fractions of kG.

Proof. (i) Let H be a nontrivial finitely generated subgroup of G. Express H as an
internal semidirect product H = N o C with C infinite cyclic. If t ∈ k×C such that ρH(t)
generates C, then kH = kN [t, t−1;α].

We claim that left conjugation by t induces an automorphism of U(kN) which extends
α. Indeed left conjugation by t and by t−1 induce automorphisms of Q0(kN,U) = kN.
Suppose that left conjugation by t and t−1 induce automorphisms of Qn(kN,U) for n ≥ 0.
Let f ∈ Qn(kN,U) \ {0}. Then

tf−1t−1 = (tft−1)−1, t−1f−1t = (t−1ft)−1 ∈ Qn+1(kN,U) \ {0}.
This implies that left conjugation by t and t−1 induce ring endomorphisms of Qn+1(kN,U).
Notice that the composition of these morphisms is the identity. Hence left conjugation
by t induces an automorphism of Qn+1(kN,U). Therefore it induces an automorphism of
U(kN) =

⋃
n≥0

Qn(kN,U) which extends α as claimed. We call the extension of α again α.

Consider the skew polynomial ring P = U(kN)[x, x−1;α]. Notice that kH ↪→ P and there
exists a morphism of rings g : P → U(kH) ⊆ U which is the identity on U(kN) and sends
x 7→ t. Therefore g is the identity on kH.

P is a principal ideal domain. Hence it is a fir by Examples 3.37. The Ore division ring
of fractions of P is its universal division ring of fractions D, and every full matrix over P is
invertible over D. Notice that U(kH) is an epic P -field. Therefore there exists a specialization
h : D → U(kH).

kH //

##H
HH

HH
HH

HH
P //

g

��

D

h{{x
x

x
x

x

U(kH)

Notice that D is an epic kH-field. Then, since the prime matrix ideal of U(kH) is minimal,
we get that h is in fact an isomorphism by Theorem 3.32. Therefore the powers of t are
U(kN)-linearly independent since the powers of x are U(kN)-linearly independent. Hence
kG ↪→ U is Hughes-free.

(ii) Suppose that V is the universal division ring of fractions of kG. First observe that for
each finitely generated subgroup H of G, any matrix that becomes invertible over U(kH), then
it also becomes invertible over V by Theorem 3.32. Now each matrix that becomes invertible
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over V also becomes invertible over U because it can be seen as a matrix over U(kH) for some
finitely generated subgroup H of G, and the minimality of the prime matrix ideal associated
with U(kH).

(iii) If kG is a Lewin crossed product group ring, then the prime matrix ideal of UG(kH)
is the least one for each finitely generated subgroup H of G by definition of Lewin crossed
product group ring. Now apply (i). �

This result generalizes [Lew74, Proposition 6] because there it is proved that the embed-
ding of the (Lewin) crossed product group ring kH with H a free group inside its universal
division ring of fractions is Hughes-free.

Observe that Proposition 6.21 also generalizes the Ore situation. That is, let k be a
division ring and G a locally indicable group such that a crossed product group ring kG is left
(right) Ore. Let U be the left (right) Ore division ring of fractions of kG. By Proposition 4.9,
for each finitely generated subgroup H of G, kH is a left Ore domain. The prime matrix ideal
associated with U(kH) = Qlcl(kH) is minimal. If kG has a universal division ring of fractions
it has to be U by the universal property of Ore localization. Also kG ↪→ U is Hughes-free by
Examples 5.6(a).

Remarks 6.22. (a) Let G be a locally indicable group and k a division ring. Suppose that a
crossed product group ring kG is a Lewin crossed product group ring. If G is an orderable
group and < is a total order on G such that (G,<) is an ordered group, then the universal
division ring of fractions of kG given by Proposition 6.20 is the division ring of fractions
of kG inside the Mal’cev-Neumann series ring k((G,<)) associated with kG. This follows
from Proposition 6.21, Examples 5.6(d) and Hughes’ Theorem I 6.3.

(b) Lewin groups are Hughes-free embeddable groups by Proposition 6.21. �

Proposition 6.23. Suppose that a group G has a subnormal series (Gγ)γ≤τ whose factors are
Lewin groups. Let k be a division ring and kG a crossed product group ring. Let D be the
Hughes-free division ring of fractions of kG. If there exists another division ring of fractions
E of kG such that there exists a specialization θ : E → D, then E and D are kG-isomorphic.
In particular, if kG has a universal division ring of fractions, then it coincides with D.

Proof. We prove that E(kGγ) is kGγ-isomorphic to D(kGγ) via θ for γ ≤ τ by induction
on γ.

If γ = 0, then G0 is a Lewin group. Since D(kG0) is the universal division ring of fractions
of kG0, by Propositions 6.20-6.21, the result follows by Lemma 3.35. Suppose that the result
holds for all ordinals β smaller than γ. If γ = β+1, then notice that by Remark 6.11, D(kGγ)
is the Hughes-free division ring of fractions of (D(kGβ))

Gγ

Gβ
. Hence D(Gγ) is the universal

division ring of fractions of kGγ by Propositions 6.20-6.21. So if we consider the subring of
E generated by E(kGβ) and Gγ , again Lemma 3.35 implies the desired result. If γ is a limit
ordinal, taking limits we get the isomorphism of kGγ-rings

D(kGγ) = lim−→
β<γ

D(kGβ) ∼= lim−→
β<γ

E(kGβ) = E(kGγ). �

Again Proposition 6.23 generalizes the Ore situation, in which the factors are infinite cyclic
groups, and the result by J. Lewin because he proved the result for the subnormal series 1CG
with G a free group.

All these results can probably be strengthened. For example something that generalizes
this

Remark 6.24. Let G be a locally indicable group, k a division ring and kG a crossed product
group ring. If G has a subnormal series 1 C H C G such that kH is a left (right) Ore and
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G/H is a Lewin group, then there exists a specialization from the Hughes-free division ring
of fractions D of kG to any division ring of fractions E of kG.

Proof. Observe that D is the universal division ring of fractions of D(kH)GH by Re-
mark 6.11, Propositions 6.20-6.21(iii). Notice that since kG ↪→ E, then the universal property
of Ore localization implies that there is an embedding D(kH) ↪→ E extending kH ↪→ E. Hence
there is an embedding D(kH)GH ↪→ E. Now there exists a specialization of D(kH)GH -rings
(which is of kG-rings) from D to E. �

2.2. Hughes-free coproduct of division rings. Let k be a division ring. Suppose that
{Di}i∈I is a family of k-division rings. In general it is not known how ◦

k
Di, the division ring

coproduct of {Di}i∈I , looks like because it is constructed via generators and relations. With
the aim of shedding new light to this problem we want to define a coproduct of division rings
provided that, for each i ∈ I, Di is the Hughes-free division ring of fractions of some crossed
product group ring kGi of some Hughes-free embeddable group Gi over k. We prove that
these two notions of coproduct coincide in some cases.

So let {Gi}i∈I be a family of Hughes-free embeddable groups. Let kGi be a crossed product
group ring and Di the Hughes-free division ring of fractions of kGi for each i.

Lemma 6.25. ∗
k
kGi is a crossed product group ring k( ∗

i∈I
Gi) of ∗

i∈I
Gi over k.

Proof. For each i ∈ I, define Ti = {x̄ ∈ kGi | x ∈ Gi \{1}}. Then {1}∪Ti is a k-basis for
kGi. Set T = ∪

i∈I
Ti. By Theorem 3.42(i), ∗

k
kGi has a basis B consisting of all the monomials

x = xi1 · · ·xin , where n ≥ 0, xij ∈ Tij and Gij−1 6= Gij . Moreover, for each x ∈ B, we
obtain an automorphism of k defined by rσ(x) = xi1 · · ·xin r(xi1)

−1 · · · (xin)−1. And for each
x, y ∈ B, with y = yj1 · · · yjm , an element τ(x, y) ∈ k×. If xin and yj1 are in different factors
then xy ∈ B and τ(x, y) = 1. If xin and yj1 are in the same factor, then xy is a k×-multiple of
xi1 · · ·xin−1 · xinyj1 · yj2 · · · yjm ∈ B.

The foregoing proves the lemma, but in fact we can give the explicit form of the twisting
and the action:

For each i ∈ I there is defined a twisting and an action

τi : Gi ×Gi → k×, σi : Gi → Aut(k).

Any element of ∗
i∈I

Gi can be uniquely expressed as x = xi1 · · ·xin where n ≥ 0, xij ∈ Gij and

ij−1 6= ij . Let x = xi1 · · ·xin and y = yj1 · · · yjm ∈ ∗
i∈I

Gi. We define the twisting

τ : ( ∗
i∈I

Gi)× ( ∗
i∈I

Gi)→ k as τ(x, y) =

{
1 if in 6= yj1
τ(xin , j1)

σin−1
(xin−1

)···σi1
(xi1

) if in = j1.

The action σ : ∗
i∈I

Gi → Aut(k) as σ(xi1 · · ·xin) = σi1(xin) · · ·σi1(xi1) (recall that in this case

the composition is from left to right, i.e. σin(xin) acts first. �

Definition 6.26. We define the Hughes-free coproduct of {Di}i∈I as the Hughes-free division
ring of fractions D of k( ∗

i∈I
Gi). �

Proposition 6.27. Let k be a division ring. Let {Gi}i∈I be a family of Hughes-free embeddable
groups. Consider a crossed product group ring kGi for each i ∈ I. Suppose that Di is the
Hughes-free division ring of fractions of kGi for each i ∈ I. Let D be the Hughes-free coproduct
of {Di}i∈I . The following hold:

(i) D is faithful, i.e. Di ↪→ D.



2. Hughes’ Theorem II 135

(ii) D is separating, i.e. Di ∩Dj = k for i 6= j, provided that either
(a) Gi is an orderable group for each i, or
(b) kGi is an Ore domain for each i ∈ I.

(iii) Suppose that Gi has a subnormal series {Giγ}γ≤τi with Lewin factors for each i ∈ I.
Then D coincides with ◦

k
Di.

(iv) If Gi is a Lewin orderable group for each i ∈ I, and ( ∗
i∈I

Gi, <) is an ordered group, then

◦
k
Di is the division ring of fractions of k( ∗

i∈I
Gi) inside k(( ∗

i∈I
Gi, <)). In particular, if Gi

is a locally free group for each i ∈ I, and ( ∗
i∈I

Gi, <) is an ordered group, then ◦
k
Di is the

division ring of fractions of k( ∗
i∈I
Gi) inside k(( ∗

i∈I
Gi, <)).

Proof. (i) Notice that the embedding kGi ↪→ k( ∗
i∈I
Gi) ↪→ D is Hughes-free. Therefore

D(kGi) = Di as desired.
(ii) (a) ∗

i∈I
Gi is an orderable group by Proposition 2.23. Fix an order < on ∗

i∈I
Gi such

that ( ∗
i∈I
Gi, <) is an ordered group. Then the restriction of < to Gi makes (Gi, <) an ordered

group. Thus Di is the division ring of fractions of kGi inside k((Gi, <)) by Example 5.6(d),
and D is the division ring of fractions of k( ∗

i∈I
Gi) inside k(( ∗

i∈I
Gi, <)). Moreover, for each

i ∈ I, the image of Di in D is the set of series γ such that supp γ ⊆ Gi. Therefore Di∩Dj = k
for i 6= j.

(b) Suppose that there exists x ∈ Di ∩Dj ⊆ D. Then x can be expressed as ais−1
i and as

s−1
j aj for some ai, si ∈ kGi and aj , sj ∈ kGj . So we get that sjai = ajsi. Express ai, si and
aj , sj in the k-basis {x̄ | x ∈ Gi} of kGi and {ȳ | y ∈ Gj} of kGj respectively. Then, expressing
the products in the corresponding k-basis of ∗

k
kGi, we realize that ai = α and si = β for some

α, β ∈ k.
(iii) Notice that, since D is faithful by (i), we have a morphism of rings f : ∗

i∈I
Di → D

which extends the inclusions Di ↪→ D. Observe that ◦
k
Di is a division ring of fractions of

k( ∗
i∈I

Gi) because ∗
k
Di ↪→ ◦

k
Di by the definition of the coproduct ◦

k
Di. From that we obtain

the following commutative diagram of morphisms of rings

D

k( ∗
i∈I
Gi) = ∗

k
kGi

' �
44iiiiii

� v

))SSSSSSS

∗
k
Di

f

OO

� � // ◦
k
Di

Since ◦
k
Di is the universal division ring of fractions of ∗

k
Di, then f induces a ∗

k
Di-specialization

which is also a k( ∗
i∈I
Gi)-specialization.

On the other hand, recall from Corollary 2.9(a) that ∗
i∈I
Gi is an extension of a free group

by
∏
i∈I

Gi. Thus G has a subnormal series with Lewin factors by the proof of Corollary 2.7(i),

and the fact that Gi has a subnormal series with Lewin factors for each i ∈ I. Now apply
Proposition 6.23 to get the k( ∗

i∈I
Gi)-isomorphism.

(iv) Observe that k( ∗
i∈I
Gi) ↪→ k(( ∗

i∈I
Gi, <)) is Hughes-free. Hence D is the division ring

of fractions of k( ∗
i∈I
Gi) inside k(( ∗

i∈I
Gi, <)) by Example 5.6(d) and Hughes’ Theorem I 6.3.

Now apply (iii).
For the second part notice that a locally free group is a Lewin group by Corollary 4.37. �
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This result should be compared with the result by P.M. Cohn that states: Let A1, A2 be
semifirs with a common division ring k. Then

U
(
A1 ∗

k
A2

)
= U

(
A1 ∗

k
U(A2)

)
= U

(
U(A1) ∗

k
U(A2)

)
where U(R) denotes the universal division ring of fractions of the semifir R.

For example, when A1 = kG1 and A2 = kG2 are crossed product group rings where G1

and G2 are locally free groups, then Proposition 6.27 coincides with the result of P.M. Cohn.
On the other hand, let G = 〈a, b | a2 = b3〉. Then G is a Hughes-free embeddable group,
G has a subnormal series with Lewin factors, and the group ring k[G] is not a semifir by
Remark 6.17 and its proof. Denote by H(R) the Hughes-free division ring of fractions of a
ring R. If A1 = A2 = k[G], the Hughes-free coproduct of A1 ∗

k
A2 is defined and coincides with

H(A1) ◦
k
H(A2) = U

(
H(A1) ◦

k
H(A2)

)
by Proposition 6.27(iii). Then we could write

H(A1 ∗
k
A2) = H

(
H(A1) ∗

k
H(A2)

)
.

So in this way it generalizes the result by P.M. Cohn, since U(Ai) is not defined.

3. Some other Hughes-freeness conditions

Here we present open problems which are inspired on Hughes’ Theorem I 6.3.

3.1. The following problems were raised by P.A. Linnell in [Lin06, Section 4].
Motivated by Hughes’ Theorem I 6.3, P.A. Linnell extends the definition of Hughes-freeness

to a more general situation.

Definition 6.28. Given a morphism of rings A→ B, we denote by RB(A) the rational closure
of A in B. Let k be a division ring, let G be a group, let kG be a crossed product group
ring, and let Q be a ring containing kG such that RQ(kG) = Q, and every element of Q is
either a zero-divisor or invertible. In this situation we say that Q is strongly Hughes-free if
whenever N CH 6 G, h1, . . . , hn ∈ H are in distinct cosets of N and q1, . . . , qn ∈ RQ(kN),
then q1h1 + · · · qnhn = 0 implies qi = 0 for all i (i.e. the hi are linearly independent over
RQ(kN)). �

It would be interesting to extend Hughes’ Theorem I 6.3 to more general groups. With
this aim he states

Problem 6.29. Let k be a division ring, let G be a group, let kG be a crossed product group
ring, and let Q be a ring containing kG such that RQ(kG) = Q, and every element of Q
is either a zero-divisor or invertible. Suppose that P and Q are strongly Hughes-free rings
for kG. Does there exists an isomorphism P → Q which is the identity on kG? [Lin06,
Problem 4.7] �

When G is a locally indicable group and Q is a division ring of fractions for kG, then Q is
strongly Hughes-free implies that Q is a Hughes-free division ring of fractions of kG. So now
arises the following problem

Problem 6.30. Let G be a locally indicable group, let k be a division ring, let kG be a crossed
product group ring, and let Q be a division ring of fractions for kG that is Hughes-free. Is Q
strongly Hughes-free? [Lin06, Problem 4.8] �

The answer to Problem 6.30 is yes in the cases when G is an orderable group [Lin06] or
kG is a left or right Ore domain. So it would seem likely that the answer is always yes.
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3.2. Let k be a field. Let L be an arbitrary Lie algebra over k and e(L) be its universal
enveloping algebra. P.M. Cohn proved that e(L) can be embedded in a division ring D̃(L) (for
example see [Coh95, Theorem 2.6.6]). The division ring of fractions of e(L) inside D̃(L) will
be denoted by D(L).

It is known that if H is a free Lie algebra on X over k, then its universal enveloping algebra
e(H) is k〈X〉. Consider D̃(H). A.I. Lichtman proved in [Lic00, Theorem 1] that the division
ring D(H) is isomorphic to the universal division ring of fractions of k〈X〉.

Furthermore, let H1 be a subalgebra of H and consider D̃(H1). Then ∆(H1), the division
ring of fractions of e(H1) inside D(H), is isomorphic to D(H1). Moreover, every basis of e(H)
over e(H1) remains linearly independent over ∆(H1) [Lic00, Corollary 3].

These results should be compared with J. Lewin’s result 4.37. Then A.I. Lichtman [Lic00,
Section 8] conjectures an analogue of Hughes’ Theorem I 6.3. First he gives a notion similar
to Hughes-free embeddings.

Definition 6.31. Let L be a Lie algebra over a field k. An embedding of e(L) in a division
ring E is Lichtman-free if for every subalgebra L1 of L a basis of e(L) over e(L1) remains
linearly independent over the subdivision ring of E generated by e(L1). �

Then he conjectures the existence of an analogue of Hughes’ Theorem I 6.3

Problem 6.32. If L is a Lie algebra such that every finitely generated subalgebra of it does
not coincide with its commutator ideal, then every two Lichtman-free embeddings of e(L) are
isomorphic. �

A positive answer to this problem would show that if H is a free Lie algebra, then any
Lichtman-free embedding of e(H) would give the division ring D(H). And this should be seen
as the analogue of J. Lewin’s result [Lew74, Theorem 1] (see also Section 2.1 in this chapter)
who showed that any Hughes-free enbedding of the crossed product free group k-ring kH gives
the universal division ring of fractions of kH.

“Slowly I return to the familiar,
Spiralling in constant flux

What have I created?”

Nevermore, 42147
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CHAPTER 7

Inversion height

All the results in this chapter can be found in the joint work with D. Herbera [HS07]
except Section 7 and otherwise stated.

1. Basic definitions and properties

We begin this section fixing some notions that will be used throughout.

Definitions 7.1. Suppose that R is a domain embedded in a division ring E. Recall from
Definition 3.15 that we defined inductively:
Q0(R,E) = R, and, for n ≥ 0,

Qn+1(R,E) = subring of E
generated by

{
r, s−1 | r, s ∈ Qn(R,E), s 6= 0

}
. Then D =

∞⋃
n=0

Qn(R,E) is the

division ring of fractions of R inside E.
(a) We define hE(R), the inversion height of R (inside E), as∞ if there is no n ∈ N such that

Qn(R,E) is a division ring. Otherwise,

hE(R) = min{n | Qn(R,E) is a division ring}.

(b) An element x ∈ D is said to have inversion height 0 if x ∈ R, while x is said to have
inversion height n ≥ 1 if x ∈ Qn(R,E) \Qn−1(R,E). �

We present the most trivial examples one can think of when dealing with inversion height.
In the following sections we provide some more.

Examples 7.2. (a) R is a division ring if and only if hE(R) = 0 for any division ring E
containing R if and only if hE(R) = 0 for a division ring E containing R.

(b) If R is a left (right) Ore domain, but not a division ring, then the universal property of the
Ore localization implies that E(R) = Qlcl(R) (respectively E(R) = Qrcl(R)). Thus every
element of E(R) is of the form s−1r (rs−1) for some r, s ∈ R. Therefore hE(R) = 1 for
any division ring E containing R. �

The converse of Examples 7.2(b) is not true. If R has an embedding in a division ring of
inversion height one, then it does not need to satisfy any kind of Ore condition. J.L. Fisher
[Fis71] gave an example of an embedding of the free algebra k〈x, y〉 inside a division ring
of inversion height one. Also there are embeddings of inversion height different from zero
or one. Again J.L. Fisher presented an example of an embedding of the free algebra k〈x, y〉
inside a division ring of inversion height two in [Fis71]. One of our main aims is to show that
embeddings of the free algebra of inversion height one and two exist for a free algebra on an
arbitrary set with at least two elements, generalizing the ones given by J.L. Fisher. In fact
our proofs follow his patterns. We do it in Section 3 and Section 4 respectively.

There are also embeddings of infinite inversion height, see Section 7.
Now we give some easy but important remarks that will be used throughout this chapter

sometimes without any reference.
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Remarks 7.3. In the notation of Definitions 7.1, the following statements hold:

(a) If hE(R) = n < ∞, then D = Qm(R,E) for m ≥ n because hE(R) is the first natural n
such that D = Qn(R,E).

(b) hE(R) depends on the embedding R ↪→ E considered. Hence we will talk about the
inversion height of the embedding R ↪→ E.

(c) The inversion height of an element x ∈ D is the minimal number of successive inversions
required to express the element x (from elements of R) as defined in [GR97]. The same
concept is called level complexity in [DGH03].

(d) If S is another subring of E such that R ⊆ S, then Qn(R,E) ⊆ Qn(S,E), and the division
ring of fractions of R inside E is contained in the division ring of fractions of S inside E.

(e) If F is a division ring that contains E, then Qn(R,E) = Qn(R,F ) and hE(R) = hF (R).
(f) Let ι1 : R ↪→ D1 and ι2 : R ↪→ D2 be two division rings of fractions of R. IfD1 is isomorphic

to D2 as division rings of fractions, i.e. there exists a ring isomorphism ϕ : D1 → D2 such
that ι2ϕ = ι1, then hD1(R) = hD2(R). Moreover ϕ(Qn(R,D1)) = Qn(R,D2) for all
n ∈ N. �

We illustrate the definitions and remarks with the following beautiful result that will be
useful later because it is a source for the construction of other examples of a fixed inversion
height from a given one. More concretely, we prove that given an embedding of the free
algebra on a finite number of generators of inversion height m, with 1 ≤ m ≤ ∞, there exists
an embedding of the same inversion height m of the free algebra on an infinite countable
number of generators. It is a slight generalization of [HS07, Proposition 2.3].

Proposition 7.4. Let k be a ring. Let Z = {z1, z2, . . . } be an infinite countable set. Let
E be a division ring. Fix r ≥ 1, and consider the free k-ring k〈x0, x1, . . . , xr〉. Suppose
that k〈x0, x1, . . . , xr〉 ↪→ E is an embedding of inversion height 1 ≤ m ≤ ∞. Then there
exists an embedding k〈Z〉 ↪→ E of inversion height m, and the division ring of fractions of
k〈x0, x1, . . . , xr〉 and k〈Z〉 inside E coincide.

Proof. If i ∈ N \ {0}, then i can be uniquely expressed as

i = rn+ j with n, j ∈ N and 1 ≤ j ≤ r. (46)

Consider the embedding

k〈Z〉 ↪→ k〈x0, x1, . . . , xr〉 ↪→ E
zi 7→ xjx

n
0 .

where each i is expressed as in (46).
We identify k〈Z〉 with its image in k〈x0, x1, . . . , xr〉.
We show that Q1(k〈x0, x1, . . . , xr〉, E) = Q1(k〈Z〉, E). Then the result will follow by the

definition of inversion height.
By Remarks 7.3 (d), since k〈Z〉 ⊆ k〈x0, x1, . . . , xr〉, Q1(k〈Z〉, E)⊆Q1(k〈x0, x1, . . . , xr〉, E).
Note that x1 = z1, . . . , xr = zr, x0 =z−1

1 zr+1 ∈ Q1(k〈Z〉, E). Let p ∈ k〈x0, x1, . . . , xr〉 \ {0}.
Observe that

p = f0 + x0f1 + · · ·+ xn0fn,
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where f0, f1, . . . , fn ∈ k〈Z〉. Hence

p−1 = (f0 + x0f1 + · · ·+ xn0fn)
−1

=
(
x−1

1 x1 (f0 + x0f1 + · · ·+ xn0fn)
)−1

=
(
x−1

1 (x1f0 + x1x0f1 + · · ·+ x1x
n
0fn)

)−1

= (x1f0 + x1x0f1 + · · ·+ x1x
n
0fn)

−1 x1

= (z1f0 + zr+1f1 + · · ·+ zrn+1fn)−1z1.

Therefore p−1 ∈ Q1(k〈Z〉, E). So the generators of Q1(k〈x0, x1, . . . , xr〉, E) belong to
Q1(k〈Z〉, E). Hence Q1(k〈x0, x1, . . . , xr〉, E) ⊆ Q1(k〈Z〉, E). �

2. JF-embeddings

We want to find embeddings of the free k-ring on a set X in division rings. So we need
a way to recognize free k-rings inside rings. With this purpose we present the following two
results. The first one was proved by A.V. Jategaonkar in [Jat69]. The second one is a
generalization of the example given by A.V. Jategaonkar in his paper. We give the proofs for
the sake of completion. They are taken from [Lam99, Section 9C].

Jategaonkar’s Lemma 7.5. Let X = {xi}i∈I be a subset of a ring R with |X| ≥ 2. Let k be
a subring of R. Suppose that

(i) The elements of X are right linearly independent over R.
(ii) The elements of k commute with X, i.e. axi = xia for all i ∈ I and a ∈ k.

Then the subring of R generated by k and X is k〈X〉, the free k-ring on X.

Proof. Let Y = {yi}i∈I be a disjoint copy of X. Consider the free k-ring k〈Y 〉. Suppose
that the subring generated by k and X is not the free k-ring on X. Choose a nonconstant
polynomial f ∈ k〈Y 〉 of least degree n such that the evaluation f(X) = 0. Express f in the
form f = a+

∑
i∈I

yigi(Y ) where a ∈ k and gi(Y ) 6= 0 for only a finite number of i ∈ I. Suppose

that gi0 6= 0. Let j0 ∈ I \ {i0}. From 0 = f(X)xj0 , using (ii) we see that

0 = f(X)xj0 = xi0(gi0(X)xj0) + xj0(a+ gj0xj0) +
∑

i∈I\{i0,j0}
xigi(X)xj0 .

Thus gi0(X)xj0 = 0 by (i). Now write gi0 in the form gi0 = b +
∑
i∈I

yihi(Y ) where b ∈ k and

hi(Y ) 6= 0 for only a finite number of i ∈ I. Then we have

deg gi0 ≤ n− 1, deg hi ≤ n− 2 for all i ∈ I, (47)

and as before

0 = gi0xj0 = xi0(hi0(X)xj0) + xj0(b+ hj0(X)xj0) +
∑

i∈I\{i0,j0}
xihi(X)xj0 .

Again by (i), hi0(X)xj0 = b + hj0(X)xj0 = hi(X)xj0 = 0. Hence b + hj0(Y )yj0 and hi(Y )yj0
with i ∈ I \ {i0} are satisfied by X. Then, by the minimality of n and using (47), we get that
b = 0 and hi(Y ) = 0 for all i ∈ I, contradicting gi0 6= 0. �

Lemma 7.6. Let α : K → K be an injective endomorphism of the ring K, and let R = K[x;α].
If {ti}i∈I ⊆ K are right linearly independent over α(K), then {tix}i∈I ⊆ R are right linearly
independent over R.
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Proof. Suppose that
∑
i∈I

(tix)fi = 0, where fi ∈ R are almost all 0. Write fi =
∑
j∈N

aijx
j

(aij ∈ K). Then

0 =
∑
i∈I

tix
∑
j∈N

aijx
j =

∑
j∈N

(∑
i∈I

tiα(aij)

)
xj+1.

Therefore, for each j, we have
∑
i∈I

tiα(aij) = 0, and so α(aij) = 0 for all i, j. Since α is injective,

it follows that fi =
∑
j∈N

aijx
j = 0 for all i ∈ I. �

As an example of the foregoing, and following the notation of Lemma 7.6, let K be a field,
α a non-onto morphism of rings, k a subfield of K with α(a) = a for all a ∈ k and t ∈ K\α(K).
Then 1 and t are right linearly independent over α(K). Thus the subring generated by k, x, tx is
the free k-algebra on {x, tx}. Notice that R = K[x;α] is a left Ore domain by Proposition 3.19.
Hence, if Q = Qlcl(R), we obtain an embedding of the free k-algebra on two generators inside
Q. Such examples were considered by J.L. Fisher in [Fis71] to produce the embedding of the
free k-algebra on two generators inside a division ring of inversion height 2.

Motivated by these results we give the following definition that is very important for the
rest of the chapter. It singles out a class of embeddings of the free k-ring into a division
ring which gives an abstract setting to the situation considered by J.L. Fisher and allows to
generalize it to an arbitrary number of indeterminates. Moreover, it fixes the notation that
will be used throughout.

Definition 7.7. Let K, k be division rings. Suppose that K has a fixed structure of k-ring.
Let α : K → K be a morphism of k-rings which is not onto. Consider the skew polynomial
ring K[x;α].

Let I be a set with |I| ≥ 2. Let {ti}i∈I ⊆ K. Suppose that
(a) The elements of {ti}i∈I are right linearly independent over α(K)
(b) For all a ∈ k and i ∈ I, ati = tia
(c) There exists i0 ∈ I such that ti0 is in the center of K
(d) The subring T of K generated by k ∪ {αn(tit−1

i0
) | i ∈ I, n ≥ 0} is left Ore.

Set xi = tix, i ∈ I. By (a) and Lemma 7.6, the elements of X = {xi}i∈I ⊆ K[x;α] are
right linearly independent over K[x;α]. Since α is a morphism of k-rings α(a) = a for all
a ∈ k. Then, by (b), the elements of k commute with the elements of X. Hence (i) and (ii)
of Jategaonkar’s Lemma 7.5 are satisfied. Therefore the subring generated by X and k is the
free k-ring on X, k〈X〉.

Notice that the skew polynomial ring K[x;α] is a left Ore domain by Proposition 3.19.
Let Q = Qlcl(K[x;α]) be its left Ore division ring of fractions.

So as in [Jat69] we get an embedding of k〈X〉, the free k-ring on X, in a division ring

k〈X〉 ↪→ Q.

In this setting we say that k〈X〉 ↪→ Q is a (K, k, α, I, {ti}i∈I , ti0)-JF-embedding. �

As expected, JF stands for Jategaonkar and Fisher. Now we present some useful remarks
that also fix notation for the rest of this chapter.

Remarks 7.8. In the notation of Definition 7.7, the following statements hold
(a) If K is a commutative field, conditions (b),(c) and (d) are superfluous. Since the set

k ∪ {αn(tit−1
i0

) | i ∈ I, n ≥ 0} is contained in K, T is clearly a (commutative) left (and
right) Ore domain.
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(b) In order to obtain an embedding of a free k-ring inside a division ring, only conditions (a),
(b) in Definition 7.7 are needed. Conditions (c), (d) are necessary to make computations
easier and obtain a bound for the inversion height of the embedding. So sometimes we will
talk about a (K, k, α, I, {ti}i∈I)-J-embedding to express that conditions (a), (b) in Defini-
tion 7.7 hold, but perhaps (c) and (d) do not. Clearly JF-embeddings are J-embeddings.

(c) It will be useful to consider Q as a subring of a Laurent power series division ring as follows.
Consider the power series ring K[[x;α]] = {

∑
l≥0

alx
l | al ∈ K}. Let S = {1, x, x2, . . .}. By

Proposition 3.10, S is a left Ore set and the localization of K[[x;α]] at S,

E = S−1K[[x;α]] = {x−n
∞∑
l=0

alx
l | al ∈ K, n ≥ 0}, (48)

is a division ring. Therefore we get

k〈X〉 ↪→ K[x;α] ↪→ Q ↪→ E.

So sometimes we will talk about the (K, k, α, I, {ti}i∈I , ti0)-JF-embedding k〈X〉 ↪→ E. �

The next lemma yields in essence that all JF-embeddings can be supposed with ti0 = 1,
which makes computations easier.

Lemma 7.9. Suppose that k〈X〉 ↪→ Q is a (K, k, α, I, {ti}i∈I , ti0)-JF-embedding. Let Z be
a disjoint copy of X. Then there exists a (K, k, α, I, {si = tit

−1
i0
}i∈I , si0 = 1)-JF-embedding

k〈Z〉 ↪→ Q and an isomorphism of k-rings, ϕ : K[z;α]→ K[x;α], which induces the following
commutative diagram

k〈Z〉
∼=−→ k〈X〉

↓ ↓
K[z;α]

ϕ−→ K[x;α]
↓ ↓
Q

∼=−→ Q

In particular hQ(k〈Z〉) = hQ(k〈X〉).

Proof. Consider the skew polynomial ringK[z;α]. The elements of the set {si = tit
−1
i0
}i∈I

satisfy the conditions of Definition 7.7:
(a) the elements of {si}i∈I are right linearly independent over α(K) since ti0 is in the

center of K; (b) for all a ∈ k, i ∈ I, asi = sia; (c) si0 = 1 is in the center of K; (d) the subring
generated by k ∪ {αn(sis−1

i0
) = αn(tit−1

i0
) | i ∈ I, n ≥ 0} is T , and therefore it is left Ore.

Put zi = siz for all i ∈ I. Set Z = {zi | i ∈ I}. Hence the subring generated by Z and k is
the free k-ring k〈Z〉, and k〈Z〉 ↪→ Qlcl(K[x;α]) is a (K, k, α, I, {si}i∈I , si0 = 1)-JF-embedding.
Notice that Q = Qlcl(K[z;α]). Because ti0 is in the center of K, we can define the isomorphism
ϕ : K[z;α] → K[x;α], where ϕ(a) = a for all a ∈ K and ϕ(z) = ti0x. Then ϕ induces the
following commutative diagram of morphisms of rings

k〈Z〉
∼=−→ k〈X〉

↓ ↓
K[z;α]

ϕ−→ K[x;α]
↓ ↓
Q

∼=−→ Q

Observe that ϕ(zi) = xi for all i ∈ I. Then, from the commutativity of the diagram, we infer
that hQ(k〈X〉) = hQ(k〈Z〉). �
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Theorem 7.10. Let k〈X〉 ↪→ Q be a (K, k, α, I, {ti}i∈I , ti0)-JF-embedding. Then hQ(k〈X〉) is
at most two.

Proof. First suppose that ti0 = 1. Notice that T ⊆ K and α(T ) ⊆ T. Let i ∈ I and
n ≥ 0, then

αn(ti) = xntixx
−n−1 = xni0xix

−n−1
i0

∈ Q1(k〈X〉, Q).
Therefore k〈X〉 ⊆ T [x;α] ⊆ Q1(k〈X〉, Q). Since T is a left Ore domain, by Proposition 3.19,
T [x;α] is a left Ore domain and

k〈X〉 ⊆ Qlcl(T [x;α]) ⊆ Q2(k〈X〉, Q). (49)

So Q2(k〈X〉, Q) contains a division ring that contains k〈X〉, but on the other hand
∞
∪
n=0

Qn(k〈X〉, E) is the smallest division ring inside E that contains k〈X〉. Therefore

Q2(k〈X〉, Q) = Qlcl(T [x;α]) and hQ(k〈X〉) ≤ 2.
If ti0 6= 1, by Lemma 7.9, we get a (K, k, α, I, {si}i∈I , si0 = 1)-JF-embedding k〈Z〉 ↪→ Q.

By the preceding case hQ(k〈Z〉) ≤ 2. Again by Lemma 7.9, hQ(k〈X〉) = hQ(k〈Z〉) ≤ 2. �

So the inversion height of a JF-embedding is at most two, but do there exist embeddings
of inversion height one and two? The answer is yes. The next two sections are devoted to give
examples of JF-embeddings of k〈X〉 of inversion height one and two respectively.

It is worth mentioning the following.

Remark 7.11. Observe that condition (d) in Definition 7.7 has only been used in (49). If we
replace it with
(d’) The subring T of K generated by k ∪ {αn(tit−1

i0
) | i ∈ I, n ≥ 0} has inversion height n,

then Theorem 7.10 could have been stated as
Let k〈X〉 ↪→ Q be a (K, k, α, I, {ti}i∈I , ti0)-JF-embedding. Then hQ(k〈X〉) is at most
n+ 1. �

3. JF-embeddings of inversion height one

As stated before, in this section we provide examples of JF-embeddings of the free k-ring
k〈X〉 of inversion height one. Although the strategy for the construction of these embeddings
is the same when X is finite or not, the way of carry it through is not, so we have divided this
section in two subsections depending on whether X is finite or infinite.

3.1. The finite case. Let k be a division ring. Consider k[t], the polynomial ring with
coefficients in k with its natural structure of k-ring. Fix n ≥ 2. Let αn : k[t] → k[t] be the
morphism of k-rings defined by t 7→ tn. Observe that αn is injective.

Let K be the (left and right) Ore division ring of fractions of k[t]. By the universal property
of the Ore localization, αn can be extended to a morphism of k-rings αn : K → K.

Consider K[x;αn]. Notice that Qn = Qlcl(K[x;αn]) = Qlcl(k[t][x;αn]) by Proposition 3.19.
Let I = {0, 1, . . . , n− 1}. Set t0 = 1, t1 = t, . . . , tn−1 = tn−1. Define

x0 = x, x1 = tx, . . . , xn−1 = tn−1x, and Xn = {x0, . . . , xn−1}.
It is not difficult to verify conditions (a)−(d) in Definition 7.7: (b) and (c) are clear, (d)

holds because T = k[t], and (a) is satisfied because 1, . . . , tn−1 are right linearly independent
over αn(k[t]) = k[tn].

Hence we obtain a (K, k, αn, I, {ti}n−1
i=0 , 1)-JF-embedding k〈Xn〉 ↪→ Qn.

Proposition 7.12. Qn is a division ring of fractions of k〈Xn〉, and k〈Xn〉 ↪→ Qn has inversion
height 1.
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Proof. Let M be the (free) monoid generated by Xn.
Step 1: Let r, s ∈ N. There exists m ∈ N such that (trxs)xm ∈M.
We prove it by induction on r.
If r = 0, . . . , n− 1, (trxs)x = trxxs = xrx

s
0 ∈M.

Consider trxs, with r > n− 1. Suppose that for each 0 ≤ b < r there exists m1 ∈ N such
that (tbxs1)xm1 ∈ M. By the division algorithm there exists 1 ≤ b < r such that r = bn + l
for some l ∈ {0, . . . , n− 1}. Then

(trxs)x = (trx)xs = (tbn+lx)xs = (tltbnx)xs = tlxtbxs = xlt
bxs.

Now, by induction hypothesis, there exists m1 ∈ N such that (tbxs)xm1 ∈M. Hence

(trxs)xm1+1 = (trxs)xxm1 = xl(tbxs)xm1 ∈M.

Step 2: Notice that if (trxs)xm ∈ M, then (trxs)xp ∈ M for all p ≥ m. Therefore,
given a finite number of pairs (r1, s1), . . . , (rl, sl) ∈ N, there exists an m ∈ N such that
(trixsi)xm ∈ M for i = 1, . . . l. Thus, given polynomials p, q ∈ k[t][x;α], there exists m ∈ N
such that pxm, qxm ∈ k〈Xn〉.

Step 3: Let h ∈ Qn, then there exist p, q ∈ k[t][x;αn] such that h = q−1p. By Step 2, there
exists m ∈ N such that qxm, pxm ∈ k〈X〉. Thus,

q−1p = (qxmx−m)−1(pxm)x−m = xm0 (qxm)−1(pxm)x−m0 ∈ Q1(k〈Xn〉, Qn). �

The following result did not appear in [HS07].

Corollary 7.13. Let k be a division ring. Let Z = {z1, z2, . . . } be an infinite countable set.
There exist infinite non-isomorphic division rings of fractions D of k〈Z〉 such that k〈Z〉 ↪→ D
is of inversion height one.

Proof. In Proposition 7.12 we have proved that the embedding

k〈x0, . . . , xn−1〉 ↪→ Qn = Qlcl(k[t][x;αn]),

where αn : k[t] → k[t] is a morphism of k-rings given by t 7→ tn, has inversion height one for
each n ≥ 2.

By Proposition 7.4, the embedding δn : k〈Z〉 ↪→ Qn defined by

k〈Z〉 ↪→ k〈x0, x1, . . . , xn−1〉 ↪→ Qn,
zi 7→ xjx

s
0.

where i = (n− 1)s+ j with 1 ≤ j ≤ n− 1, has inversion height one.
Observe that Qn is the division ring of fractions of k〈Z〉 for each n ≥ 2 by Propositions 7.4

and 7.12. Thus it remains to prove that there does not exist a morphism of rings f : Qm → Qn
for n 6= m making the following diagram commutative

Qm

f

��
k〈Z〉

* 

δm 77oooo
� t δn
''OOOO

Qn

Fix n > m, and suppose that such an f exists. For f is a morphism of k〈Z〉-rings, then
f(δm(zi)) = f(δn(zi)) for all i ≥ 1.

On the one hand, δm(zm) = x1x0 = txx = tx2, δm(z1) = tx. Thus

δm(z1)−1δm(zm) = x0 = x, δm(z1)δm(zm)−1δm(z1) = tx(tx2)−1tx = t.

On the other hand, δn(zm) = xm = tmx, δn(z1) = tx. Thus

δn(z1)−1δn(zm) = x−1t−1tmx = x−1tm−1x, δn(z1)δn(zm)−1δn(z1) = tx(tmx)−1tx = t−m+2x.
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Hence f(x) = x−1tm−1x and f(t) = t−m+2x. In Qm, xt = tmx. Therefore f(xt) = f(tmx) in
Qn. Now

f(xt) = f(x)f(t) = x−1tm−1xt−m+2x

= x−1tm−1(t−m+2)nx2

= x−1tm−1t(−m+2)nx2,

and

f(tmx) = f(t)mf(x) = (t−m+2x)mx−1tm−1x

= (t−m+2x)m−1t−m+2xx−1tm−1x

= (t−m+2x)m−1tx.

Multiplying both expressions on the left by x we get

tm−1t(−m+2)nx2 = x(t−m+2x)m−1tx.

Therefore we have an equality in K[x;αn] where the polynomial on the left is of degree 2 in x
while the polynomial on the right is of degree at least 3 in x since m ≥ 2, a contradiction. �

Remark 7.14. For all n ≥ m ≥ 2, consider the JF-embedding

k〈x0, x1, . . . , xm−1〉 ↪→ k〈x0, x1, . . . , xn−1〉 ↪→ Qn

defined by xi 7→ xi for i = 0, . . . ,m − 1. Since x0 7→ x and x1 7→ tx, then the division ring
of fractions of k〈x0, x1, . . . , xm−1〉 inside Qn contains k, x and t. Thus Qn is the division
ring of fractions of k〈x0, x1, . . . , xm−1〉. Moreover, if n′ ≥ m, Qn is not isomorphic to Qn′ as
division rings of fractions of k〈x0, x1, . . . , xm−1〉 whenever n 6= n′, see for example [Lam99,
Theorem 9.2.7]. By Theorem 7.10, hQn(k〈x0, x1, . . . , xm−1〉) ≤ 2. On the other hand, it is not
known whether hQn(k〈x0, x1, . . . , xm−1〉) = 1. �

3.2. The infinite case. In the finite case, to construct the embedding of the free k-ring
on Xn inside a division ring, we have used the ring k[t] and the morphism α : k[t] → k[t]
defined by t 7→ tn. Then the powers of t smaller than n determined the free k-ring inside
Qlcl(k[t][x;α]). Notice that the exponents of t form an ordered semiring, the natural numbers.
We try following this pattern for the infinite case. If X is an infinite set of cardinality λ, then
we have to construct an ordered semiring of exponents Mλ, of at least λ elements, then the
powers of t smaller than tλ will determine the free k-ring.

The semiring Mλ is built from an ordinal number, λω. But recall from Section 1.4 that
the usual sum and product of ordinal numbers are neither commutative nor cancellative, for
example 1 + ω = ω 6= w + 1 and 2 · ω = ω 6= ω · 2. These would produce things like
tω+1 = t · tω = tω and t2tω 6= tωt2, which are not desirable for a set of exponents, moreover
tω would be a zero divisor. This difficulty is overcome with what are called natural sum and
natural product of ordinal numbers. Then we proceed to the construction of the semiring Mλ

and the proof of the main result.
We shall need some additional definitions and results on ordinal numbers which can be

found for example in [Sie58].
We begin with the following key result to define the natural sum and product of ordinals.

It is [Sie58, XIV.19 Theorem 2].

Proposition 7.15. Every ordinal number λ > 0 may be represented uniquely in the form

λ = ωλ1a1 + ωλ2a2 + · · ·+ ωλrar (50)

where r and a1, . . . , ar are nonzero natural numbers, while λ1 > · · · > λr is a decreasing
sequence of ordinal numbers. �
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Definitions 7.16. (a) Let λ be an ordinal. Formula (50) is called the normal form of the
ordinal number λ. Sometimes we abuse notation and allow some al to be zero.

(b) Let γ and β be nonzero ordinal numbers. Abusing notation, with suitable re-labeling, the
normal forms for these ordinals can be written using the same strictly decreasing set of
exponents γ1 > γ2 > · · · > γr. Thus

γ = ωγ1m1 + ωγ2m2 + · · ·+ ωγrmr and β = ωγ1n1 + ωγ2n2 + · · ·+ ωγrnr,

where ni,mi ∈ N. Then the natural sum ⊕ and natural product ⊗ of γ and β are defined
by

γ ⊕ β =
r∑
i=1

ωγi(mi + ni), γ ⊗ β =
r⊕

i,j=1

ωγi⊕γjminj .

In addition we define 0 ⊕ γ = γ ⊕ 0 = γ, and 0 ⊗ γ = γ ⊗ 0 = 0 for any ordinal number
γ. �

Thus, in order to form the natural sum and product of the ordinal numbers γ and β, we
sum and multiply their normal forms as if they were polynomials in the indeterminate ω.

The proof of the next remark is straightforward from the definitions.

Remarks 7.17. Let β, γ, δ be ordinal numbers. The operations ⊕ and ⊗ satisfy:
(a) γ ⊕ β = β ⊕ γ and (δ ⊕ γ)⊕ β = δ ⊕ (γ ⊕ β), i.e. ⊕ is commutative and associative.
(b) If δ ⊕ β = γ ⊕ β, then δ = γ, i.e. ⊕ is cancellative.
(c) γ ⊗ β = β ⊗ γ and (δ ⊗ γ)⊗ β = δ ⊗ (γ ⊗ β), i.e. ⊗ is commutative and associative.
(d) If δ ⊗ β = γ ⊗ β, with β 6= 0, then δ = γ.
(e) δ ⊗ (γ ⊕ β) = δ ⊗ γ ⊕ δ ⊗ β, i.e. the distributive law holds.
(f) γ ⊕ β = γ + β and γ ⊗ β = γ · β if γ and β are finite ordinal numbers. �

Definition 7.18. Every ordinal number λ > 0 that is not a sum of two ordinal numbers smaller
than λ is called a prime component. Thus if an ordinal number λ is a prime component, then
there exists no decomposition λ = β + γ, where β < λ and γ < λ. �

For example, among finite ordinal numbers, only 1 is a prime component. The ordinal
number ω is a prime component.

Now we give some useful properties of prime components.

Remarks 7.19. (a) Let γ > 0 be an ordinal number. Then γ is a prime component if and
only if for every ordinal number ε < γ we have ε+ γ = γ.

(b) Prime components are powers of the ordinal number ω (whose exponents are ordinal
numbers) and conversely, powers of the ordinal number ω are prime components.

(c) Let λ > 0 be a prime component. Let γ, β < λ. Then γ + β < λ and γ ⊕ β < λ.

Proof. The proof of (a) and (b) can be found in [Sie58, XIV.6 Theorem 1] and [Sie58,
XIV.19 Theorem 1] respectively.

(c) Suppose that γ + β ≥ λ. By Remarks 1.21, (γ + β) + λ > γ + β ≥ λ. By (a),
(γ + β) + λ = γ + (β + λ) = γ + λ = λ. Hence λ > λ, a contradiction.

If the normal forms of γ, β are

γ = ωγ1m1 + ωγ2m2 + · · ·+ ωγrmr and β = ωγ1n1 + ωγ2n2 + · · ·+ ωγrnr,

then γ ⊕ β =
r∑
i=1

ωγi(mi + ni). Since γ, β < λ, then ωγi < λ. Therefore γ ⊕ β < λ. �

The following result is probably well-known since it is only an easy application of the
cardinal arithmetic, but has not been found in the literature.
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Lemma 7.20. Let λ be an infinite cardinal number. Then the following hold
(i) λ is a prime component.
(ii) λ = ωω

δ
for some ordinal number δ.

(iii) The ordinal λω is a prime component with normal form ωω
δ+1
.

Proof. (i) If λ is not a prime component, then λ = β + γ with β < λ and γ < λ. But
then |λ| = |β|+ |γ| = max{|β|, |γ|} by Remark 1.27, which contradicts λ is a cardinal number.

(ii) By Remarks 7.19(b), λ = ωγ for some ordinal γ. Again by Remarks 7.19(b), we have
to show that γ is a prime component. Suppose that γ is not a prime component. Then there
exist nonzero ordinal numbers ε, ν such that γ = ε+ ν with ε, ν < γ. Hence

|λ| = |ωγ | = |ωε+ν | = |ωε · ων | = |ωε| · |ων | = max{|ωε|, |ων |}.

By Remarks 1.21, ωε < ωγ and ων < ωγ , thus we get a contradiction with the fact that λ
is a cardinal number.

(iii) By Remarks 1.21, λω =
(
ωω

δ
)ω

= ωω
δω = ωω

δ+1
. By the uniqueness of the normal

form and Remarks 7.19(b), λω is a prime component with normal form ωω
δ+1
. �

Now we are ready to present our semiring of exponents.

Lemma 7.21. Let λ be an infinite cardinal. Consider the set of ordinal numbers

Mλ = {γ | γ < λω}.

Then the following hold:
(i) Mλ is a commutative, cancellative and ordered monoid with respect to ⊕.
(ii) Mλ is a semigroup with respect to ⊗. Moreover, if γ < β, then ν ⊗ γ < ν ⊗ β for all

nonzero ν, γ, β ∈Mλ.

(iii) The map Mλ
λ̄→Mλ, defined by γ 7→ λ⊗ γ, is an injective morphism of monoids.

In particular Mλ is a commutative semiring.

Proof. Let γ, β < λω. We may suppose that

γ = ωγ1m1 + · · ·+ ωγrmr, β = ωγ1n1 + · · ·+ ωγrnr

where γ1 > · · · > γr and ni,mi ∈ N. By Lemma 7.20(iii), λ = ωω
δ

for some ordinal number δ.
(i) We already know that ⊕ is associative and cancellative. By definition, 0⊕γ = γ⊕0 = γ

for all γ ∈ Mλ. Since λω is a prime component by Lemma 7.20(iii), then Remarks 7.19(c)
implies that γ ⊕ β < λω. That is, γ ⊕ β ∈Mλ. Therefore Mλ is a commutative monoid.

To prove that Mλ is an ordered monoid, first notice that ων < ωε for ordinal numbers
ν < ε by Remarks 1.21. Now Remarks 7.19(c) implies that ων1a1+ · · ·+ωνsas < ωε for ordinal
numbers ε > ν1 > · · · > νs > 0. Hence

γ > β iff ∃ i0 ∈ {1, . . . , r} such that n1 = m1, . . . ,mi0−1 = ni0−1 and mi0 > ni0 . (51)

From this it is not difficult to show that if δ is an ordinal number, then γ > β implies that
γ ⊕ δ > β ⊕ δ, i.e. Mλ is an ordered monoid.

(ii) Consider γ ⊗ β =
r⊕

i,j=1
ωγi⊕γj (minj). Notice that γi < ωδ+1 for i = 1, . . . , r, because

γ, β < λω = ωω
δ+1
. Hence γi ⊕ γj < ωδ+1 and ωγi⊕γj < ωω

δ+1
for all i, j = 1, . . . , r. By

Remarks 7.19(c),
r⊕

i,j=1
ωγi⊕γj (minj) < λω.
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Let 0 6= δ = ωδ1v1 + · · · + ωδsvs. Now δγ =
⊕
i,j
ωδi⊕γj (vimj) and δβ =

⊕
i,j
ωδi⊕γj (vinj). If

j0 is such that mj0 > nj0 and mj = nj for 1 ≤ j < j0, then v1mj0 > v1nj0 and vimj = vinj
for all other i, j such that δi ⊕ γj ≥ δ1 ⊕ γj0 . Hence δ ⊗ γ > δ ⊗ β.

(iii) Observe that λ̄ is well defined by (ii) and that λ̄ is injective by Remarks 7.17(d). By
definition λ ⊗ 0 = 0. Moreover, since the distributive laws are satisfied, λ̄ is a morphism of
monoids. �

Let λ be an infinite cardinal. Let k be a division ring. Consider the monoid k-ring
Rλ = kMλ expressed in multiplicative notation. Thus, as a set,

Rλ = {a1t
γ1 + · · ·+ art

γr | r ∈ N, a1, . . . , ar ∈ k, γ1, . . . , γr < λω}.

Given a, b ∈ Rλ, we can suppose that a = a1t
γ1 + · · ·+ ast

γs , b = b1t
γ1 + · · ·+ bst

γs . Then the
sum and product are defined as

a+ b =
s∑
i=1

(ai + bi)tγi , ab =
s∑

i,j=1

aibjt
γi⊕γj .

By Lemma 7.21(iii), λ̄ is an injective morphism of monoids. Hence λ̄ induces the injective
morphism of k-rings α : Rλ → Rλ defined by α(a1t

γ1 + · · ·+ ast
γs) = a1t

λ⊗γ1 + · · ·+ ast
λ⊗γs .

Note that Rλ is an Ore domain by Lemma 4.12. Let K = Qcl(Rλ). Since α is injective, α
can be extended to K. Let α : K → K be its extension.

Consider now the skew polynomial ring K[x;α] and the set {tγ}γ<λ ⊆ K. Define
Q = Qlcl(K[x;α]) = Qlcl(Rλ[x;α]). Then conditions (a)-(d) in Definition 7.7 are satisfied.
Indeed, expanding the normal forms of the ordinal numbers, it is not difficult to prove that
given ordinal numbers γ1, γ2 < λ and ε1, ε2 < λω, then λ⊗ ε1 ⊕ γ1 = λ⊗ ε2 ⊕ γ2 if and only
if γ1 = γ2 and ε1 = ε2. Hence the elements elements of {tγ}γ<λ are right linearly independent
over α(Rλ) and thus over α(K). Therefore (a) holds.

(b) for all γ < λ and a ∈ k, atγ = tγa,
(c) for γ = 0, t0 = 1, is in the center of K,
(d) the subring T of K generated by k∪{αn(tγ) | γ < λ, n ≥ 0} is left Ore by Lemma 4.12.

Set xγ = tγx, for all γ < λ. Let X = {xγ}γ<λ. By the foregoing, k〈X〉 ↪→ Q is a
(K, k, α, λ, {tγ}γ<λ, 1)-JF-embedding. Observe that |X| = λ.

Theorem 7.22. Q is a division ring of fractions of k〈X〉, and k〈X〉 ↪→ Q has inversion height
1.

Proof. This proof follows the same structure as the proof of Proposition 7.12. Let M be
the free monoid generated by X.

By Lemma 7.20, there exists an ordinal number δ > 0 such that λ = ωω
δ

and λω = ωω
δ+1
.

We claim Step one: Let γ be an ordinal number smaller than λω and let s ∈ N. Then there
exists m ∈ N such that (tγxs)xm ∈M.

We can suppose that the normal form of γ is

γ = ωγ1m1 + · · ·+ ωγrmr + ωγr+1mr+1 + · · ·+ ωγr+dmr+d,

where ωδ+1 > γ1 > · · · > γr ≥ ωδ > γr+1 > · · · > γr+d ≥ 0 and mi, r, d ∈ N. If we define
ε = ωγ1m1 + · · ·+ ωγrmr and η = ωγr+1mr+1 + · · ·+ ωγr+dmr+d, then

γ = η ⊕ ε. (52)

Notice that η < ωω
δ

= λ.
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For i = 1, . . . , r, we can suppose that

γi = ωδli1 + ωβ2 li2 + · · ·+ ωβp lip (53)

for some ordinal numbers δ > β2 > · · · > βp ≥ 0 and li1, . . . , lip ∈ N.
Note that l11 ≥ · · · ≥ lr1 because γ1 > γ2 > · · · > γr.
Call l11 the leading natural exponent of γ. To prove Step one we proceed by induction on

the leading natural exponent l11 of γ.
If l11 = 0, then ε = 0, γ < ωω

δ
= λ, and tγx = xγ . Hence (tγxs)x = (tγx)xs = xγx

s ∈M.
Suppose that l11 ≥ 1. For i = 1, . . . , r,

γi = ωδ ⊕
(
ωδ(li1 − 1) + ωβ2 li2 + · · ·+ ωβp lip

)
. (54)

Define for i = 1, . . . , r

νi = ωδ(li1 − 1) + ωβ2 li2 + · · ·+ ωβp lip. (55)

Then γi = ωδ ⊕ νi for i = 1, . . . , r. Therefore

ε = ωω
δ⊕ν1m1 + · · ·+ ωω

δ⊕νrmr = ωω
δ ⊗ (ων1m1 + · · ·+ ωνrmr).

Call
ν = ων1m1 + · · ·+ ωνrmr. (56)

Then ε = ωω
δ ⊗ ν = λ⊗ ν. Notice that ν1 > ν2 > · · · > νr.

Hence

(tγxs)x = (tγx)xs = (tη⊕εx)xs = tη(tλ⊗νx)xs = tηxtνxs = xηt
νxs.

Now looking at (54), (55), (56), we see that we can apply induction hypothesis to the
leading natural exponent of ν, l11 − 1. Hence there exists m ∈ N such that (tνxs)xm ∈M.

Thus (tγxs)xm+1 = (tγxs)xxm = xη(tνxsxm) ∈M.
Now the proof of the result follows with Step 2 and Step 3 as in Proposition 7.12. �

4. JF-embeddings of inversion height two

The following J-embedding appeared in [Jat69]. It also can be seen as a generalization of
the example given by J.L. Fisher in [Fis71] of an embedding of the free algebra k〈x, y〉 inside
a division ring of inversion height 2. In fact his example is recovered when |J | = 1 in the
notation of the next discussion. The proofs that we provide are almost the same as the ones
given by J.L. Fisher.

Let J be a set with |J | ≥ 1. Let k be a commutative field. Set K = k (tin | i ∈ J, n ≥ 1) ,
the field of fractions of the commutative polynomial ring k[tin | i ∈ J, n ≥ 1] on the vari-
ables {tin}n≥1

i∈J
. Let α : K → K be the monomorphism of k-rings given by α(tin) = tin+1 for

any i ∈ J, n ≥ 1. Consider the skew polynomial ring K[x;α], its left Ore division ring of
fractions Q, and E the Laurent power series ring containing Q as in Remarks 7.8(c). The
elements of {1} ∪ {ti1}i∈J are right linearly independent over α(K) since they are right lin-
early independent over α (k[tin | i ∈ J, n ≥ 1]). Define xi = ti1x. From Remarks 7.8(a), we
infer that the k-algebra generated by X = {x} ∪ {xi}i∈J is a free k-algebra, and we obtain a
(K, k, α, {1} ∪ J, {1} ∪ {ti}i∈J , 1)-JF-embedding k〈X〉 ↪→ Q ↪→ E.

We intend to show that hE(k〈X〉) = 2. For that we need the following lemma that tells us
how are represented the elements of the free k-algebra k〈X〉 inside E.

Lemma 7.23. If r ∈ k〈X〉, then r =
n∑
j=0

fjx
j , where fj =

∑
ε,γ
aεγt

εi1
i11 · · · t

εij

ijj
, aεγ ∈ k,

ε = (εi1 , . . . , εij ) ∈ {0, 1}j , γ = (i1, . . . , ij) ∈ J j and almost all aεγ are zero.
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Proof. We show by induction that if m is a monomial of degree j on X, then
m = t

εi1
i11 · · · t

εij

ijj
xj . If this is proved, the result follows by gathering monomials of the same

degree.
If m has degree −∞ or zero, the result is clear. If m has degree one, m = x or m = ti1x

for some i ∈ J. Hence the result holds true for degree one. Suppose that if m′ is a monomial
on X of degree j ≥ 1, then m′ = t

εi1
i11 · · · t

εij

ijj
xj . Then, if m has degree j + 1, m = m′u where

u = t
εij+1

ij+11x. Thus m = t
εi1
i11 · · · t

εij

ijj
xjt

εij+1

ij+11x = t
εi1
i11 · · · t

εij

ijj
t
εij+1

ij+1j+1x
j+1. �

Proposition 7.24. hQ(k〈X〉) = hE(k〈X〉) = 2, and Q is the division ring of fractions of
k〈X〉 inside E.

Proof. We already know that hQ(k〈X〉) = hE(k〈X〉) ≤ 2 by Proposition 7.10 and Re-
marks 7.3(e).

The first assertion follows because k ⊆ Q1(k〈X〉, Q) and tin = xn−1ti1xx
−n ∈ Q1(k〈X〉, Q).

Hence k[tin | i ∈ J, n ≥ 1][x;α] ⊆ Q1(k〈X〉, Q), and thus Q = Q2(k〈X〉, Q) since Q is the left
Ore division ring of fractions of k[tin | i ∈ J, n ≥ 1][x;α].

To show that hQ(k〈X〉) = hE(k〈X〉) = 2 we need to prove that Q1(k〈X〉, Q) is not a
division ring. Define

S =

{∑
ε,γ

aεγt
εi1
i11 · · · t

εij

ijj
6= 0

∣∣∣∣ aεγ∈k almost all zero , j∈N,
ε=(εi1

,...,εij
)∈{0,1}j , γ=(i1,...,ij)∈Jj

}
and

M = {finite products of elements of S} .
Note that if s ∈ S, the degree on til is at most one.
The set M is a multiplicative set of the commutative ring k[tin | i ∈ J, n ≥ 1], so we

can localize at M. Call V = k[tin | i ∈ J, n ≥ 1]M. Since α(S) ⊆ S, α(M) ⊆ M. Hence
α(V ) ⊆ V. Thus

U =

{
x−n

∞∑
l=0

vlx
l ∈ E | vl ∈ V

}
is a subring of E.

Let r ∈ k〈X〉 \ {0} ⊆ E. We proceed to find an expression of r−1 ∈ E. By Lemma 7.23,

r =

(
n∑
j=0

fjx
j

)
xj0 , fj ∈ S ∪ {0}, f0 6= 0. Now

r−1 = x−j0
∞∑
l=0

blx
l,

where b0 = f−1
0 ∈ V, and if l ≥ 1, bl = −f−1

0

l∑
s=1

fsα
s(bl−s) ∈ V. Therefore r−1 ∈ U and

Q1(k〈X〉, E) ⊆ U.
On the other hand, ti2 = x(ti1x)x−2 ∈ Q1(k〈X〉, E). Now Q1(k〈X〉, E) is not a division

ring because ti1 − t2i2 ∈ Q1(k〈X〉, E) for each i ∈ J, but its inverse, (ti1 − t2i2)
−1 /∈ U for

each i ∈ J. To prove this, suppose that (ti1 − t2i2)−1 ∈ U. Hence (ti1 − t2i2)−1 = x−n
∞∑
l=0

vlx
l

for some series in U . Then xn(ti1 − t2i2)−1 =
∞∑
l=0

vlx
l and αn((ti1 − t2i2)−1)xn =

∞∑
l=0

vlx
l. Thus

(ti(n+1)− t2i(n+2))
−1xn = vnxn. Therefore (ti(n+1)− t2i(n+2))

−1 ∈ V. Let f ∈ k[tin | i ∈ J, n ≥ 1]
and g ∈ M be such that (ti(n+1) − t2i(n+2))

−1 = fg−1. Thus g = f(ti(n+1) − t2i(n+2)). For
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k[tin | i ∈ J, n ≥ 1] is a unique factorization domain, and ti(n+1) − t2i(n+2) is irreducible in
k[tin | i ∈ J, n ≥ 1], ti(n+1) − t2i(n+2) is a prime element in k[tin | i ∈ J, n ≥ 1]. Hence, if
g = g1 · · · gm, where g1, . . . , gm ∈ S, then (ti(n+1) − t2i(n+2)) | gl for some l ∈ {1, . . . ,m}, but
this is a contradiction because degti(n+2)

(gl) = 1. �

Now we present the analogous result to Corollary 7.13 which does not appear in [HS07].

Corollary 7.25. Let k be a field. Let Z = {z1, z2, . . . } be an infinite countable set. There
exist infinite non-isomorphic division rings of fractions D of k〈Z〉 such that k〈Z〉 ↪→ D is of
inversion height two.

Proof. First we fix the notation. Let p ≥ 2. Set Kp = k (tin | i ∈ {1, . . . , p− 1}, n ≥ 1) ,
the field of fractions of the polynomial ring k[tin | i ∈ {1, . . . , p−1}, n ≥ 1] on the commuting
variables {tin | i ∈ {1, . . . , p − 1}, n ≥ 1}. Let αp : Kp → Kp be the monomorphism of
k-rings given by αp(tin) = tin+1 for i ∈ {1, . . . , p − 1} and n ≥ 1. Consider Kp[x;αp], and
its left Ore division ring of fractions Qp. Then we obtain the JF-embedding of k-algebras
k〈x0, x1, . . . , xp−1〉 ↪→ Qp, where x0 7→ x and xi 7→ ti1x for 1 ≤ i ≤ p− 1.

We have proved in Proposition 7.24 that it has inversion height two for each p ≥ 2.
By Proposition 7.4, the embedding δp : k〈Z〉 ↪→ Qp defined by

k〈Z〉 ↪→ k〈x0, x1, . . . , xp−1〉 ↪→ Qp,
zj 7→ xix

s
0

where j = (p− 1)s+ i with 1 ≤ i ≤ p− 1, has inversion height two.
Observe that Qp is the division ring of fractions of k〈Z〉 for each p ≥ 2 by Propositions 7.4

and 7.24.
Thus it remains to prove that there does not exist a morphism of rings f : Qp → Qq for

p 6= q making the following diagram commutative

Qp

f

��
k〈Z〉

* 

δp 77pppp
� t δq
''NNNN

Qq

Fix q > p, and suppose that such an f exists. For f is a morphism of k〈Z〉-rings, then
f(δp(zj)) = δq(zj) for all j ≥ 1.

On the one hand, we have that δp(z1) = t11x, δp(zp) = t11x
2, δp(z1)−1δp(zp) = x,

δp(z1)δp(zp)−1δp(z1) = t11xx
−2t−1

11 t11x = t11, δp(z2p−1) = δp(z2(p−1)+1) = x1x
2
0 = t11xx

2,

and

δp(z1)δp(zp)−1δp(z1) = δp(z2p−1)(δp(z1)−1δp(zp))−3 = δp(z2p−1)(δp(zp)−1δp(z1))3.

Thus δp(z1) = δp(z2p−1)(δp(zp)−1δp(z1))2 in Qp. Therefore

δq(z1) = δq(z2p−1)(δq(zp)−1δq(z1))2 (57)

holds in Qq because f is a morphism of k〈Z〉-rings.
On the other hand, δq(z1) = t11x and δq(zp) = tp1x. If 2p − 1 < q, then δq(z2p−1) =

t(2p−1)1x. If 2p − 1 ≥ q, write 2p − 1 = l(q − 1) + i with 1 ≤ i ≤ q − 1, and then δq(z2p−1) =
xix

l
0 = tixx

l.
We now show that (57) does not hold in Qq.
Suppose that 2p− 1 < q, then (57) implies that

t11x = t(2p−1)1x((tp1x)
−1t11x)2 = t(2p−1)1x(x

−1t−1
p1 t11xx

−1t−1
p1 t11x) = t(2p−1)1t

−1
p1 t11t

−1
p1 t11x,
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a contradiction.
Suppose that 2p− 1 ≥ q, then (57) implies that

t11x = tixx
l((tp1x)−1t11x)2 = tixx

l(x−1t−1
p1 t11xx

−1t−1
p1 t11x) = tix

lt2p1t
2
11x.

Hence t11x equals tixlt2p1t
2
11x, a polynomial of degree at least two on x in K[x;αq], a contra-

diction. �

5. The group ring point of view

Let X be a set and F the free group on X. Let k be a division ring. In general, given an
embedding k〈X〉 ι

↪→ Q where Q is a division ring, there does not exist an embedding k[F ] ↪→ Q
extending ι. In fact not even the group generated by X inside Q× is isomorphic to F . For some
examples see the JF-embeddings below. In this section we will briefly study the structure of
the group G generated by X inside Q×, and some situations in which kG embeds in Q. Then
we go on to see how G looks like in our examples of JF-embeddings in the foregoing sections.

In this section we consider (K, k, α, I, {ti}i∈I , ti0 = 1)-JF-embeddings k〈X〉 ↪→ Q, and,
from now on, we assume that the elements in {αn(ti)} i∈I

n≥0
are in the center of K. The free

group on {xi}i∈I is not contained in Q because, if i 6= i0, the commutativity of {αn(ti)} i∈I
n≥0

implies that

x2
ix
−2 = (tixtix)x−2 = tiα(ti) = α(ti)ti = (xtix−1)tixx−1 = xxix

−2xix
−1,

that is,
x2
ix
−1
i0

= xi0xix
−2
i0
xi. (58)

Notice that (58) also holds if ti0 6= 1 by Lemma 7.9.
Let G be the subgroup of Q \ {0} generated by {xi}i∈I . By definition xi = tix, hence, in

our situation, xi0 = x; therefore

G = 〈{xi}i∈I〉 = 〈x, {ti}i∈I〉 ≤ Q \ {0}.
Set N = 〈{xntix−n}n∈Z

i∈I
〉 ≤ G. The map Q → Q given by left conjugation by x is clearly

an automorphism of Q. Moreover, it coincides with α on K. We call this extension again α. So
α : Q→ Q, α(q) = xqx−1 for all q ∈ Q. Therefore xntix−n = αn(ti) for every n ∈ Z. Moreover,
if n ≥ 0, αn(ti) ∈ K.

Lemma 7.26. The following statements hold:
(i) N is an abelian group, and it is the normal subgroup of G generated by {ti}i∈I .
(ii) The elements xntix−n are transcendental over k for each n ∈ Z, i ∈ I\{i0}. In particular,

they are torsion-free.
(iii) G/N is the infinite cyclic group generated by Nx.
(iv) G = N o 〈x〉.

Proof. (i) To show that N is abelian, it is enough to show that the generators com-
mute. Now note that the commutativity of the product of elements in {αn(ti)} i∈I

n≥0
implies the

commutativity of the product of elements in {αn(ti)} i∈I
n∈Z

. The rest of the statement is clear.

(ii) Let p(z) ∈ k[z] \ {0} be such that p(αn(ti)) = 0 for some n ∈ Z, i ∈ I. Since
αm(αn(ti)) = xmαn(ti)x−m is a root of p(z) for each m ∈ N, we obtain that there exist
m1 < m2 ∈ N such that αm1+n(ti) = αm2+n(ti). This implies that αm2−m1(ti) = ti, a contra-
diction because ti 6∈ α(K) since {ti}i∈I are right linearly independent over α(K) and i 6= i0.
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(iii) Since xti = α(ti)x for any i ∈ I, G/N is generated by Nx. Suppose that there exists
n ≥ 1 such that xn ∈ N. Let i ∈ I \ {i0}. By (i), α(αn−1(ti)) = αn(ti) = xntix

−n = ti, a
contradiction.

(iv) We know thatNCG and thatG/N is infinite cyclic generated byNx. HenceG = N〈x〉.
We prove that N ∩ 〈x〉 = {1}. Let r, n1, . . . , nl,m1, . . . ,ml ∈ Z, i1, . . . , il ∈ I, such that
xr = xn1tm1

i1
x−n1 · · ·xnltml

il
x−nl . Let n = min{n1, . . . , nl}. Then

xr = x−nxrxn = xn1−ntm1x−n1+n · · ·xnl−ntmlx−nl+n = αn1−n(tm1
i1

) · · ·αnl−n(tml
il

) ∈ K.
Therefore r = 0, and xr = 1. �

Proposition 7.27. Suppose that the evaluation homomorphism

ev : α(K)[zi | i ∈ I \ {i0}]→ Q,

where zi 7→ ti, and a 7→ a for all a ∈ α(K) is injective. The following statements hold:
(i) N is a torsion-free abelian group.
(ii) The group rings k[N ] and k[G] = k[N ][x, x−1;α] are contained in Q.
(iii) k[G] is a two-sided Ore domain with the division ring of fractions of k〈X〉 inside Q as

Ore division ring of fractions. In particular hQ(k[G]) = 1.

Proof. (i) We already know that N is an abelian group by Lemma 7.26(i). Suppose that
there exist s > 1, and integers n1 < n2 < · · · < nl such that(

αn1(t
εi11
i11
· · · t

εir11

ir11
) · · ·αnl(t

εi1l
i1l
· · · t

εirll

irll
)
)s

= 1,

where εiuv = ±1. Then(
t
εi11
i11
· · · t

εir11

ir11

)s
=
(
αn2−n1(t

−εi12
i12

· · · t
−εir22

ir22
)
)s
· · ·
(
αnl−n1(t

−εi1l
i1l

· · · t
−εirll

irll
)
)s
∈ α(K).

If εi11 = · · · = εir11 = 1, there is a contradiction. If εi11 = · · · = εir11 = −1, we invert the
left and right hand side of the equality to get a contradiction. If some εiu1 are 1 and some −1,
we move the negative to the right hand side to obtain a contradiction.

(ii) Suppose that
d1n1 + · · ·+ dmnm = 0, (59)

where nl ∈ N, nl 6= ns, if l 6= s and dl ∈ k.
Only a finite number of ti appear in the expression of nl. Call them ti1 , . . . , tir . We may

suppose that

nl = αrl1(t
sli11

i1
· · · tslir1

ir
) · · ·αrlul (t

sli1ul
i1

· · · tslirul
ir

), l = 1, . . . ,m. (60)

We prove that d1 = · · · = dm = 0 by induction on m.
If m = 1, the result follows because Q is a domain.
Suppose that the result holds for m− 1 ≥ 1. Conjugating by a suitable power of x, using

that the elements in {αn(ti)} i∈I
n≥0

are in the center of K and reordering the summands, we may

suppose that 0 ≤ rl1 < rl2 < · · · < rlul
, 0 ≤ r11 ≤ r21 ≤ · · · ≤ rm1.

If (rl1, sli11, . . . , slir1) is the same for all l, then we can factor out αrl1(t
sli11

i1
· · · tslir1

ir
)

from (59). Since nl 6= ns, if l 6= s, we go on this way until we find j0 such that not all
(rlj0 , sli1j0 , . . . , slirjr) are equal. So we can suppose that the (rl1, sli11, . . . , slir1) are not equal
for all l in (60).

If r11 = r21 = · · · = rm1, since α and αr11 are injective, we could express (59) as

d1t
s1i11

i1
· · · ts1ir1

ir
α(a1) + · · ·+ dmt

smi11

i1
· · · tsmir1

ir
α(am) = 0,
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where α(al) ∈ N. Multiplying by a certain product of ti’s so that everything is in the image
of ev, putting together all the resulting (sli11, . . . , slir1) which are equal, applying that ev is
injective and the induction hypothesis we get the result.

Hence suppose that there exists l0 such that r11 = r21 = · · · = rl0−11 < rl01 ≤ . . . ≤ rm1.
We claim that 0 6= d1n1+· · ·+dl0−1nl0−1 /∈ αrl01(K). Suppose that there exists b0 ∈ K \ {0}

such that

d1n1 + · · ·+ dl0−1nl0−1 = αrl01(b0)

= αr11(t
s1i11

i1
· · · ts1ir1

ir
)αr11+1(b1) + · · ·+

αr11(t
sl0−1i11

i1
· · · tsl0−1ir1

ir
)αr11+1(bi0−1).

Hence, t
s1i11

i1
· · · ts1ir1

ir
α(b1)+· · ·+t

sl0−1i11

i1
· · · tsl0−1ir1

ir
α(bi0−1)−αrl01−r11(b0) = 0, a contradiction

with the injectivity of ev.
Now, since dl0nl0 +· · ·+dmnm ∈ αrl01(K), the claim implies that d1n1+· · ·+dl0−1nl0−1 = 0

and dl0nl0 + · · ·+ dmnm = 0. By the induction hypothesis, it follows that k[N ] ⊆ Q.
Observe that given any element q in the subring of Q generated by k[N ] and {x, x−1},

conjugating by a suitable power r of x, we get that xrqx−r ∈ K[x;α]. This shows that
k[G] = k[N ][x, x−1;α] is contained in Q.

(iii) Since N is torsion free abelian by (i), then k[N ] is a two-sided Ore domain. Hence
k[G] ∼= k[N ][x, x−1;α] is a two-sided Ore domain by Proposition 3.19. The universal property
of the Ore localization implies that the Ore division ring of fractions of k[G] is contained in Q.
By the construction of X and G, it is clear that the division ring of fractions of k〈X〉 inside
Q is the same as the division ring of fractions of k[G]. �

Notice that the group ring k[N ] is not always contained in the division ring of fractions of
k〈X〉.
Example 7.28. Let k be a field. Let K = k(t) be the field of fractions of the polynomial ring
k[t]. Let α : K → K be given by t 7→ t2 + t. Then α(K) = k(t2 + t), the field of fractions of
k[t2 + t] ⊆ k[t]. Notice that k[t2 + t] ⊆ k[t] is an integral extension and that k[t2 + t] ∼= k[t].
Therefore k[t2 + t] is integrally closed in its field of fractions. We claim that tn /∈ α(K) for all
n ≥ 1. Suppose that tn ∈ α(K) = k(t2 + t) for some n ≥ 1. Since tn is integral over k[t2 + t]
and k[t2 + t] is integrally closed, our assumption on tn implies that tn ∈ k[t2 + t]. Hence there
exist a0, . . . , am ∈ k, with am 6= 0, such that

tn = am(t2 + t)m + · · ·+ a1(t2 + t) + a0.

But this is not possible because the foregoing equality forces t2m = tn, and if 0 ≤ j ≤ m is
the least one such that aj 6= 0, then there exists a monomial on tj . So the claim is proved.

Consider now the (K, k, α, I = {1, 2}, {1, t}, 1)-JF-embedding. This gives the free k-algebra
on two generators inside K[x;α] generated by x and tx. In this situation
N = 〈{xntx−n}n∈Z〉 = 〈{αn(t)}n∈Z〉. Note that t is algebraic over α(K) for t is a root of
the polynomial z2 + z − (t2 + t) over the polynomial ring α(K)[z]. Therefore the ring k[N ] is
not contained in Q because t2, t, xtx−1 = α(t) ∈ N and t2 + t− (xtx−1) = 0, so these elements
are not k-linear independent inside Q. �

5.1. The examples revisited. Observe that our examples of JF-embeddings in Sec-
tions 3 and 4 satisfy that the elements in the set {αn(ti)} i∈I

n≥0
are in the center of K. So we

can specialize the previous results to these examples.

(a) Consider the (K, k, α, {1} ∪ J, {1} ∪ {ti1}i∈J , 1)-JF-embedding of Section 4. Consider the
group G generated by {xi}i∈{1}∪J . G = 〈{xi}i∈{1}∪J〉 = 〈{x} ∪ {xi}i∈J〉 ≤ Q \ {0}. Note that
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the evaluation map
ev : k(tin | i ∈ J, n ≥ 2)[zi | i ∈ J ]→ Q,

zi 7→ ti1, a 7→ a for all a ∈ k, is injective. Therefore N is torsion free abelian by Proposi-
tion 7.27(i). Furthermore, N is the free abelian group on {tin}n≥1

i∈J
∪ {xnti1x−n}n<0

i∈J
since any

relation among the generators imply a relation among the tin’s. If we relabel xnti1x−n, n < 0,
as tin+1, we get that N is the free abelian group on {tin}n∈Z

i∈J
. And G = N o 〈x〉, where x

acts as xtin = tin+1x for all n ∈ Z, i ∈ J. That is,

G = 〈x, tin, i ∈ J, n ∈ Z | tin+1 = xtinx
−1, tintjm = tjmtin〉.

Again Proposition 7.27 implies that k[N ] and k[G] = k[N ][x, x−1;α] embed in Q, and
that, together with Proposition 7.24, Q is the Ore division ring of fractions of k[G]. Hence
hQ(k[G]) = 1.

(b) Consider the (K = k(t), k, αn, {0, 1, . . . , n − 1}, {ti}n−1
i=0 , 1)-JF-embedding of Section 3.1.

Then G = 〈x0 = x, x1, . . . , xn−1〉 = 〈x, t〉 ⊆ Q \ {0}, and N = 〈xmtx−m | m ∈ Z〉. Consider
Z[ 1

n ] as a group with multiplicative notation, i.e. Z[ 1
n ] = {ynlq | q, l ∈ Z}.

The proof of the following result is analogous to the one of Proposition 7.32.

Proposition 7.29. The following statements hold:
(i) If z ∈ N, there exist l,m ∈ Z such that z = xmtlx−m.

(ii) The map Z[ 1
n ]→ N, yn

lq 7→ xltqx−l is an isomorphism of groups.
(iii) G ∼= Z[ 1

n ]o C, where C = 〈x〉 is the infinite cyclic group and xyn
lq = yn

l+1qx.
(iv) k[N ] embeds in Q.
(v) k[G] = k[N ][x, x−1;α] ↪→ Q, and Q is the division ring of fractions of k[G]. �

(c) Let λ be an infinite cardinal. Consider the monoid Mλ of Section 3.2.
The following is the general construction of the universal group of a monoid specialized to

the monoid Mλ.

Definition 7.30. Define the equivalence relation ∼ of pairs (γ, δ), (ε, η) ∈Mλ ×Mλ

(γ, δ) ∼ (ε, η) iff ∃ µ ∈Mλ such that γ ⊕ η ⊕ µ = ε⊕ δ ⊕ µ. (61)

Since (Mλ,⊕) is cancellative, (61) is equivalent to

γ ⊕ η = ε⊕ δ. (62)

We denote by γ 	 δ the equivalence class of (γ, δ).
Let Hλ denote the set of equivalence classes, i.e. Hλ = {γ 	 δ | (γ, δ) ∈Mλ ×Mλ} . The

set Hλ can be endowed with a group structure via the binary operation

(γ 	 δ)⊕ (ε	 η) = (γ ⊕ ε)	 (δ ⊕ η),
for all (γ, δ), (ε, η) ∈Mλ ×Mλ. The zero element of Hλ is 0	 0 = γ 	 γ for any γ ∈Mλ. The
opposite of γ 	 δ is δ 	 γ. Moreover, Mλ ↪→ Hλ via γ 7→ γ 	 0.

The group Hλ is called the universal group of the monoid Mλ. �

The group Hλ can be turned into an ordered ring (see Definition 2.22) as follows

Lemma 7.31. The group Hλ can be endowed with an ordered ring structure via the binary
operation

(γ 	 δ)⊗ (ε	 η) = (γ ⊗ ε⊕ δ ⊗ η)	 (δ ⊗ ε⊕ γ ⊗ η)
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for all γ 	 δ, ε 	 η ∈ Hλ. In particular, Hλ is a (commutative) domain and (Hλ,⊕) is an
ordered group with positive cone P = {γ 	 δ | γ > δ}.

Proof. First we prove that the product is well defined. Observe that ⊗ is commutative.
Suppose that γ, γ′, δ, δ′, ε, η ∈Mλ and γ 	 δ = γ′ 	 δ′ ∈ Hλ. Then

(γ 	 δ)⊗ (ε	 η) = (γ ⊗ ε⊕ δ ⊗ η)	 (δ ⊗ ε⊕ γ ⊗ η)

(γ′ 	 δ′)⊗ (ε	 η) = (γ′ ⊗ ε⊕ δ′ ⊗ η)	 (δ′ ⊗ ε⊕ γ′ ⊗ η).
Both expressions are the same if and only if

γ ⊗ ε⊕ δ ⊗ η ⊕ δ′ ⊗ ε⊕ γ′ ⊗ η = γ′ ⊗ ε⊕ δ′ ⊗ η ⊕ δ ⊗ ε⊕ γ ⊗ η,

if and only if
(γ ⊕ δ′)⊗ ε⊕ (δ ⊕ γ′)⊗ η = (γ′ ⊕ δ)⊗ ε⊕ (δ′ ⊕ γ)⊗ η,

where we have used that the natural sum and product of ordinals satisfy the distributive law.
This last equality holds because the equality of classes imply that γ ⊕ δ′ = γ′ ⊕ δ. Now the
product is well defined, indeed if ε′, η′ ∈Mλ and ε′ 	 η′ = ε	 η, applying twice what we have
just proved, we get

(γ 	 δ)⊗ (ε	 η) = (γ′ 	 δ′)⊗ (ε	 η) = (γ′ 	 δ′)⊗ (ε′ 	 η′)

as desired.
The associative and the distributive laws follow straightforward from the definition and

the fact that they hold in Mλ.
Clearly the identity element is 1 	 0 because (1 	 0) ⊗ (γ 	 δ) = γ ⊗ δ for all γ, δ ∈ Mλ.

Therefore Hλ is a ring.
Let P = {γ 	 δ | γ > δ}. To prove that Hλ is an ordered ring we have to show that the

next three properties hold

P ⊕ P ⊆ P, P ∪ (	P ) = Hλ \ {0	 0}, P ⊗ P ⊆ P.

Let γ 	 δ, ε 	 η ∈ P. Consider (γ 	 δ) ⊕ (ε 	 η) = (γ ⊕ ε) 	 (δ ⊕ η). Then γ > δ and ε > η
because they are elements from P . Since Mλ is an ordered monoid by Lemma 7.21, we obtain
that γ ⊕ ε > δ ⊕ η, i.e. the sum of elements in P is in P .

Observe that 	P = {ε	 η | ε < η}. Note that the zero element correspond exactly to the
classes γ 	 γ with γ ∈ Mλ. Now P and P ′ have no intersection because if γ 	 δ ∈ P, then
γ′ > δ′ for all representatives γ′ 	 δ′ of the class γ 	 δ.

Now we show that P ⊗P ⊆ P. To do this we need to take a closer look at how the elements
in Mλ look like. Let γ, δ, ε, η ∈ Mλ such that γ 	 δ, ε 	 η ∈ P. We may express the normal
form of these ordinal numbers with the same set of exponents. Thus suppose that

γ = ωγ1m1+· · ·+ωγrmr, δ = ωγ1n1+· · ·+ωγrnr, ε = ωγ1p1+· · ·+ωγrpr, η = ωγ1q1+· · ·+ωγrqr

where γ1 > · · · > γr are ordinal numbers and mi, ni, pi, qi ∈ N for all i ∈ {1, . . . , r}. Since
γ > δ and ε > η, there exist i0, j0 ∈ {1, . . . , r} such that

mi0 > ni0 and mi = ni for all i < i0, pj0 > qj0 and pi = qi for all i < j0. (63)

Now (γ	δ)⊗(ε	η) = (γ⊗ε⊕δ⊗η)	(δ⊗ε⊕γ⊗η). If we prove that γ⊗ε⊕δ⊗η > δ⊗ε⊕γ⊗η
we are done. So we make the computations

γ ⊗ ε⊕ δ ⊗ η =
r⊕

i,j=1

ωγi⊕γj (mipj + niqj), δ ⊗ ε⊕ γ ⊗ η =
r⊕

i,j=1

ωγi⊕γj (nipj +miqj).
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We claim that the coefficient of ωγi0
⊕γj0 in γ ⊗ ε ⊕ δ ⊗ η is greater than the coefficient of

ωγi0
⊕γj0 in δ ⊗ ε⊕ γ ⊗ η and that the coefficients of ωγi⊗γj in γ ⊗ ε⊕ δ ⊗ η and δ ⊗ ε⊕ γ ⊗ η

are the same for all i, j such that ωγi⊕γj > ωγi0
⊕γj0 .

Observe that mipj + niqj ≥ nipj + miqj if and only if (mi − ni)(pj − qj) ≥ 0. In this
expression, for i0, j0 we get that (mi0−ni0)(pj0−qj0) > 0 by (63). For any different pair i, j such
that γi⊕γj ≥ γi0⊕γj0 , either mi = ni or pj = qj by (63), and thus mipj +niqj = nipj +miqj .
This proves our claim and that Hλ is an ordered ring.

Every ordered ring, and in particular Hλ, is a domain. The proof is as follows. Let
γ	 δ, ε	η ∈ Hλ \{0	0}. Then there exist signs ⊕ or 	 such that γ	 δ or 	(γ	 δ), and ε	η
or 	(ε	η) belong to P . Notice that (γ	δ)⊗(ε	η) = 0 if and only if (	(γ	δ))⊗(	(ε	η)) = 0
if and only if (	(γ 	 δ))⊗ (ε	 η) = (γ 	 δ)⊗ (	(ε	 η)) = 0.

So we may suppose that γ 	 δ and ε 	 η are in P , and thus their product is not zero
because P ⊗ P ⊆ P , as desired. �

Consider the multiplicative subset of Hλ

S = {1, λ, λ⊗ λ = λ⊗
2
, . . . , λ⊗

(n
· · · ⊗λ = λ⊗

n
, . . . }.

We can localize Hλ at S to obtain

S−1Hλ =
{
γ 	 δ
λ⊗n | γ, δ ∈Mλ, n ∈ N

}
.

We will express the elements of S−1Hλ as λ⊗
n
(γ 	 δ) with n ∈ Z. Notice that when n > 0,

λ⊗
n
(γ 	 δ) = (λ⊗

n 	 0)⊗ (γ 	 δ), and if n < 0, λ⊗
n
(γ 	 δ) = γ	δ

λ⊗−n .
Consider the (K = Qlcl(Rλ), k, α, λ, {tγ}γ<λ, 1)-JF-embedding of Section 3.2. Then

G = 〈{xγ}γ<λ〉 = 〈{x, tγ}γ<λ〉 ≤ Q \ {0} and N = 〈{xmtγx−m | m ∈ Z, γ < λ}〉.

Proposition 7.32. The following statements hold:
(i) There is an injective morphism of groups Hλ → Q× defined by γ 	 δ 7→ (tδ)−1tγ .
(ii) We will denote (tδ)−1tγ by tγ	δ. If z ∈ N, there exist m ∈ Z, γ 	 δ ∈ Hλ such that

z = xmtγ	δx−m.
(iii) The map ψ : S−1Hλ → N, λ⊗

m
(γ 	 δ) 7→ xmtγ	δx−m is an isomorphism of abelian

groups.
(iv) Consider S−1Hλ as a group with multiplicative notation i.e.

S−1Hλ = {yλ⊗
n
(γ	δ) | n ∈ Z, γ, δ ∈Mλ}.

Then G ∼= S−1Hλ o C, where C = 〈x〉 is the infinite cyclic group and xyλ
⊗m

(γ	δ) =

yλ
⊗m+1

(γ	δ)x.
(v) k[N ] embeds in Q.
(vi) k[G] = k[N ][x, x−1;α] ↪→ Q, and Q is the division ring of fractions of k[G].

Proof. (i) Straightforward.
(ii) Let n1 < n2 ∈ Z, γ1 	 δ1, γ2 	 δ2 ∈ Hλ. Then

xn1tγ1	δ1x−n1xn2tγ2	δ2x−n2 = xn1tγ1	δ1tλ
⊗n2−n1 (γ2	δ2)x−n2+n2−n1

= xn1t(γ1⊕λ
⊗n2−n1⊗γ2)	(δ1⊕λ⊗

n2−n1⊗δ2)x−n1 .

Observe that the elements of N are finite products of elements of the form xmtγ	0x−m

and their inverses. Thus the foregoing observation proves the result since N is abelian by
Lemma 7.26.
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(iii) The map ψ is well defined. Let n > m ∈ Z, γ	δ, γ′	δ′, with λ⊗
n
(γ	δ) = λ⊗

m
(γ′	δ′).

ψ(λ⊗
n
(γ 	 δ)) = xntγ	δx−n

= xmxn−mtγ	δxm−nx−m

= xmtλ
⊗(n−m)⊗(γ	δ)x−m

= xmtγ
′	δ′x−m

= ψ(λ⊗
m

(γ′ 	 δ′)).
The map ψ is a morphism,

ψ(λ⊗
n
(γ 	 δ)⊕ λ⊗m

(ε	 η)) = ψ(λ⊗
m

(λ⊗
n−m

(γ 	 δ)⊕ (ε	 η)))

= xmtλ
⊗n−m

(γ	δ)⊕(ε	η)x−m

= xmxn−mtγ	δx−n+mx−mxmtε	ηx−m

= xntγ	δx−nxmtε	ηx−m

= ψ(λ⊗
n
(γ 	 δ))ψ(λ⊗

m
(ε	 η)).

The morphism ψ is injective because 1 = ψ(λ⊗
n
(γ 	 δ)) = xntγ	δx−n. Hence tγ	δ = 1.

Therefore γ = δ and λ⊗
n
(γ 	 δ) = 0.

The morphism ψ is onto by (ii).
(iv) By (iii) and Lemma 7.26(iv).
(v) Suppose that

a1x
m1tγ1	δ1x−m1 + · · ·+ arx

mr tγr	δrx−mr = 0

with xmitγi	δix−mi 6= xmj tγj	δjx−mj . Let m = min{m1, . . . ,mr}. Then

a1x
−m+m1tγ1	δ1x−m1+m + · · ·+ x−m+mr tγr	δrx−mr+m = 0.

Since −m+mi ≥ 0, then λ⊗
mi−m ⊗ (γi 	 δi) ∈Mλ for all i, and

a1t
λ⊗

m1−m⊗(γ1	δ1) + · · ·+ art
λ⊗

mr−m⊗(γr	δr) = 0.

Thus there are i 6= j such that λ⊗
mi−m⊗(γi	δi) = λ⊗

mj−m

⊗(γj	δj), unless a1 = · · · = ar = 0.
This implies that λ⊗

mi ⊗ (γi 	 δi) = λ⊗
mj ⊗ (γj 	 δj).

(vi) Note that given q that belongs to the subring of Q generated by k[N ] and {x, x−1},
there exists r ∈ N such that xrqx−r ∈ K[x;α]. This shows that the powers of x are
k[N ]-linearly independent. �

6. JFL-embeddings

In this section we use J-embeddings to obtain embeddings of the free group algebra of
inversion height at most two. The techniques displayed to get these embeddings are from
the paper by A.I. Lichtman [Lic84]. We also use the Magnus-Fox embedding of Section 9 in
Chapter 1.

We begin with a result implicit in the proof of [Lic84, Proposition 4].

Lemma 7.33. Let R be a valuation ring with valuation v : R → N ∪ {∞}. Consider the com-
pletion R̂ with respect to v. Then R̂ is again a valuation ring with valuation also denoted by
v. Let k be a subring of R̂ such that v|k\{0} = 0. Let X ⊆ R̂. Suppose that k and X generate a

free k-ring k〈X〉 inside R̂. If there exists m ≥ 1 with

1 ≤ v(x) ≤ m for all x ∈ X, (64)

then k〈〈X〉〉 ↪→ R̂.



162 Chapter 7. Inversion height

Proof. Certainly R̂ is a valuation ring by Lemma 1.51. For each n ≥ 1, set
În = {z ∈ R̂ | v(z) ≥ n}, a sequence of ideals of R̂, and Jn = k〈X〉 ∩ În, a sequence of ideals
of k〈X〉. Observe that the completion of R̂ with respect to În, that is, with respect to v, is
again R̂ by Lemma 1.51. Hence the completion of k〈X〉 with respect to {Jn}n≥1 is contained
in R̂. By (64), 〈X〉n ⊆ Jn. On the other hand, since v|k\{0} = 0, we have that Jm ⊆ 〈X〉. Hence
Jnm ⊆ 〈X〉n for all n ≥ 1. Therefore, k〈〈X〉〉, the completion of k〈X〉 with respect to 〈X〉n, and
the completion of k〈X〉 with respect to {Jn}n≥1 are isomorphic. Therefore k〈〈X〉〉 ⊆ R̂. �

The next Corollary is [Lic84, Proposition 4].

Corollary 7.34. Let R be a valuation ring with valuation v : R → N ∪ {∞}. Consider the
completion R̂ with respect to v. Then R̂ is again a valuation ring with valuation also denoted
by v. Let k be a subdivision ring of R̂. Let X ⊆ R̂. Suppose that k and X generate a free
k-ring k〈X〉 inside R̂. Suppose that

1 ≤ v(x) for all x ∈ X. (65)

Then k and Y = {1 + x}x∈X generate a free group k-ring on Y inside R̂.

Proof. Notice that v|k\{0} = 0 by Remarks 1.49(b). Let Z be a finite subset of X. By
Lemma 7.33,

k〈Z〉 ↪→ k〈〈Z〉〉 ↪→ R̂.

By Proposition 1.60, we get that the subring of R̂ generated by k and {1 + z, (1 + z)−1}z∈Z
is the free group k-ring on {1 + z, (1 + z)−1}z∈Z . Since this can be done for any finite subset
Z of X, we obtain that the subring of R̂ generated by k and {1 + x, (1 + x)−1}x∈X is the free
group k-ring. �

From these results we are ready to prove how to obtain an embedding of the free group
k-ring inside a division ring from a J-embedding. We proceed as in [Lic84, Corollary 1].

Lemma 7.35. Suppose that we have a (K, k, α, I, {ti}i∈I)-J-embedding k〈X〉 ↪→ K[x;α] ↪→ Q.
Let H be the free group on {hi}i∈I . Then there exist embeddings of k-rings

(i) k〈〈X〉〉 ↪→ K[[x;α]], defined by xi 7→ xi = tix.
(ii) k[H] ↪→ Q, defined by hi 7→ 1 + xi.

Proof. Recall from Examples 1.50 that K[x;α] is a valuation ring with valuation given

by v

(∑
n≥0

anx
n

)
= min{n | an 6= 0}. Notice that the completion of K[x;α] with respect to

In = 〈x〉n is K[[x;α]]. So we have k〈X〉 ↪→ K[[x;α]] and v(xi) = 1. Then, by Lemma 7.33,
k〈〈X〉〉 ↪→ K[[x;α]]. By Corollary 7.34, we get the embedding of k-rings k[H] ↪→ K[[x;α]] ↪→ E
defined by hi 7→ 1+xi. Notice thatQ = Qcl(K[x;α]) is contained in E by the universal property
of Ore localization. Moreover, k[H] is contained in Q because 1 + xi ∈ Q for all i ∈ I. �

Definition 7.36. Suppose that k〈X〉 ↪→ Q is a (K, k, α, I, {ti}i∈I)-J-embedding (respectively
a (K, k, α, I, {ti}i∈I , ti0)-JF-embedding). Consider the free group on {hi}i∈I . The embedding
k[H] ↪→ Q given in Lemma 7.35 will be called a (K, k, α, I, {ti}i∈I)-JL-embedding (respectively
(K, k, α, I, {ti}i∈I , ti0)-JFL-embedding). �

Note that JL stands for Jategaonkar Lichtman and JFL for Jategaonkar Fisher and Licht-
man.

Remarks 7.37. Consider a (K, k, α, I, {ti}i∈I , ti0)-JF-embedding k〈X〉 ↪→ Q and the induced
JFL-embedding k[H] ↪→ Q. Then the following hold
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(a) k〈X〉 and k[H] have the same division ring of fractions inside Q (and E).
(b) hQ(k[H]) ≤ hQ(k〈X〉) ≤ 2.

Proof. (a) Let D be the division ring of fractions of k〈X〉 inside Q. Clearly k〈X〉 ⊆ k[H]
because xi = (1 + xi) − 1. Since 1 + xi ∈ D for all i ∈ I, (1 + xi)−1 ∈ D and k[H] ⊆ D.
Therefore k〈X〉 ⊆ k[H] ⊆ D. This implies that the division ring of fractions of k[H] inside Q
is contained in D. Now the result follows by Remarks 7.3(d).

(b) Follows by (a), Remarks 7.3(d) and Proposition 7.10 �

Now it is not difficult to give JL-embeddings of inversion height one.

Proposition 7.38. Let k〈X〉 ↪→ Q be a (K, k, α, I, {ti}i∈I , ti0)-JF-embedding of inversion
height one. Consider the induced (K, k, α, I, {ti}i∈I , ti0)-JFL-embedding k[H] ↪→ Q. Then
hQ(k[H]) = 1. In particular, for each JF-embedding of Section 3, we get a JFL-embedding of
inversion height one.

Proof. Follows from Remarks 7.37(b), and the fact that k[H] is not a division ring. �

We now show that there are examples of embeddings of the free group algebra of inversion
height 2.

Proposition 7.39. Consider the (K, k, α, {1} ∪ J, {1} ∪ {ti1}i∈J , 1)-JFL-embedding obtained
from the (K, k, α, {1} ∪ J, {1} ∪ {ti1}i∈J , 1)-JF-embedding of Section 4 in this chapter. Then
hE(k[H]) = 2.

Proof. Define S0 = k, and for n ≥ 1,

Sn =

{∑
ε,γ

aεγt
εi11

i11 · · · t
εinn

inn
6= 0

∣∣∣∣ aεγ∈k almost all zero , ε=(εi1
,...,εin )∈{0,1}n,

γ=(i1,...,in)∈Jn

}
.

Let W =
{ ∞∑
n=0

anx
n | an ∈ Sn ∪ {0}

}
. We claim that W is a subring of E. Clearly W

is an additive subgroup of E. Let b =
∞∑
n=0

bnx
n, c =

∞∑
n=0

cnx
n ∈ W. For each l ∈ N, we have

bl =
∑
εγ
blεγt

εi11

i11 · · · t
εill

ill
, and if n ≥ l, cn−l =

∑
εγ
cn−lεγt

εil+1l+1

il+11 · · · tεinn

inn−l, then

αl(cn−l) =
∑
εγ
cn−lεγt

εil+1l+1

il+1l+1 · · · t
εinn

inn
. Then bc =

∞∑
n=0

(
n∑
l=0

blα
l(cn−l)

)
xn ∈ W, and the claim

is proved.
Now we show that k[H] ⊆ W. First observe that 1 + xi = 1 + ti1x ∈ W for all i ∈ J, and

1 + x ∈W.

(1 + ti1x)−1 =
∞∑
n=0

(−ti1x)n =
∞∑
n=0

(−1)nti1 · · · tinxn ∈W.

(1 + x)−1 =
∞∑
n=0

(−x)n ∈W.

Therefore k[H], the k-algebra generated by {1+xi, (1+xi)−1 | i ∈ J}∪{1+x, (1+x)−1},
is contained in W .

Let p =
( ∞∑
n=0

anx
n

)
xl ∈W \ {0} with a0 6= 0. Then

p−1 = x−l
∞∑
n=0

bnx
n,
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where b0 = a−1
0 ∈ V, and, if n ≥ 1, bn = −a−1

0

n∑
j=1

ajα
j(bn−j) ∈ V. Therefore p−1 ∈ U.

This shows that Q1(k[H], E) ⊆ U. By Remarks 7.37, the ring Q2(k[H], E) is the division
ring of fractions of k[H] inside Q. As in the proof of Proposition 7.24, (ti1 − t2i2)−1 belongs
to the division ring of fractions of k[H] (or k〈X〉) inside Q, but (ti1 − t2i2)−1 /∈ U. Therefore
(ti1 − t2i2)−1 /∈ Q1(k[H], E). �

We can also state a result for the group ring that looks like Corollaries 7.13 and 7.25. It
does not appear in [HS07].

Corollary 7.40. Let k be a field. Let {hi}i≥1 be an infinite countable set and H the free
group on {hi}i≥1. Then there exist infinite non-isomorphic division rings of fractions D of
k[H] such that k[H] ↪→ D is of inversion height one and inversion height two.

Proof. Fix a natural p ≥ 2. Let Z = {z1, z2, . . . } be an infinite countable set. In
Corollaries 7.13 and 7.25 we proved that the embedding δp : k〈Z〉 ↪→ Qp ↪→ E of k-algebras
defined by zi 7→ xjx

s
0, where i = (p − 1)s + j with 1 ≤ j ≤ p − 1, is of inversion height

one or two depending on whether we are talking about the embedding of Corollary 7.13 or
Corollary 7.25 respectively. Moreover Qp is not isomorphic to Qq as division rings of fractions
of k〈Z〉 if p 6= q.

In the case of inversion height one observe that v(zi) = v(xjxs0) = v(tjxxs) ≥ 1 for all
i ≥ 1. In the case of inversion height two note that v(zi) = v(xjxs0) = v(tj1xxs) ≥ 1 for
all i ≥ 1, where v is the usual valuation defined on K[[x;αp]] ⊆ E in both cases. Hence,
by Corollary 7.34, we obtain that k[H] ↪→ K[[x;αp]] ⊆ E, where hi 7→ 1 + zi. Moreover
k[H] ↪→ Qp ⊆ E because 1 + zi ∈ Qp for each i ≥ 1. Thus both k[H] and k〈Z〉 have Qp
as division ring of fractions. Notice that Qp and Qq are not isomorphic as division rings of
fractions of k[H] if p 6= q, because if they were, then they would be isomorphic as division
rings of fractions of k〈Z〉 since hi − 1 = zi.

Now in the case of Corollary 7.13, k[H] ↪→ Qp is of inversion height one by Proposition 7.4
and Remarks 7.3(d) since k〈Z〉 ⊆ k[H].

In the case of Corollary 7.25, observe that hj 7→ 1 + ti+1x
s+1 and then

(1 + ti1x
s+1)−1 =

∞∑
n=0

(−ti1xs+1)n =
∞∑
n=0

(−1)nti1ti(s+2) . . . ti(n−1)(s+1)+1x
n(s+1) ∈W.

Thus k[H] ⊆W. Then the same proof of Proposition 7.39 shows that k[H] ↪→ Qp is of inversion
height two. �

7. Embeddings of infinite inversion height: A solution to a conjecture by B.H.
Neumann

Let X be a set with | X |≥ 2, H the free group on X and k a field. Choose a total order on
H such that (H,<) is an ordered group. Consider the Mal’cev Neumann series ring k((H,<))
associated with the group ring k[H]. B.H. Neumann conjectured in [Neu49a, p. 215] that

(N) the inversion height of the embedding k[H] ↪→ k((H,<)) is infinite.

Related to this conjecture, C. Reutenauer proved in [Reu96, Theorem 2.1] that this
conjecture holds when X is infinite (see below for more details). As far as we know the
conjecture has not been proved in the finite case, although it was expected to be true [Reu96,
Section 5.2]. This section is devoted to confirm this conjecture when X is a finite set with at
least two elements.

We begin with some definitions.
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Definitions 7.41. Let k be a ring and X a set. Let A be an n× n matrix with entries over
the free k-ring k〈X〉.
(a) Let i, j, p, q ∈ {1, . . . , n}. By Aij we denote the matrix obtained from A by deleting the

i-th row and the j-th column. By rjp we mean the row vector obtained from the p-th row
of A deleting the j-th entry. And by siq we denote the column vector obtained from the
q-th column of A by deleting the i-th entry.

(b) The matrix A = (xij) is said to be a generic matrix (over k〈X〉) if the xij ’s are distinct
variables in X. �

Following the works by I. Gelfand, V. Retakh et al, for example [GGRW05, Section 1.2],
we have the following

Lemma 7.42. Let k be a division ring, X a non-empty set and H the free group on X.
Choose a total order on H such that (H,<) is an ordered group. Let E = k((H,<)) be
the Mal’cev-Neumann series ring associated with k[H]. Consider the embedding

k〈X〉 ↪→ k[H] ↪→ E.

The following statements hold
(i) Any generic matrix (over k〈X〉) is invertible over E.
(ii) Let B = (ypq) be the inverse of an n× n generic matrix A = (xij). Then

yji =
(
xij − rji (A

ij)−1sij

)−1
,

and the inversion height of yji with respect to k〈X〉 ↪→ E is at most n for any 1 ≤ i, j ≤ n.

Proof. (i) Observe that a generic matrix is full. Indeed, let A = (xij) be an n×n generic
matrix. Consider the morphism of k-rings ϕ : k〈X〉 → k defined by xii 7→ 1 and x 7→ 0 for all
x ∈ X \ {x11, . . . , xnn}. Then the image of A by ϕ is the identity n× n matrix over k which
is clearly full. Hence the image of A is invertible in E by Theorem 4.36.

(ii) Let A be an n× n generic matrix. First we see how ynn looks like. If n = 1, it is clear

that y11 = x−1
11 . If n ≥ 2, decompose A as

(
Ann snn
rnn xnn

)
and consider the formulas

Y11 =
(
Ann − rnnx−1

nns
n
n

)−1

Y12 = −(Ann)−1snn

(
xnn − rnn(Ann)−1snn

)−1

Y21 = −x−1
nnr

n
n

(
Ann − snnx−1

nnr
n
n

)−1

Y22 =
(
xnn − rnn(Ann)−1snn

)−1
.

Note that they all make sense in E. For example, Ann is an (n−1)×(n−1) generic matrix
and thus invertible by (i). The element rnn(Ann)−1snn is a series whose support is contained
in the subgroup generated by X \ {xnn}. Therefore xnn − rnn(Ann)−1snn is non-zero and thus
invertible. A similar reasoning shows that Ann − rnnx−1

nns
n
n is not zero.

It is not difficult to prove that the product
(
Ann snn
rnn xnn

)(
Y11 Y12

Y21 Y22

)
is the identity

matrix, and thus
(
Y11 Y12

Y21 Y22

)
is the inverse of A.

Consider the (i, j)-th entry of A. Let P be the permutation (of rows) matrix such that
moves the i-th row to the n-th row and the p-th row to the (p−1)-th row for i < p ≤ n. Let Q
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be the permutation (of columns) matrix such that moves the j-th column to the n-th column

and the q-th column to the (q− 1)-th column for j < q ≤ n. Therefore PAQ =

(
Aij sij
rji xij

)
.

By the foregoing, the (n, n)-th entry of Q−1A−1P−1 is
(
xij − rji (Aij)−1sij

)−1
. Therefore the

(j, i)-th entry of B = A−1 = Q(Q−1A−1P−1)P is
(
xij − rji (Aij)−1)sij

)−1
.

We prove by induction on n that the inversion height of yji is at most n. For n = 1, the
result is clear, B = x−1

11 . Suppose that n ≥ 2, and the result holds for n − 1, i.e. the entries
of the inverse of an (n− 1)× (n− 1) generic matrix are of inversion height at most n− 1. We

have just proved that yji =
(
xij−rji (Aij)−1)sij

)−1
. Our induction hypothesis implies that the

inversion height of xij − rji (Aij)−1)sij is at most n − 1. Thus the inversion height of yji is at
most n. �

The following notion was introduced by I. Gelfand and V. Retakh in [GR91] [GR92]
[GR93]. Usually it is used in a more general context, see for example [GGRW05].

Definition 7.43. Let k be a division ring, X a set and H the free group on X. Consider the
free k-ring k〈X〉. Let A = (xij) be an n × n generic matrix over k〈X〉. For i, j ∈ {1, . . . , n}
the (i, j)-th quasideterminant |A|ij of A is the element of k((H,<)) defined by the formula

|A|ij = xij − rji (A
ij)−1sij .

Thus, |A|ij is the inverse of the (j, i)-th entry of the inverse of A by Lemma 7.42. �

Observe that the definition of the (i, j)-th quasideterminant does not depend on the total
order < chosen such that (H,<) is an ordered group. Indeed if <′ is such an order and
E′ = k((H,<′)), then there exists an isomorphism of k[H]-rings (in particular of k〈X〉-rings)
φ : E(k[H])→ E′(k[H]) by Corollary 6.5 or Corollary 4.41. Therefore the image by φ of |A|ij
defined in E is |A|ij defined in E′.

Let X be a finite set, H the free group on X and k a field. Let < be a total order on H such
that (H,<) is an ordered group. Consider the Mal’cev-Neumann series ring E = k((H,<))
associated with the group ring k[H]. It was conjectured by I. Gelfand and V. Retakh
(GR) Let A be an n×n generic matrix over k〈X〉. The inversion height of |A|ij with respect

to k〈X〉 ↪→ E is n− 1 for each i, j ∈ {1, . . . , n}.
The matrix Aij is an (n − 1) × (n − 1) generic matrix. Hence Lemma 7.42 implies that

the inversion height of |A|ij is at most n− 1. Furthermore C. Reutenauer proved in [Reu96,
Theorem 2.1] that (GR) holds. More concretely, he showed that in the notation of (GR)

Theorem 7.44. Each entry of the inverse of the n×n generic matrix A is of inversion height
n with respect to k〈X〉 ↪→ E. �

Note that Theorem 7.44 implies (GR). Otherwise it would contradict Theorem 7.44 since
the inversion height of |A|ij is at most n− 1 and the (j, i)-th entry of A−1 is |A|−1

ij .
Now it is not difficult to prove, as we said at the beginning of this section, that C.

Reutenauer’s result implies (N) when X is an infinite set.

Remark 7.45. Let X be an infinite set, H the free group on X and k a field. Choose a total
order on H such that (H,<) is an ordered group. Consider the Mal’cev-Neumann series ring
E = k((H,<)) associated with the group ring k[H]. Then the inversion height of k〈X〉 ↪→ E
and k[H] ↪→ E is infinite. Indeed, if An is an n× n generic matrix, then the inversion height
of the entries of A−1

n is n with respect to k〈X〉 ↪→ E and n− 1 with respect to k[H] ↪→ E.
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Proof. The result is a consequence of the following claim. Let f be an element in
E(k〈X〉), the division ring of fractions of k〈X〉 inside E, of inversion height ≤ m with respect
to k〈X〉 ↪→ E. Then there exists a finite subset Y of X such that f ∈ E(k〈Y 〉), and the
inversion height of f with respect to k〈Y 〉 ↪→ E is ≤ m. For m = 0 the claim is clear. So
suppose that the claim is true for m − 1 ≥ 0. Since f ∈ Qm(k〈X〉, E), f is a finite sum of
elements of the form f1 · · · fl where either fi ∈ Qm−1(k〈X〉, E) or fi is the inverse of some

nonzero element in Qm−1(k〈X〉, E). Hence, if f =
r∑
j=1

f1j · · · fljj , the induction hypothesis

implies that there exist Y1j , . . . , Yljj such that fij ∈ E(k〈Yij〉) and the inversion height of fij
with respect to k〈Yij〉 ↪→ E is ≤ m. Let Y = ∪

i,j
Yij . Then f ∈ E(k〈Y 〉), and the inversion

height of f with respect to k〈Y 〉 ↪→ E is ≤ m because Qm(k〈Yij〉, E) ⊆ Qm(k〈Y 〉, E). So the
claim is proved.

Since X is an infinite set, there exist n×n generic matrices An for each natural n ≥ 1. The
entries of the inverse of An are of inversion height n with respect to k〈Y 〉 ↪→ E for any finite
subset Y of X that contains the entries of An by Theorem 7.44, and the fact that E(k〈Y 〉) is
the division ring of fractions of k〈Y 〉 inside k((HY , <)) where HY is the free (sub)group on Y .
Hence our claim implies that the inversion height of the entries of the inverse of An is exactly
n with respect to k〈X〉 ↪→ E. Hence, there exist elements of inversion height n with respect
to k〈X〉 ↪→ E for each n. Thus k〈X〉 ↪→ E is of infinite inversion height.

Now note that k[H] ⊆ Q1(k〈X〉, E) ⊆ Q1(k[H], E). Thus

Qn−1(k[H], E) ⊆ Qn(k〈X〉, E) ⊆ Qn(k[H], E)

for all n ≥ 1. This implies that the inversion height of the entries of A−1
n is either n or n− 1

with respect to k[H] ↪→ E. We prove by induction on n that it is at most n− 1.
For n = 1, it is clear that if x ∈ X, then x−1 ∈ H ⊆ k[H], and thus it is of inversion height

n− 1 = 0. Suppose that n ≥ 2 and the inversion height of the entries on an (n− 1)× (n− 1)
generic matrix is at most n− 2 with respect to k[H] ↪→ E. Consider an n× n generic matrix

An = (xij). Then the (j, i)-th entry of A−1
n is

(
xij − rji (Aijn )−1sij

)−1
, which is of inversion

height at most n − 1 with respect to k[H] ↪→ E because of the induction hypothesis applied
to (Aijn )−1. �

After these well-known results we proceed to prepare the proof of (N) when X is a finite
set of cardinality at least two. We begin with the following important result that will allow
us to reduce our problem to the case of Theorem 7.44.

Theorem 7.46. Let R be a domain with a division ring of fractions D. Let (L,<) be an
ordered group. Consider a crossed product group ring RL that can be extended to DL. Let
E = D((L,<)) be the associated Mal’cev-Neumann series ring. Thus E is a division ring and
RL ↪→ E. Then

Qn(RL,E) ⊆ Sn =

{∑
x∈L

axx̄ ∈ E | ax ∈ Qn(R,D)

}
(66)

for each n ∈ N. Moreover, if f ∈ D is of inversion height n (with respect to R ↪→ D), then
f ∈ E is of inversion height n (with respect to RL ↪→ E). Therefore hE(RL) ≥ hD(R).

Proof. First we claim that for each x ∈ L, n ∈ N and a ∈ Qn(R,D), x̄ax̄−1 ∈ Qn(R,D).
We proceed to prove this by induction on n. The claim is clear for n = 0 because

x̄ax̄−1 = aσ(x) ∈ R = Q0(R,D).
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Suppose that the result holds for n ≥ 0. Let a ∈ Qn(R,D) \ {0}. Then

x̄a−1x̄−1 = (x̄ax̄−1)−1 ∈ Qn+1(R,D) \ {0}.

Now the claim follows from the fact that Qn+1(R,D) is the subring of D generated by the set
{a, b−1 | a, b ∈ Qn(R,D), b 6= 0}.

Clearly (66) holds for n = 0 because Q0(RL,E) = RL ⊆ S0. So suppose that (66) holds
for n ≥ 0, and we prove (66) for n + 1. Let f ∈ Qn(RL,E) with f 6= 0. Suppose that
f =

∑
x∈L

axx̄ with ax ∈ Qn(R,D). Let x0 = ω(f) = min{x ∈ L | x ∈ supp f} ∈ L. Then, from

Corollary 4.20,
f−1 =

∑
m≥0

(ax0 x̄0)−1(g(ax0 x̄0)−1)m,

where g = ax0 x̄0 − f ∈ Sn. Note that (ax0 x̄0)−1 = x̄−1
0 a−1

x0
= x̄−1

0 a−1
x0
x̄0x̄

−1
0 ∈ Sn+1, and thus

g(ax0 x̄0)−1 ∈ Sn+1. Now observe that Sn+1 is a ring, indeed if p =
∑
y∈L

byȳ, q =
∑
z∈L

cz z̄ ∈ Sn+1,

then p+ q ∈ Sn+1 and

pq =
∑
x∈L

(∑
yz=x

byȳcz ȳ
−1τ(y, z)

)
x̄ ∈ Sn+1.

Thus (g(ax0 x̄0)−1)m ∈ Sn+1 for each m ∈ N. Now recall that the series
∑
m≥0

(g(ax0 x̄0)−1)m is

defined in D((L,<)) by Theorem 4.19(iv). Thus, for each x ∈ L, the set

{m ∈ N | x ∈ supp
(
(g(ax0 x̄0)−1)m

)
}

is finite. Hence, for each x ∈ L, the coeficient of x̄ in
∑
m≥0

(g(ax0 x̄0)−1)m is an element of

Qn+1(R,D), i.e.
∑
m≥0

(g(ax0 x̄0)−1)m ∈ Sn+1. Therefore

f−1 = (ax0 x̄0)−1
∑
m≥0

(g(ax0 x̄0)−1)m ∈ Sn+1.

As before, it is not difficult to prove that (66) holds for n+1 by the definition of Qn+1(RL,E),
and the fact that Sn+1 is a ring.

If R is a division ring, the remaining part is clear. So suppose that R is not a division
ring. Fix n ∈ N such that there exists f ∈ Qn+1(R,D) \Qn(R,D). Since R ⊆ RL, note that
f ∈ Qn+1(R,D) ⊆ Qn+1(RL,E).On the other hand, observe that two series

∑
bxx̄,

∑
cxx̄ ∈ E,

where ax, bx ∈ D for all x ∈ L, are equal if and only if bx = ax for all x ∈ L. Therefore f /∈ Sn
and thus f /∈ Qn(RL,E) as desired. �

Recall that if R is a ring and α an automorphism of R, then R[x, x−1;α] is a crossed
product group ring with associated Mal’cev-Neumann series ring the skew Laurent series ring
R((x;α)). Thus from Theorem 7.46 we obtain

Corollary 7.47. Let R be a ring and α an automorphism of R. Suppose that R has a division
ring of fractions D and that α extends to an automorphism of D. So that R[x, x−1;α] embeds
in the division ring Q = Qlcl(D[x, x−1;α]). If f ∈ D is of inversion height n (with respect
to R ↪→ D) then f is of inversion height n (with respect to R[x, x−1;α] ↪→ Q). Therefore
hQ(R[x, x−1;α]) ≥ hD(R). �

In case that α is not necessarily a ring automorphism we can prove an analogous result as
the previous corollary proceeding as in the proof of Theorem 7.46. More concretely
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Corollary 7.48. Let R be a domain, and α : R→ R be a ring monomorphism. Suppose that
R has a division ring of fractions D, that α extends to D and that

α
(
Qn+1(R,D) \Qn(R,D)

)
⊆ Qn+1(R,D) \Qn(R,D) (67)

for all n ∈ N. Observe that R[x;α] embeds in the division ring Q = Qcl(D[x;α]). If f ∈ D is
of inversion height n (with respect to R ↪→ D), then f is of inversion height n (with respect
to R[x;α] ↪→ Q). Therefore hQ(R[x;α]) ≥ hD(R).

Proof. It is not difficult to realize that for each a ∈ Qn(R,D), α(a) ∈ Qn(R,D).
By the universal property of the Ore localization and Proposition 3.10, we can see Q

embedded in the division ring

E =

{
x−r

∞∑
m=0

amx
m | am ∈ D, r ≥ 0

}
.

As before, we prove that

Qn(R[x;α], Q) ⊆ Sn =

{
x−r

∞∑
m=0

amx
m | am ∈ Qn(R,D), r ≥ 0

}
.

For n = 0, it is clear since Q0(R[x;α], Q) = R[x;α] ⊆ S0. Let n ≥ 0 and

f = x−r
∞∑
r=0

amx
m ∈ Qn(R[x;α], Q) \ {0}.

Let m0 = min{m | am 6= 0}. Then f = x−r
(∞∑
l=0

am0+lx
l

)
xm0 . Set h =

∞∑
l=0

am0+lx
l and

g = am0x
m0 − h. Thus

h−1 =
∞∑
m=0

(am0x
m0)−1(g(am0x

m0)−1)m ∈ Sn+1.

Then f−1 = x−m0h−1xr ∈ Sn+1. From this and the definition of Qn+1(R[x;α], Q), it follows
that Qn+1(R[x;α], Q) ⊆ Sn+1.

If R is a division ring, the remaining part is clear. So suppose that R is not a division ring.
Fix n ∈ N such that there exists f ∈ Qn+1(R,D)\Qn(R,D). If f ∈ Sn, then there exists a series

x−r
∞∑
m=0

amx
m, with r ≥ 0 and am ∈ Qn(R,D) for all m ∈ N, such that f = x−r

∞∑
m=0

amx
m.

Hence xrf =
∞∑
m=0

amx
m and αr(f)xr =

∞∑
m=0

amx
m. Therefore αr(f) = ar ∈ Qn(R,D), a

contradiction with (67). Thus, f /∈ Sn, as desired. �

Note that if α is an automorphism then (67) in the foregoing corollary holds. Hence we
obtain the following useful result.

Corollary 7.49. Let R be a domain and α : R→ R be a ring isomorphism. Suppose that R
has a division ring of fractions D and that α extends to D. Observe that R[x;α] embeds in the
division ring Q = Qcl(D[x;α]). If f ∈ D is of inversion height n (with respect to R ↪→ D) then
f is of inversion height n (with respect to R[x;α] ↪→ Q). Therefore hQ(R[x;α]) ≥ hD(R). �

Proof. This result follows from Corollary 7.48 once we show that (67) holds. This can
be proved by induction on n. Suppose that α induces an automorphism of Qn(R,D). Since
α(f−1) = α(f)−1 and α−1(f−1) = (α−1(f))−1 for each f ∈ Qn(R,D) \ {0}, α induces an
automorphism of Qn+1(R,D). Since α(Qn(R,D)) = Qn(R,D), (67) holds. Now notice that
α induces an automorphism of Q0(R,D) = R. �
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Before giving Theorem 7.53, we need to introduce a standard result on free groups that
can be found, for example, in [Kur60, Section 36].

Definitions 7.50. Let H be a free group on a set X and N a subgroup of H.
(a) A transversal of N in H is a representative from each right coset Nh of N in H. We will

denote the representative of Nh by Nh.
(b) A Schreier transversal of N in H is a transversal S such that whenever h = xε11 · · ·xεmm ∈ S

is a reduced word (where xi ∈ X and εi = ±1), then every initial segment xε11 · · ·x
εl
l , l ≤ m,

also is in S. �

Theorem 7.51. Let H be a free group on the set X, and N be a subgroup of H. If the set
S = {Nh ∈ Nh | h ∈ H} is a Schreier transversal of N in H, then the set

Y = {(Nh)y(Nhy)−1 6= 1 | y ∈ X, Nh ∈ S}
is a basis for N , that is, N is the free group on the set Y . �

Example 7.52. Let H be the free group on a set X with at least two elements. Let C = 〈c〉
be the infinite cyclic group. Let x ∈ X. Consider the morphism of groups ϕ : H → C given
by x 7→ c and y 7→ 1 for all y ∈ X \ {x}. Let N = kerϕ. Note that for each h ∈ H there
exists n ∈ Z such that Nh = Nxn. Hence S = {xn | n ∈ Z} is a Schreier transversal of
N in H. The representative for Nxmy = Nxmyx−mxm = Nxm in S is xm. Hence the set
{xnyx−n | y ∈ X \ {x}, n ∈ Z} is a basis for N by Theorem 7.51. �

Now we are ready to prove the desired result on the conjecture (N).

Theorem 7.53. Let k be a field, X a finite set with at least two elements and H the free
group on X. Choose a total order on H such that (H,<) is an ordered group. Consider the
Mal’cev-Neumann series ring E = k((H,<)) associated with the group ring k[H]. Then the
inversion height of ιX : k〈X〉 ↪→ E and ιH : k[H] ↪→ E is infinite. Moreover, if x and y are
different elements in X, then the entries of the inverse of the matrix

An =


xyx−1 x2yx−2 · · · xnyx−n

xn+1yx−n−1 · · · · · · · · ·
· · · · · · · · · · · ·

xn
2−n+1yx−n

2+n−1 · · · · · · xn
2
yx−n

2


are of inversion height n with respect to ιX and of inversion height n− 1 with respect to ιH .

Proof. Let x ∈ X. By Example 7.52, H is the extension of the free group N on the
infinite set Z = {xnyx−n | y ∈ X \ {x}, n ∈ Z} by the infinite cyclic group L generated by
x. Then k[H] can be seen as a crossed product group ring (k[N ])L by Lemma 4.7. Taking a
closer look at k[H] = k[N ]L, for example as in the proof of Lemma 4.7, one sees that in fact
k[H] = k[N ][x, x−1;α] where α is left conjugation by x, i.e. α(f) = xfx−1 for all f ∈ k[N ].

Now we prove that α can be extended to an automorphism of E(k[N ]). It can be seen as a
consequence of Hughes’ Theorem I, but we show it in a more elementary way. First notice that
left conjugation by x and x−1 induce automorphisms of E(k[H]) because x ∈ E(k[H]). We
show by induction on n that left conjugation by x extends to an automorphism of Qn(k[N ], E)
for each n ∈ N using an argument that we have already used. For n = 0 it is clear because
Q0(k[N ], E) = k[N ]. Suppose that n ≥ 0, and that left conjugation by x and x−1 induce
automorphisms of Qn(k[N ], E). Let f ∈ Qn(k[N ], E) \ {0}. Then xf−1x−1 = (xfx−1)−1

and x−1fx = (x−1fx)−1 belong to Qn+1(k[N ], E) \ {0}. Hence left conjugation by x and x−1

induce endomorphisms of Qn+1(k[H], E), and their composition in any order is the identity.
Thus left conjugation by x induces an automorphism of Qn+1(k[H], E). Hence left conjugation
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by x induces an automorphism of E(k[N ]) =
⋃
n≥0

Qn(k[N ], E) as desired. Call again α this

extension.
Note that the powers of x are E(k[N ])-linearly independent because the series of E(k[N ])

have their support contained in N , and n1x
r1 = n2x

r2 for n1, n2 ∈ N and r1, r2 ∈ Z if and
only if n1 = n2 and r1 = r2. Hence E(k[N ])[x, x−1;α] is contained in E(k[H]). Also α
induces an automorphism of k〈Z〉 and clearly E(k〈Z〉) = E(k[N ]). Hence k〈Z〉[x;α] and
E(k〈Z〉)[x;α] are contained in E(k[H]). Both E(k[N ])[x, x−1;α] and E(k〈Z〉)[x;α] have the
same Ore division ring of fractions, both embed in the division ring E(k[H]), and both have
E(k[H]) as Ore division ring of fractions because both contain k〈X〉.

Note that the entries of An are in k[N ]. Therefore the entries of its inverse are in E(k[N ]).
Now Corollary 7.47 implies that the inversion height of the entries of the inverse of An with
respect to k[N ] ↪→ E(k[N ]) and with respect to k[H] ↪→ E(k[H]) are the same. By Re-
mark 7.45, the inversion height of the entries of the inverse of An is n − 1 with respect to
k[N ] ↪→ E(k[N ]). Therefore the entries of the inverse of An have inversion height n− 1 with
respect to ιH . Hence ιH is of infinite inversion height.

Notice that k[H] ⊆ Q1(k〈X〉, E) ⊆ Q1(k[H], E). Hence

Qn−1(k[H], E) ⊆ Qn(k〈X〉, E) ⊆ Qn(k[H], E)

for all n ≥ 1. Thus the inversion height of the entries of the inverse of An with respect to ιX
is n or n− 1 and the inversion height of ιX is infinite.

Finally we prove that the inversion height of the entries of the inverse of An is at least n
with respect to ιX .

Note that the entries of An are in k〈Z〉 . Therefore the entries of its inverse are in E(k〈Z〉).
Now Corollary 7.49 implies that the inversion height of the entries of the inverse of An with
respect to k〈Z〉 ↪→ E(k〈Z〉) and with respect to k〈Z〉[x;α] ↪→ E(k〈Z〉[x;α]) are the same.
By Remark 7.45, the inversion height of the entries of the inverse of An is n with respect to
k〈Z〉 ↪→ E(k〈Z〉). Hence it is also n with respect to k〈Z〉[x;α] ↪→ E(k〈Z〉[x;α]).

Since k〈X〉 ⊆ k〈Z〉[x;α] ⊆ Q1(k〈X〉, E), then

Qn−1(k〈X〉, E) ⊆ Qn−1(k〈Z〉[x;α], E) ⊆ Qn(k〈X〉, E) ⊆ Qn(k〈Z〉[x;α], E)

for all n ≥ 1. Thus the inversion height of the entries of the inverse of An is at least n with
respect to ιX , as desired. �

Remark 7.54. Let X be a set of cardinality at least 2, H the free group on X and < a
total order on H such that (H,<) is an ordered group. Consider a crossed product group ring
kH, its polynomial ring k〈X〉 and the associated Mal’cev-Neumann series ring E = k((H,<)).
Consider the embeddings k〈X〉 ↪→ E and kH ↪→ E. It is reasonable to think that k〈X〉 ↪→ E is
of infinite inversion height. Moreover, if Theorem 7.44 is true for the polynomial algebra k〈X〉
of the crossed product group ring kH, then the conjecture (N) would also hold for crossed
product group rings since the proof of Theorem 7.53 is valid for any crossed product group
ring kH. �

Now we show that Theorem 7.46 is in fact a theorem for groups with a subnormal series
with orderable factors.

Theorem 7.55. Let k be a division ring. Let G be a group with a subnormal series (Gγ)γ≤τ
with orderable factors. Consider a crossed product group ring kG and the embedding kG ↪→ D
where D is the Hughes-free division ring of fractions of kG. Let f ∈ kGγ for some ordinal
number γ ≤ τ . Then the inversion height of f with respect to kG ↪→ D is the inversion height
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of f with respect to kGγ ↪→ D(kGγ). In particular, if k is a field and either Gγ or any factor
Gγ+1/Gγ is a non-commutative free group, then hD(kG) =∞.

Proof. First observe that D(kGγ) is the Hughes-free division ring of fractions of kGγ for
each ordinal number γ ≤ τ .

Fix an ordinal number γ ≤ τ and f ∈ D(kGγ). We prove by induction that the inversion
height of f with respect to kGδ ↪→ D(kGδ) is exactly the inversion height of f with respect
to kGγ ↪→ D(kGγ) for all γ ≤ δ ≤ τ .

For δ = γ the result is clear. Suppose that the result holds for kGδ with δ ≥ γ. By
Lemma 4.7, kGδ+1 = kGδ

Gδ+1

Gδ
. Since kGδ+1 ↪→ D(kGδ+1) is a Hughes-free embedding, and

D(kGδ) is the Hughes-free division ring of fractions of kGδ, then D(kGδ+1) is the Hughes-free
division ring of fractions of D(kGδ)

Gδ+1

Gδ
by Remark 6.11. Fix an order < on Gδ+1/Gδ such

that (Gδ+1/Gδ, <) is an ordered group. Therefore D(kGδ+1) can be seen as the division
ring of fractions of D(kGδ)

Gδ+1

Gδ
inside D(kGδ)((

Gδ+1

Gδ
, <)) by Examples 5.6(d) and Hughes’

Theorem I 6.3. Now Theorem 7.46 implies that the inversion height of f with respect to
kGδ+1 ↪→ D(kGδ+1) equals the inversion height of f with respect to kGδ ↪→ D(kGδ). Suppose
now that δ is a limit ordinal number ≤ τ , and that we have proved the result for all ordinals
γ ≤ η < δ. Notice that the inversion height of f with respect to kGδ ↪→ D(kGδ) is smaller
or equal than with respect to kGη ↪→ D(kGη) for any γ ≤ η by Remarks 7.3(d). As in the
proof of Remark 7.45, it can be proved that there exists a finitely generated subgroup L of
Gδ such that the inversion height of f with respect to kGδ ↪→ D(kGδ) equals the inversion
height of f with respect kL ↪→ D(kL). Let γ ≤ η < δ be such that L is contained in Gη.
The inversion height of f with respect to kGη ↪→ D(kGη) equals the inversion height of f
with respect to kGγ ↪→ D(kGγ) by induction hypothesis, and it is smaller or equal than the
inversion height of f with respect to kL ↪→ D(kL). Thus we have equality. Therefore the
inversion height of f with respect to kGγ ↪→ D(kGγ) equals the inversion height of f with
respect to kGδ ↪→ D(kGδ).

For the second part observe that the foregoing and Theorem 7.53 imply the result when
some Gγ is a non-commutative free group. If some factor Gγ+1/Gγ is a non-commutative free
group, observe that we have proved

kGγ+1 ↪→ D(kGγ)
Gγ+1

Gγ
↪→ D(kGγ+1) ↪→ D(kGγ)

((Gγ+1

Gγ
, <

))
.

By Theorem 7.53, D(kGγ)
Gγ+1

Gγ
↪→ D(kGγ)((

Gγ+1

Gγ
, <)) is of infinite inversion height. Then

kGγ+1 ↪→ D(kGγ+1) is of infinite inversion height by Remarks 7.3(d). �

From the first part of Theorem 7.55 we also obtain another proof of Theorem 7.46.

Corollary 7.56. Let k be a field, X a finite set with at least two elements and H the free
group on X. Choose a total order on H such that (H,<) is an ordered group. Consider the
Mal’cev-Neumann series ring E = k((H,<)) associated with the group ring k[H]. Then the
inversion height of ιH : k[H] ↪→ E is infinite.

Proof. Consider any non-trivial normal subgrup N of H such that H/N is a non-trivial
orderable group. It is known that if H/N is of infinite order, then N is (free and) not finitely
generated [Mas91, Exercise 8.3]. For example, we can take N = [H,H], the commutator
subgroup. ThenH/N is the free abelian group onX. The embedding k[H] ↪→ E is Hughes-free
by Examples 5.6. The group H has a subnormal series 1 C N C H with orderable factors.
By Remark 7.45, k[N ] ↪→ E(k[N ]) is of infinite inversion height. Therefore k[H] ↪→ E is of
infinite inversion height by the first part of Theorem 7.55. �
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Remark 7.57. The advantage of the normal subgroup N in the proof of Theorem 7.53 is that
we can avoid Hughes’ Theorem II, and it also allows us to show elements of exactly inversion
height n with respect to k〈X〉 ↪→ E. This last thing is not so immediate from the choice of
other normal subgroups N , for example N = [H,H]. �

Corollary 7.58. Let k be a division ring, I a set of cardinality at least two and {Gi}i∈I
a family of non-trivial orderable groups. Let < be a total order on ∗

i∈I
Gi such that ( ∗

i∈I
Gi, <

) is an ordered group. Consider a crossed product group ring k( ∗
i∈I
Gi) and the embedding

k( ∗
i∈I
Gi) ↪→ E = k(( ∗

i∈I
Gi, <)) in its associated Mal’cev-Neumann series ring. Then

hE(k( ∗
i∈I
Gi)) =∞.

Proof. First notice that ∗
i∈I
Gi is orderable by Proposition 2.23. By Corollary 2.9(a),

∗
i∈I
Gi is the extension of a free group K by the group

∏
i∈I

Gi. The same arguments of [Hig40,

Appendix] prove that K is a free group on an infinite set, or also by [Mas91, Exercise 8.3].
Indeed, if we fix a total order ≺ on I, then K is the free group on the non-trivial elements of
the set {

[gi1gi2 · · · gir , gir+a · · · gis ] | gij ∈ Gij , i1 ≺ i2 ≺ · · · ≺ is ∈ I
}
.

Therefore hE(k( ∗
i∈I
Gi)) =∞ by Remark 7.45 and Theorem 7.46.

Another proof follows from Theorem 7.55. The embedding k( ∗
i∈I
Gi) ↪→ E is Hughes-free

by Examples 5.6(d). By Corollary 2.9(a), ∗
i∈I
Gi is the extension of a free group K and

∏
i∈I

Gi.

Moreover K is not commutative. In fact if i1 6= i2 ∈ I, g1 6= h1 ∈ Gi1 , g2 6= h2 ∈ Gi2 , then
1 6= g1g2g

−1
1 g−1

2 and 1 6= h1h2h
−1
1 h−1

2 are elements of K and g1g2g−1
1 g−1

2 6= h1h2h
−1
1 h−1

2 . �

Until now, the embedding of the free k-algebra k〈X〉 inside its universal field of fractions
is the only embedding of infinite inversion height we have seen. One might think that infinite
inversion height could determine this embedding, but as the following two results show this is
not true.

Corollary 7.59. Let k be a field and Z = {z1, z2, . . . } be an infinite countable set. Then
k〈Z〉, the free k-algebra on Z, has infinite non-isomorphic division rings of fractions D for
which k〈Z〉 ↪→ D is of infinite inversion height.

Proof. For each r ≥ 1, let Xr = {x0, x1, . . . , xr}, Hr the free group on Xr, <r a to-
tal order on Hr such that (Hr, <r) is an ordered group, and Dr the division ring of frac-
tions of k〈Xr〉 and k[Hr] inside k((Hr, <r)). In the proof of Proposition 7.4 we gave em-
beddings k〈Z〉 ↪→ k〈Xr〉 ↪→ Dr such that Dr is the division ring of fractions of k〈Z〉 and
hDr(k〈Z〉) = hDr(k〈X〉r) =∞ for each r ≥ 1 by Theorem 7.53.

Now we show that Dr is not isomorphic to Dr′ as division rings of fractions of k〈Z〉 for
different even naturals r, r′. Note that if Dr is isomorphic to Dr′ , then the image a full matrix
over Dr is full over Dr′ .

For each even r consider the matrix Ar =
( z1 zr+1
z2 zr+2

)
over k〈Z〉. The image of Ar in Dr is

the matrix (
x1 x1x0

x2 x2x0

)
=
(
x1

x2

) (
1 x0

)
,

and thus it is not full. But the image of Ar in Dr′ for even r′ > r is the full matrix
( x1 xr+1
x2 xr+2

)
.

Hence Dr′ is not isomorphic to Dr as division rings of fractions of k〈Z〉 for different even
naturals r, r′, and k〈Z〉 ↪→ Dr is of infinite inversion height. �
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Corollary 7.60. Let k be a field. For each finite set X with |X| ≥ 2, there exist infinite
non-isomorphic division rings of fractions D of k〈X〉 such that hD(k〈X〉) =∞.

Proof. Let r ≥ 1 be a natural number. Consider the group

Γr =

〈
X,T

∣∣∣∣∣ TXTX−1T−1XT−1X−1=1
TX2TX−2T−1X2T−1X−2=1

···
TXrTX−rT−1XrT−1X−r=1

〉
.

Proceeding as in Examples 2.10(b), Γr is isomorphic to the group

Γ′r =

〈
X,T0, T1, . . . Tr

∣∣∣∣∣∣
T0T1T

−1
0 T−1

1 , XT0X−1=T1

T0T2T
−1
0 T2=1, XT1X−1=T2
... ...

T0TrT
−1
0 T−1

r =1, XTr−1X−1=Tr

〉
, (68)

where the isomorphism Γr → Γ′r is given by X 7→ X, T 7→ T0, and the inverse Γ′r → Γr
by X 7→ X, Ti 7→ XiTX−i, i = 0, . . . , r. Another way of looking at Γr is as the semidirect
product of the group

Nr =

〈
Ti, i ∈ Z

∣∣∣∣∣
TiTi+1=Ti+1Ti

TiTi+2=Ti+2Ti
···

TiTi+r=Ti+rTi

〉
and the infinite cyclic group C = 〈X〉 where X acts on Nr as Ti 7→ Ti+1, i.e. XTiX−1 = Ti+1.
The isomorphism Γr → NroC is given by X 7→ X, T 7→ T0 with inverse NroC → Γr defined
by X 7→ X, Ti 7→ XiTX−i, i ∈ Z. Observe that Nr is the fundamental group of the graph of
groups

· · · // G(i)
•

G(ei) // G(i+1)
•

G(ei+1)
// · · ·

where G(i) is the free abelian group in {Ti, Ti+1, . . . , Ti+r} and G(ei) the free abelian group
in {Ti+1, . . . , Ti+r} for each i ∈ Z. Also Nr can be seen as

· · ·G(i− 1) ∗G(ei−1) G(i) ∗G(ei) G(i+ 1) ∗G(ei+1) · · · (69)

Consider the morphism of groups Nr → Ar = 〈T0̄, T1̄, . . . , Tr̄〉, where Ar is the free abelian
group on {T0̄, T1̄, . . . , Tr̄}, defined by Ti 7→ Tj̄ if i = n(r + 1) + j for some j, n ∈ Z, 0 ≤ j ≤ r.
Then N is locally indicable by Proposition 2.8. Moreover, it can be deduced from the proof
of that result that Nr is the extension of a free group Lr, which is the kernel of the morphism
Nr → Ar, by the free abelian group Ar. Note that Lr is not cyclic because the elements
T0Tr+1T

−1
0 T−1

r+1 and T2r+2T3r+3T
−1
2r+2T

−1
3r+3 belong to Lr, but they do not commute as can be

deduced from (69). Observe that Γr has a subnormal series

1C Lr CNr C Γr,

with Lr, Γr/Nr = C andNr/Lr = Ar orderable groups. By Corollary 6.12, k[Γr] is Hughes-free
embeddable. Let Er be the Hughes-free division ring of fractions of k[Γr]. By Theorem 7.55,
hEr(k[Γr]) =∞.

Consider the JF-embedding of Section 3.1 defined by the following data. Let K = k(t),
the field of fractions of the polynomial ring k[t]. Let αr+2 : K → K be the morphism of
k-rings defined by t 7→ tr+2. Let Qr+2 = Qlcl(K[x;αr+2]). Let I = {0, . . . , r + 1}. Set t0 = 1,
t1 = t, . . . , tr+1 = tr+1 and x0 = x, x1 = tx, . . . , xr+1 = tr+1x. Set Xr+2 = {x0, . . . , xr+1}. In
this way we obtain a (K, k, αr+2, I, {ti}r+1

i=0 , 1)-JF-embedding k〈Xr+2〉 ↪→ Qr+2.
Observe that there exists a morphism of groups Γr → Q×r+2 defined by X 7→ x, T 7→ t,

or better, in the notation of (68), X 7→ x, T0 7→ t, . . . , Tr 7→ tr+1. Hence, if we set X0 = X,
X1 = T0X, . . . ,Xr+1 = TrX, then {X0, X1, . . . , Xr+1} generate a free monoid inside Γ′r.
Therefore the group ring k[Γr] contains the free k-algebra k〈X0, . . . , Xr+1〉, and clearly also
the free k-algebra k〈X0, . . . , Xr〉. Moreover, Er is a division ring of fractions of k〈X0, . . . , Xr〉
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because T = T0 = X1X
−1
0 , X0 = X belong to the division ring of fractions of k〈X0, . . . , Xr〉 in-

side Er. Then, since k〈X0, . . . , Xr〉 ⊆ k[Γr], we get that hEr(k〈X0, . . . , Xr〉) ≥ hEr(k[Γr]) =∞.
For each r′ > r, consider the embedding k〈X0, . . . , Xr〉 ↪→ k〈X0, . . . , Xr′〉 ↪→ k[Γr′ ]. Again
Er′ is the division ring of fractions of k〈X0, . . . , Xr〉 because T = X1X

−1
0 and X0 = X.

Hence hEr′ (k〈X0, . . . , Xr〉) =∞ for each 1 ≤ r < r′ because k〈X0, . . . , Xr〉 ⊆ k〈X0, . . . , Xr′〉.
Note that, for r ≤ r′ < r′′, Er′ is not isomorphic to Er′′ as division rings of fractions of
k〈X0, . . . , Xr〉 because such isomorphism would imply that k[Γr′ ] is isomorphic to k[Γr′′ ] as
k〈X0, . . . , Xr〉-rings, which is impossible since Γr′ is not isomorphic to Γr′′ via a morphism
which sends X 7→ X and T 7→ T . �

Note that Corollary 7.59 could also be deduced from Corollary 7.60 using Proposition 7.4.
In Section 6, we have given embeddings of the free group k-ring k[H] inside division rings.

One question arises, are they Hughes-free embeddings? At first sight, by equality (58), it seems
that they are not because, roughly speaking, there is “too much commutativity”. The follow-
ing result confirms this first impression. So we can give many examples of non-Hughes-free
embeddings of the free group algebra. The first example of a non-Hughes-free embedding was
given in [Lew74, Section V], we give an infinite family of such examples, some more than in
[HS07, Proposition 8.4].

Corollary 7.61. Let k be a field. Let H be the free group on a set X of at least two elements.
Suppose that the free group ring k[H] has a division ring of fractions D such that k[H] ↪→ D
is of finite inversion height. Then k[H] ↪→ D is not a Hughes-free embedding. In particular,
all JFL-embeddings of k[H] are not Hughes-free.

Proof. Let < be a total order on H such that (H,<) is an ordered group. Consider
the associated Mal’cev-Neumann series ring E = k((H,<)). We know that k[H] ↪→ E is a
Hughes-free embedding by Examples 5.6(d). By Remark 7.45, k[H] ↪→ E is of infinite inversion
height. Recall that inversion height is preserved by isomorphisms of division ring of fractions
by Remark 7.3(f). Then, since k[H] ↪→ D is of finite inversion height, k[H] ↪→ D is not a
Hughes-free division ring of fractions of k[H] by Hughes’ Theorem I 6.3. �

“A universe not without end
But with an infinite number of endings and beginnings

Fragments becoming galaxies
Created, destroyed and recreated”

Ark, Absolute Zero
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Tilting modules





CHAPTER 8

Tilting modules arising from ring epimorphisms

In this chapter we generalize the classical construction of the tilting Z-module Q ⊕ Q/Z,
see Example 8.4, and study the properties of the tilting modules constructed in this way. The
main results of this chapter are from a joint work with L. Angeleri Hügel [AHS08]. We inform
the reader that the homological tools of Section 5 in Chapter 1 will be used throughout.

1. Basics on tilting modules

In this section we present a few of the basics on tilting modules. We intend to give proofs
of most of the elementary results that will be needed later as well as to give some flavor of the
techniques displayed when dealing with tilting modules. We also state some deep results on
the relations between tilting classes and definable classes that will be helpful in the following
sections. For a much more detailed exposition of the subjects in this section see [GT06].

We begin by setting the notation.

Notation 8.1. Let R be a ring. Let M be a right R-module.
(a) By Mod-R we denote the category of right R-modules, and by R -Mod the category of

left R-modules.
(b) Let L be a class of right R-modules, by L⊥ we mean

L⊥ = {M ∈ Mod-R | Ext1R(L,M) = 0 for all L ∈ L}.
If L = {L} we will write L⊥ instead of {L}⊥.

(c) We denote by AddM the class of all modules isomorphic to direct summands of arbitrary
direct sums of copies of M , i.e. N ∈ AddM iff there exist a set I and right R-modules B
and C such that M (I) = B ⊕ C and N ∼= B.

(d) Dually, we denote by ProdM the class of all modules isomorphic to direct summands of
arbitrary direct products of copies of M , i.e. N ∈ ProdM iff there exist a set I and right
R-modules B,C such that M I = B ⊕ C and N ∼= B.

(e) We denote by GenM the class of right R-modules generated by M , that is, the right
R-modules which are epimorphic images of arbitrary direct sums of copies of M .

(f) We denote by PresM the class of all M -presented right R-modules, that is, the right
R-modulesN such that there exist sets I, J and an exact sequenceM (I)→M (J) → N→ 0.
Notice that PresM ⊆ GenM. �

We give now some remarks that will be used throughout.

Remarks 8.2. Let R be a ring.
(a) Let L be a class of right R-modules with pdL ≤ 1 for all L ∈ L, then L⊥ is closed under

images. Indeed, if 0 → X → Y → Z → 0 is an exact sequence with Y ∈ L⊥, then,
applying HomR(L,−), we obtain the exact sequence

0 = Ext1R(L, Y )→ Ext1R(L,Z)→ Ext2R(L,X) = 0

for each L ∈ L.
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(b) Hom(R,M) ∼= M as right R-modules via the map f 7→ f(1). �

Now we proceed to give the definitions of some of the key concepts of this chapter.

Definitions 8.3. Let R be a ring.

(a) A right R-module T is said to be a tilting module if it satisfies
(T1) pdT ≤ 1.
(T2) Ext1R(T, T (I)) = 0 for each set I.
(T3) There exists an exact sequence

0→ R→ T0 → T1 → 0

where T0, T1 ∈ AddT.
(b) A class C of right R-modules is a tilting class if there exists a tilting right R-module T

such that C = T⊥.
(c) Two tilting right R-modules T and T ′ are said to be equivalent if T⊥ = T ′⊥.
(d) Let M be a right R-module and C a class of right R-modules closed under isomorphic

images. A morphism f ∈ HomR(M,C) with C ∈ C is a C-preenvelope of M provided the
morphism of abelian groups HomR(f, C ′) : HomR(C,C ′)→ HomR(M,C ′) is surjective for
each C ′ ∈ C, that is, for each morphism f ′ : M → C ′ there is a morphism g : C → C ′ such
that the following diagram is commutative.

M
f //

f ′   B
BB

BB
BB

C

g

���
�
�

C ′

(e) A C-preenvelope f ∈ HomR(M,C) is a C-envelope of M provided that f is left minimal ,
that is, every g ∈ EndR(C) such that f = gf is an automorphism.

(f) Let V be a set of R consisting of non-zero-divisors of R. Let M be a right R-module.
We say that M is V-divisible if for each y ∈ M and v ∈ V there exists x ∈ M such that
y = xv, i.e. “y is divisible by v”. If R is a domain, we say that M is divisible in case M
is V-divisible for V = R \ {0}. �

Now we present the example of tilting module that we want to generalize.

Example 8.4. Consider the Z-module T = Q⊕Q/Z. Then T is a tilting Z-module.

Proof. The ring Z is hereditary, i.e. pdM ≤ 1 for all M ∈ Mod-Z. Thus pd(T ) ≤ 1,
that is, (T1) is satisfied.

It is known that if R is a principal ideal domain, then the classes of injective and divisible
modules coincide, see for example [Lam99, Corollary 3.17’]. In our case R = Z is certainly a
principal ideal domain, and the Z-modules Q and Q/Z are clearly divisible. Also the direct
sum of divisible modules is divisible. Hence T (I) is divisible, and thus injective, for each set
I. Therefore Ext1R(T, T (I)) = 0 for any set I, and (T2) is satisfied.

The condition (T3) is verified because

0→ Z ι→ Q π→ Q/Z→ 0 (70)

is an exact sequence with Z, Q/Z ∈ AddT .
Now we compute the tilting class T⊥. Clearly the class of divisible (=injective) Z-modules

is contained in T⊥. On the other hand, if M ∈ T⊥, then Ext1Z(Q,M) = Ext1Z(Q/Z,M) = 0
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by the properties of Ext1Z(−,−) with respect to direct sums in the first component. Thus,
applying Hom(−,M) to (70), we obtain the exact sequence

0→ HomZ(Q/Z,M) π∗→ HomZ(Q,M) ι∗→ HomZ(Z,M)→ Ext1Z(Q/Z,M) = 0.

Let r ∈ Z \ {0} and m ∈ M . Consider the map fm ∈ HomZ(Z,M) defined by f(1) = m. By
the exactness of the sequence above, there exists g ∈ HomZ(Q,M) such that gι = fm. Then
m = fm(1) = gι(1) = g(1) = g( rr ) = g(1

r )r. Therefore M is divisible, as desired.
Observe that the foregoing argument also shows that GenT = GenQ is the class T⊥ of

divisible Z-modules. �

Remark 8.5. Observe that Z ↪→ Q is a ring epimorphism, pdZ(Q) ≤ 1 and TorZ1 (Q,Q) = 0
because Q is a flat Z-module. Also the tilting class is described in terms of divisibility. �

The following example shows that preenvelopes generalize the concept of injective hulls.

Example 8.6. Let R be a ring and C the class of injective right R-modules. Then every right
R-module has a C-envelope.

Proof. Let M be a right R-module and ι : M → E its injective hull. Then ι is a
C-envelope. First note that if E′ is another injective right R-module, then

HomR(ι, E′) : HomR(E,E′)→ HomR(M,E′)

is surjective. Thus ι is a preenvelope. Let g ∈ EndR(E) such that gι = ι. Then ker g = 0,
otherwise ker g ∩ ι(M) 6= 0 because ι(M) is essential in E, a contradiction with gι = ι. Hence
g is injective. Now im g is an injective module which is a submodule of E. Thus it is a direct
summand of E. Then g(E) = E because ι(M) ⊆ g(E) is essential in E. Therefore g is an
isomorphism. �

Now we present an important result by P. Eklof and J. Trlifaj [ET01]. It can be found
in [GT06, Theorem 3.2.1] from where we have taken the proof. But first we need to give the
following definitions.

Definitions 8.7. (a) Let {γν}ν<κ be a transfinite sequence of ordinal numbers of length κ.
We say that it is an increasing sequence if γν < γµ when ν < µ < κ. In this case we define
γ = lim

ν→κ
γν = sup{γν | ν < κ}.

(b) An infinite cardinal number δ is said to be a regular cardinal number if there does not
exist an increasing transfinite sequence of ordinal numbers {γν}ν<κ of length κ < δ and
δ = lim

ν→κ
γν . For example, the ordinal number ω is a regular cardinal. It is known that for

each cardinal number γ there exists a regular cardinal δ such that γ < δ. Indeed for each
ordinal number γ, the cardinal number ℵγ+1 is a regular cardinal such that γ < ℵγ+1, see
for example [Jec03, Corollary 5.3]. �

Theorem 8.8. Let R be a ring and M a right R-module. Let S be a set of modules. Then
there is a short exact sequence

0→M ↪→ B → B/M → 0

where B ∈ S⊥ and B/M is S-filtered. In particular, M ↪→ B is an S⊥-preenvelope of M with
B/M ∈ ⊥(S⊥).

If moreover pdX ≤ n for all X ∈ S, then pdB/M ≤ n.

Proof. For each X ∈ S fix a presentation

0→ PX
αX→ FX → X → 0 (71)
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with FX a free right R-module.
Given a right R-module Y , HomR(−, Y ) applied to (71) induces the exact sequence

0→ HomR(X,Y )→ HomR(FX , Y )
HomR(αX,Y )−→ HomR(PX , Y )→

→ Ext1R(X,Y )→ Ext1R(FX , Y ) = 0

Therefore Y ∈ S⊥ if and only if

Hom(FX , Y )
HomR(αX,Y )−→ HomR(PX , Y ) is onto for all X ∈ S. (72)

Let δ be an infinite regular cardinal such that each X ∈ S is generated by a set of
cardinality strictly smaller than δ.

To construct B we need to build a continuous chain of right R-modules (Bγ | γ < δ) such
that

(i) B0 = M .
(ii) Bγ+1/Bγ is isomorphic to a direct sum of modules in S for each γ < δ. More precisely,

Bγ+1/Bγ ∼=
⊕
X∈S

X(HomR(PX,Bγ )).

(iii) B = lim
−→

Bγ where γ < δ. Therefore B/M is S-filtered.

(iv) B satisfies (72), i.e. B ∈ S⊥.
(v) If there exists n ∈ N such that pdX ≤ n for all X ∈ S, then pd(B/M) ≤ n.

Define B0 = M . Suppose that we have constructed Bγ for γ < δ, then Bγ+1 is built as
follows. For each X ∈ S, let aX,γ denote a disjoint copy of HomR(PX , Bγ) and consider the
diagram

0 //
⊕
X∈S

P
(aX,γ)
X

⊕α
(aX,γ )

X //

ϕγ

��

⊕
X∈S

F
(aX,γ)
X

Bγ

(73)

where ϕγ is given by ϕγ(p(X,f)) = f(p) for each p(X,f) ∈
⊕
X∈S

P
(aX,γ)
X , i.e. p(X,f) has all its

components zero but for the one corresponding to f ∈ HomR(PX , Bγ) which is p ∈ PX . Thus
ϕγ restricted to the (X, f) component with f ∈ HomR(PX , Bγ) equals f .

Let Bγ+1 be the pushout module obtained from the pushout diagram of (73)

0 //
⊕
X∈S

P
(aX,γ)
X

⊕α
(aX,γ )

X //

ϕγ

��

⊕
X∈S

F
(aX,γ)
X

gγ

��
Bγ

ιγ // Bγ+1

(74)

Since ⊕α(aX,γ)
X is injective, then Bγ

ιγ
↪→ Bγ+1 is too. For coker(⊕α(aX,γ)

X ) ∼=
⊕
X∈S

X(aX,γ), we

get the isomorphism of right R-modules Bγ+1/Bγ ∼=
⊕
X∈S

X(aX,γ). Thus (ii) follows.

If β < δ is a limit ordinal, we set Bβ = lim−→
γ<β

Bγ .

Define B = lim
−→

Bγ . By the foregoing, (iii) is satisfied.
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Now we prove that B satisfies (72). To do that, we will show that for each Z ∈ S and
f ∈ HomR(PZ , B), there exists h ∈ HomR(FZ , B) such that hαZ = f

PZ
αZ //

f

��

FZ

h}}{
{

{
{

B

Fix Z ∈ S and f ∈ HomR(PZ , B). Since PZ is generated by a set of cardinality < δ, there
exists γ < δ such that f(PZ) ⊆ Bγ . So we may think of f as a morphism f : PZ → Bγ+1. Let
ε(Z,f,γ) be the natural identification of FZ with the (Z, f) direct summand of

⊕
X∈S

F
(aX,γ)
X , and

ε(Z,f,γ) the natural identification of PZ with the (Z, f) direct summand of
⊕
X∈S

P
(aX,γ)
X . Notice

that (⊕α(aX,γ)
X )ε(Z,f,γ) = ε(Z,f,γ)αZ . Consider a diagram as in (74). Then

f = ιγϕγε(Z,f,γ) = gγ(⊕α
(aX,γ)
X )ε(Z,f,γ) = gγε(Z,f,γ)αZ ,

as desired. Thus (iv) is satisfied.
Suppose that there exists n ∈ N such that pdX ≤ n for all X ∈ S. To prove (v),

let B̄γ = Bγ/B0 = Bγ/M for all γ < δ. Thus B̄0 = 0. Notice that pd(B̄0) = 0 ≤ n and
B̄γ+1/B̄γ ∼= Bγ+1/B0

Bγ/B0

∼= Bγ+1/Bγ . Thus pd(B̄γ+1/B̄γ) ≤ n for all γ ≥ 1, because of (ii). Hence
pd(B/M) ≤ n because of Auslander-Lemma 1.30.

If Z ∈ S⊥, then Ext1R(B/M,Z) = 0 by Eklof Lemma 1.29 since B/M is S-filtered and
S ⊆ ⊥(S⊥). Thus B/M ∈ ⊥(S⊥). Now the exactness of

HomR(B,Z)→ HomR(M,Z)→ Ext1R(B/M,Z) = 0,

for all Z ∈ S⊥ implies that M ↪→ B is an S⊥-preenvelope. �

Corollary 8.9. Let R be a ring. If T is a right R-module, then every right R-module M has
a T⊥-preenvelope M ↪→ B such that B/M ∈ ⊥(T⊥). Moreover, if Ext1R(T, T (I)) = 0 for any
set I, then B/M is a direct sum of copies of T .

Proof. The first part follows directly from Theorem 8.8 for S = {T}.
By Theorem 8.8, we know that B/M is {T}-filtered. Let (Nγ | γ < δ) be a {T}-filtration

of B/M . The module N0 = 0 is an (empty) direct sum of copies of T . Suppose now that Nγ

is a direct sum of copies of T , then Nγ+1 is too because the exact sequence

0→ Nγ → Nγ+1 → Nγ+1/Nγ → 0

splits since Nγ+1/Nγ
∼= T and Ext1R(Nγ+1/Nγ , Nγ) = 0 by hypothesis. Thus Nγ+1 is a direct

sum of copies of T . Suppose now that β is a limit ordinal number, and that the result holds
true for all ordinal numbers smaller than β. Then Nβ = ∪

γ<β
Nγ is a direct sum of copies of

T . Therefore B/M = ∪
γ<δ

Nγ is a direct sum of copies of T . �

Now we present an important characterization of tilting modules from [CT95, Proposi-
tion 1.3]. The proof is from [GT06, Lemma 6.1.12].

Proposition 8.10. Let R be a ring and T a right R-module. The following hold true
(i) If GenT = T⊥, then GenT = PresT.
(ii) T is a tilting module if and only if GenT = T⊥.
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Proof. (i) By definition PresT ⊆ GenT . Let M ∈ GenT. Then we can give the following
presentation of M

0→ K → T (HomR(T,M)) ϕ→M → 0 (75)

where ϕ is the morphism of right R-modules such that ϕ restricted to the component
f ∈ HomR(T,M) equals f , and K = kerϕ. Applying HomR(T,−) to (75) we obtain

0→ HomR(T,K)→ HomR(T, T (HomR(T,M)))
ϕ∗→ HomR(T,M)→

→ Ext1R(T,K)→ Ext1R(T, T (HomR(T,M)))→ · · ·

Since T (HomR(T,M)) ∈ GenT, then Ext1R(T, T (HomR(T,M))) = 0. Now observe that ϕ∗ is
onto. Indeed, for each f ∈ HomR(T,M), if ιf denotes the natural inclusion of T inside
the f component of T (HomR(T,M)), then ϕ∗(ιf ) = ϕιf = f. Hence Ext1R(T,K) = 0, that is,
K ∈ T⊥ = GenT, as desired.

(ii) Suppose that T is a tilting module. By (T2), T (I) ∈ T⊥ for each set I. By (T1) and
Remarks 8.2(a), T⊥ is closed under images. Hence GenT ⊆ T⊥.

On the other hand, let M ∈ T⊥. Applying HomR(−,M) to the exact sequence given by
(T3)

0→ R
ι→ T0 → T1 → 0

with T0, T1 ∈ AddT , we obtain

· · · → HomR(T0,M)→ HomR(R,M)→ Ext1R(T1,M)→ · · ·

Notice that T1 ⊕ T ′1 = T (I) for some set I and right R-module T ′1. Then Ext1R(T1,M) = 0
because Ext1R(T (I),M) =

⊕
I

Ext1R(T,M) = 0. Hence HomR(T0,M) → HomR(R,M) in onto.

Thus, for each f ∈ HomR(R,M), there exists g ∈ HomR(T0,M) such that gι = f . By
Remarks 8.2(b), HomR(R,M) ∼= M via f 7→ f(1). Hence there exists g ∈ HomR(T0,M) such
that g(ι(1)) = m for each m ∈M , i.e. M ∈ GenT0 ⊆ GenT.

Conversely, suppose now that GenT = T⊥. Let N ∈ Mod-R and consider the exact
sequence 0→ N → E → E/N → 0 with E an injective right R-module. Applying HomR(T,−)
to this sequence we get

· · · → Ext1R(T,E/N)→ Ext2R(T,N)→ Ext2R(T,E)→ · · ·

Since E is injective, then Ext2R(T,E) = 0 and E ∈ T⊥ = GenT . Thus E/N ∈ GenT = T⊥

and Ext1R(T,E/N) = 0. Therefore Ext2R(T,N) = 0. As N was arbitrary, we have just proved
that pdT ≤ 1, that is, (T1) is satisfied.

Obviously (T2) is satisfied because T (I) ∈ GenT = T⊥ for each set I.
By Corollary 8.9, with M = R, there exist right R-modules T0 and T1 such that T0 ∈ T⊥,

T1 ∈ ⊥(T⊥), T1 is a direct sum of copies of T , and 0→ R→ T0 → T1 → 0 is an exact sequence.
In particular, T1 ∈ AddT . Observe that T0 ∈ ⊥(T⊥) because R and T1 belong to ⊥(T⊥). By
(i), T0 ∈ T⊥ = GenT = PresT . Let 0 → X → T (J) → T0 → 0 be a presentation of T0 with
X ∈ GenT = T⊥ and J a set. It splits because Ext1R(T0, X) = 0. Therefore T0 ∈ AddT , and
(T3) is satisfied. �

Corollary 8.11. Let T and T ′ be two tilting right R-modules. Then T is equivalent to T ′ if
and only if AddT = AddT ′.

Proof. If AddT = AddT ′, then T ∈ AddT ′ ⊆ GenT ′ and T ′ ∈ AddT ⊆ GenT . This
and Proposition 8.10(ii) imply that T⊥ = GenT = GenT ′ = T ′⊥.
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Conversely, suppose that T⊥ = T ′⊥. Let X ∈ AddT ′ ⊆ GenT ′ = GenT = PresT by
Proposition 8.10. Then X has a presentation

0→ K → T (I) → X → 0 (76)

withK ∈ GenT = GenT ′ = T ′⊥, then (76) splits because Ext1R(X,K) = 0. HenceX ∈ AddT .
By symmetry, AddT ′ = AddT . �

Definitions 8.12. Let R be a ring.
(a) A tilting right R-module T is said to be of finite type provided that there is a set S of

finitely presented right R-modules of projective dimension at most one such that T⊥ = S⊥.
(b) A tilting class T⊥ is of finite type if T is equivalent to a tilting module T ′ of finite type.
(c) A class C of right R-modules is called definable if

(i) C is closed under products, i.e. for any set I, if Li ∈ C for all i ∈ I, then
∏
i∈I

Li ∈ C.

(ii) C is closed under direct limits, i.e. for any direct system {Li, fji | i ≤ j ∈ I}, if
Li ∈ C for all i ∈ I, then lim

−→
Li ∈ C.

(iii) C is closed under pure submodules, i.e. if L1 is a pure submodule of L2 ∈ C, then
L1 ∈ C. �

The following result is due to S. Bazzoni.

Proposition 8.13. Let R be a ring, and let S be a set of finitely presented right R-modules of
projective dimension at most one. Then there exists a tilting right R-module T with T⊥ = S⊥.

Proof. For each X ∈ S fix a projective presentation

0→ PX
αX→ FX → X → 0 (77)

with FX a finitely generated free right R-module and PX a finitely generated projective right
R-module.

Proceeding as in the proof of Theorem 8.8 with M = R, since all modules in S are finitely
generated, then the regular cardinal δ can be supposed to be ω. Hence we obtain a module B
with a continuous chain of submodules {Bn}n∈N satisfying

(i) B0 = R.
(ii) Bn+1/Bn isomorphic to a direct sum of modules in S for each n ∈ N. More precisely,

Bn+1/Bn ∼=
⊕
X∈S

X(HomR(PX ,Bn)).

(iii) B = lim
n→∞

Bn. Therefore B/R is S-filtered.

(iv) B ∈ S⊥.
(v) B/R ∈ ⊥(S⊥).
(vi) pd(B/R) ≤ 1 because pdX ≤ 1 for all X ∈ S.

Our tilting module will be T = B ⊕B/R. From

0→ R→ B → B/R→ 0 (78)

we clearly have B,B/R ∈ AddT. Hence (T3) is satisfied. Now we prove that T verifies (T1)
and (T2).

(T1) Let K be any right R-module. Applying Hom(−,K) to (78) we obtain

· · · → 0 = Ext1R(R,K)→ Ext2R(B/R,K)→ Ext2R(B,K)→ Ext2R(R,K) = 0.

So to check that pd(T ) ≤ 1, it is enough to see that pd(B/R) ≤ 1. But it has already been
proved in (vi).
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(T2) Since B ∈ S⊥ by (iv), Remarks 8.2(a) shows that B/R ∈ S⊥. Therefore T ∈ S⊥ by
the properties of Ext1R(−,−) with respect to direct products on the second component.

Let I be a set. Since Ext1R(T, T (I)) ∼= Ext1R(B, T (I)) ⊕ Ext1R(B/R, T (I)), applying
HomR(−, T (I)) to (78), we get that Ext1R(T, T (I)) = 0 if and only if Ext1R(B/R, T (I)) = 0.

Denote Bn/R by B̄n for each n ∈ N, and let aX,n denote a disjoint copy of HomR(PX , Bn).
By (ii), B̄n+1/B̄n ∼=

⊕
X∈S

X(aX,n) if n ∈ N. Therefore Ext1R(B̄0, T
(I)) = 0 and

Ext1R(B̄n+1/B̄n, T
(I)) ∼= Ext1R(

⊕
X∈S

X(aX,n), T (I)) ∼=
∏
X∈S

( ∏
aX,n

(⊕
I

Ext1R(X,T )
))

= 0,

because T ∈ S⊥, and the fact that Ext1R(X,T (I)) ∼=
⊕
I

Ext1R(X,T ) by Lemma 1.31 because

X is finitely presented of projective dimension at most one. Thus Ext1R(B/R, T (I)) = 0 by
Eklof-Lemma 1.29.

It only remains to check that T⊥ = S⊥. Again, applying HomR(−, T (I)) to (78), we get
that Z ∈ T⊥ if and only if Z ∈ (B/R)⊥. If Z ∈ S⊥, then Z ∈ (B/R)⊥ because of (iii) and
Eklof-Lemma 1.29. Hence S⊥ ⊆ T⊥.

We have already seen that T ∈ S⊥. Now S⊥ is closed under direct sums by Lemma 1.31
because S consists of finitely presented modules of projective dimension at most one. Note
that S⊥ is closed under images by Remarks 8.2(a). Thus GenT = T⊥ ⊆ S⊥. �

Proposition 8.13 is very useful because it tells us that many classes are tilting classes. On
the other hand, the tilting module constructed is somehow unmanageable, and not very useful
when trying to give a classification of tilting modules over some ring R.

Remark 8.14. Let R be a ring. Let C be a class of right R-modules such that for each X ∈ C
there exists a projective resolution

· · · → Pn → · · · → P1 → P0 → X → 0

with P0, P1, P2 finitely generated projective right R-modules. Then C⊥ is a definable class. In
particular, if C is a set of finitely presented modules of projective dimension at most one, then
C⊥ is definable.

Proof. The class C⊥ is closed under products because
∏
i∈I

Ext1R(M,Bi) ∼= Ext1R(M,
∏
i∈I

Bi)

holds in general for any set I, and M,Bi ∈ Mod-R, i ∈ I.
The class C⊥ is closed under direct limits because Ext1R(X, lim

−→
Ni) ∼= lim

−→
Ext1R(X,Ni) for

any direct system {(Ni, fij) | i ≤ j ∈ I} of right R-modules and X ∈ C by Lemma 1.31.
Let 0→ A→ B → C → 0 be a pure exact sequence of right R-modules such that B ∈ C⊥.

If X ∈ C, applying HomR(X,−), we get

0→ HomR(X,A)→ HomR(X,B)→ HomR(X,C)→
→ Ext1R(X,A)→ Ext1R(X,B) = 0.

On the other hand, since X is finitely presented, HomR(X,B) → HomR(X,C) is onto by
Lemma 1.33. Therefore Ext1R(X,A) = 0. Thus C⊥ is closed under pure submodules. �

Let R be a ring. Let T be a tilting right R-module. The class T⊥ is closed under
direct products by the properties of Ext1R(−,−). Observe that T⊥ is closed under direct sums
because T⊥ = GenT by Proposition 8.10. Hence T⊥ is closed under direct limits because for
any direct system {Li, fji | i ≤ j ∈ I} there exists an onto morphism

⊕
i∈I

Li → lim
→
Li and

T⊥ is closed under images by Remarks 8.2(a). Furthermore we have the following result from



2. Ring epimorphisms 187

[BH08, Theorem 2.6] (or see also [GT06, Chapter 5]) whose proof is far from the scope of
this dissertation. It also gives the converse of Proposition 8.13.

Theorem 8.15. Let R be a ring. Then any tilting class is definable and of finite type. �

As noted in Section 2 of [BH08], a combination of Ziegler’s result [Zie84, Theorem 6.9]
and the Keisler-Shelah Theorem (cf. [Kei61] and [She71]) implies that two definable classes
are the same if and only if they contain the same indecomposable pure injective modules.
Hence we obtain [BH08, Corollary 2.7]:

Corollary 8.16. Let R be a ring. Let C and C′ be two tilting classes of right R-modules.
Then C = C′ if and only if they contain the same indecomposable pure-injective modules. �

Notice that Corollary 8.16 makes easier to work with tilting classes because of Lemma 1.34.

2. Ring epimorphisms

Definition 8.17. Let R,S be two rings and λ : R → S a morphism of rings. λ is a ring
epimorphism if, for every pair of morphism of rings δi : S → S′, i = 1, 2, the condition
δ1λ = δ2λ, implies that δ1 = δ2. �

Examples 8.18. Let R be a ring.
(a) Let Σ be a class of morphisms between finitely generated projective right R-modules, then

λ : R→ RΣ, the universal localization of R at Σ, is a ring epimorphism.
(b) Let S be a left denominator set of R. Then R→ S−1R is a ring epimorphism.
(c) Let λ : R→ D be a morphism of rings such that D is a division ring of fractions of imλ,

then λ is a ring epimorphism.

Proof. (a) Suppose that δ : RΣ → S is a morphism of rings. Then

α⊗R 1S = α⊗R 1RΣ
⊗RΣ

1S ,

for every α ∈ Σ. Now α ⊗R 1RΣ
is invertible. Hence α ⊗R 1S is invertible, and δ is the only

possible morphism of rings extending λ by the universal property of RΣ.
(b) Follows from (a) because the left Ore localization S−1R is the universal localization of

R at the morphisms of right R-modules R→ R, r 7→ sr, for all s ∈ S, by Examples 3.48(a).
(c) Let δ1, δ2 : D → S be morphisms of rings. Recall that Qn+1(imλ,D) is the subring of

D generated by the subring Qn(imλ,D) and the inverses of its nonzero elements. Hence if δ1
agrees with δ2 in d ∈ Qn(imλ,D) \ {0}, then δ1(d−1) = δ1(d)−1 = δ2(d)−1 = δ2(d−1). Hence
if δ1 coincides with δ2 on imλ = Q0(imλ,D), then they agree on D =

⋃
n≥0

Qn(imλ,D). �

Observe that if λ : R → S is a morphism of rings, then every right (left) S-module is a
right (left) R-module “by restriction of scalars”, and every morphism of right (left) S-modules
is a morphism of right (left) R-modules. When λ is a ring epimorphism we can say more
about this. For example [Ste75, Chapter XI, Proposition 1.2]:

Lemma 8.19. Let λ : R→ S be a morphism of rings. The following are equivalent:
(i) λ is a ring epimorphism.
(ii) Mod-S is a full subcategory of Mod-R.
(iii) S ⊗R S → S, given by s1 ⊗ s2 7→ s1s2, is an isomorphism of S-bimodules. �

Remarks 8.20. Let λ : R→ S be a ring epimorphism.
(a) Given two right S-modules M,N and a morphism of right R-modules f : M → N , then f

is a morphism of right S-modules by Lemma 8.19(ii).
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(b) The map S → S ⊗R S defined by s 7→ s ⊗ 1 is the inverse of the isomorphism given in
Lemma 8.19(iii).

(c) Let M be a right S-module, and N a left S-module. Then

M ⊗R N ∼= M ⊗S S ⊗R S ⊗S N ∼= M ⊗S S ⊗S N ∼= M ⊗S N
by Lemma 8.19(iii). �

We will deal with ring epimorphisms λ : R→ S such that TorR1 (S, S) = 0. This condition
has been characterized by A.I. Schofield [Sch85, Theorem 4.8] as follows:

Theorem 8.21. Let λ : R→ S be a ring epimorphism. The following statements are equivalent
(i) TorR1 (S, S) = 0.
(ii) TorR1 (M,N) = TorS1 (M,N) for all M ∈ Mod-S and N ∈ S -Mod.
(iii) Ext1R(M,N) = Ext1S(M,N) for all M,N ∈ Mod-S.
(iv) Ext1R(M,N) = Ext1S(M,N) for all M,N ∈ S -Mod. �

We want to characterize the S-modules among the R-modules, the following notion from
[GL91] will be useful for our discussion.

Definition 8.22. If S is a class of right R-modules, the (right) perpendicular category to S
is defined to be the full subcategory XS of Mod-R consisting of all modules A satisfying the
following two conditions:
(a) HomR(S,A) = 0 for all S ∈ S.
(b) Ext1R(S,A) = 0 for all S ∈ S.
If S = {S} we will write XS instead of X{S}. �

The following result is proved in [GL91, Proposition 4.12] but in a less general context.

Theorem 8.23. Let λ : R → S be an injective ring epimorphism with TorR1 (S, S) = 0. Then
the following are equivalent for M ∈ Mod-R.

(i) M ∈ Mod-S.
(ii) Ext1R(S/R,M) = HomR(S/R,M) = 0, i.e. M ∈ XS/R.

Proof. Applying HomR(−,M) to the exact sequence 0 → R → S → S/R → 0, we get
the exact sequence

0→ HomR(S/R,M)→ HomR(S,M)
γ→ HomR(R,M)→

→ Ext1R(S/R,M)→ Ext1R(S,M)

(i) ⇒ (ii): If M ∈ Mod-S, then Ext1R(S,M) = Ext1S(S,M) = 0 by Theorem 8.21. Moreover,
the composition of maps M ∼= HomS(S,M) = HomR(S,M)

γ→ HomR(R,M) ∼= M is the
identity on M, and γ is an isomorphism. Hence Ext1R(S/R,M) = HomR(S/R,M) = 0.
(ii) ⇒ (i): Assume that Ext1R(S/R,M) = HomR(S/R,M) = 0. Then γ is an isomorphism,
and HomR(S,M)

γ→ HomR(R,M) ∼= M , f 7→ f|R 7→ f(1), endows M with a structure of right
S-module. �

Remark 8.24. As a consequence of the last proof, we see that for a right R-module M, the
only possible structure as right S-module is the one given by HomR(S,M). �

As we have seen in Examples 8.18, if R is a ring, then λ : R→ RΣ, the universal localization
of R at a class of morphisms between finitely generated projective right R-modules, provides
examples of ring epimorphisms. Now we want to show that TorR1 (RΣ, RΣ) = 0 [BD78,
Section 5]. For that we proceed as in [Sch85, Theorem 4.7]. We begin with a lemma that will
also be useful later.
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Lemma 8.25. Let R be a ring, and let Σ be a class of morphisms between finitely generated
projective right R-modules. A left R-module X is a left RΣ-module if and only if α⊗ 1X is an
isomorphism for each α ∈ Σ.

Proof. Suppose that X is an RΣ-module. Let α : P → Q be a morphism from Σ. Then
α⊗ 1X is the composition of the following isomorphisms

P ⊗R X ∼= P ⊗R RΣ ⊗RΣ
X

α⊗1RΣ
⊗1X−→ Q⊗R RΣ ⊗RΣ

X ∼= Q⊗R X.
Thus α⊗ 1X is an isomorphism.

Conversely, suppose that α⊗1X is an isomorphism for each α ∈ Σ. Consider the canonical
morphism of rings given by the structure of left R-module of X, η : R → EndZ(X). Let
α : P → Q be any morphism from Σ. Let E,F and A be matrices over R that represent P,Q
and α respectively. Then, since α ⊗ 1X is an isomorphism, then A ∈ EndZ(X) induces the
isomorphism of abelian groups

EXn ∼= ERn ⊗R X ∼= P ⊗R X
α⊗1X−→ Q⊗R X ∼= FRm ⊗R X ∼= FXm.

Hence there exists a unique matrix B ∈ Mn×m(EndZ(X)) such that BA = E, AB = F and
EBF = B. By Remark 3.51, there exists a unique morphism of rings η̄ : RΣ → EndZ(X) such
that η̄λ = η. Then η̄ endows X with a structure of left RΣ-modules. �

Lemma 8.26. Let R be a ring and Σ a class of morphisms between finitely generated left
R-modules. Let λ : R → RΣ be the universal localization of R at Σ. Let L,N be two right
RΣ-modules. Then Ext1R(M,N) = Ext1RΣ

(M,N).

Proof. Consider a right R-module X which is an extension (as R-module) of M by N .
Thus there exists an exact sequence of right R-modules 0→ N → X →M → 0. Let α : P → Q
be any morphism from Σ. Applying P ⊗R − and Q⊗R −, we obtain the commutative diagram
with exact rows

0 // P ⊗R N //

α⊗1N

��

P ⊗R X //

α⊗1X

��

P ⊗RM //

α⊗1M

��

0

0 // Q⊗R N // Q⊗R X // Q⊗RM // 0

By Lemma 8.25, α ⊗ 1N and α ⊗ 1M are isomorphisms. Thus α ⊗ 1X is an isomorphism for
all α ∈ Σ. Again by Lemma 8.25, X is a left RΣ-module. �

Now, by Lemma 8.26 and Theorem 8.21, we can state our desired result.

Theorem 8.27. Let R be a ring and Σ a class of morphisms between finitely generated pro-
jective right R-modules. Let λ : R → RΣ be the universal localization of R at Σ. Then
TorR1 (RΣ, RΣ) = 0. �

From this result, as it is done in [Sch85, Theorem 4.9], we obtain [BD78, Theorem 5.3]:

Theorem 8.28. Let R be a ring and Σ a class of morphisms between finitely generated pro-
jective right R-modules. Let λ : R→ RΣ be the universal localization of R at Σ. If R is right
hereditary, then RΣ is right hereditary.

Proof. In general, a ring S is right hereditary if and only if Ext1S(M,−) is a right exact
functor for all M ∈ Mod-S. By Theorems 8.21 and 8.27, Ext1RΣ

(M,N) = Ext1R(M,N) for
all M,N ∈ Mod-RΣ. Now RΣ is right hereditary because Ext1R(M,−) is right exact for all
M ∈ Mod-R. �
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3. Tilting modules arising from ring epimorphisms

We will now study tilting modules, like Q⊕Q/Z (see Example 8.4), constructed from injec-
tive ring epimorphisms. We start out with a generalization of some results from [AHHT05,
Section 6], which in turn generalized part of [Mat73, Chapter 1]. In [AHHT05] it is
considered the ring epimorphism R → S = S−1R where S is a left Ore set consisting of
non-zero-divisors of the (not necessarily commutative) ring R, while in [Mat73] S is the full
quotient ring (i.e. S = S−1R and S the set consisting of all non-zero-divisors of R) of the
commutative ring R.

The following two technical lemmas generalize [AHHT05, Lemma 6.2] and [Mat73,
Lemma 1.8], respectively. They are proved in the same way as the original ones.

Lemma 8.29. Let λ : R → S be a morphism of rings, and let M be a right R-module. The
image of the morphism HomR(S,M)→M, f 7→ f(1) coincides with the trace

trS(M) =
∑
{f(S) | f ∈ HomR(S,M)}

of S in M .

Proof. Notice that HomR(S,M) is a right S-module. Now m ∈ trS(M) if and only if
there exist s1, . . . , sn ∈ S, and f1, . . . , fn ∈ HomR(S,M) such that

m = f1(s1) + · · ·+ fn(sn) = (f1s1 + · · ·+ fnsn)(1).

Hence m = g(1) for g = f1s1 + · · ·+ fnsn ∈ HomR(S,N). �

Lemma 8.30. Let λ : R → S be a morphism of rings. Then the following statements are
equivalent

(i) trS(M/ trS(M)) = 0 for all M ∈ Mod-R, that is, HomR(S,M/ trS(M)) = 0 for all
M ∈ Mod-R.

(ii) GenSR is closed under extensions.

Proof. (i) ⇒ (ii): Let 0 → A → B → B/A → 0 be an exact sequence of right
R-modules with A,B/A ∈ GenSR. Since A is contained in trS(B), we get the surjective mor-
phism of right R-modules B/A → B/ trS(B). Hence B/ trS(B) ∈ GenSR, but by hypothesis
HomR(S,B/ trS(B)) = 0. Therefore B/ trS(B) = 0 and B = trS(B) ∈ GenSR.

(ii)⇒ (i): Suppose that trS(M/ trS(M)) 6= 0 for a right R-module M. Then there exists a
submodule X of M such that X contains trS(M), X/ trS(M) 6= 0 and X/ trS(M) ∈ GenSR.
Consider the exact sequence 0 → trS(M) → X → X/ trS(M) → 0. By hypothesis,
X ∈ GenSR, which implies that X = trS(M), a contradiction. �

In the following result, (ii) is the generalization of [AHHT05, Lemma 6.1] and it is proved
in the same way. And (i) could be stated in a more general way, but we prove it in our context.

Lemma 8.31. Let λ : R→ S be an injective ring epimorphism with TorR1 (S, S) = 0. Denote by
XS the perpendicular category to SR. Then

(i) For every injective right R-module N,

Ext1R(S,HomR(S/R,N)) ∼= HomR(TorR1 (S, S/R), N) = 0.

(ii) HomR(S/R,M) ∈ XS for any right R-module M.

Proof. From the exact sequence of R-bimodules

0→ R→ S → S/R→ 0, (79)
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since NR is injective, we get the exact sequence of right R-modules

0→ HomR(S/R,N)→ HomR(S,N)→ HomR(R,N)→ 0.

Applying HomR(S,−) we obtain

0→ HomR(S,HomR(S/R,N))→ HomR(S,HomR(S,N))→ HomR(S,HomR(R,N))→ (80)
→ Ext1R(S,HomR(S/R,N))→ Ext1R(S,HomR(S,N)) = 0.

Notice that Ext1R(S,HomR(S,N)) = Ext1S(S,HomR(S,N)) = 0 because HomR(S,N) is a
right S-module and Theorem 8.21.

Applying S ⊗R − to (79), we get the exact sequence of R-bimodules

0 = TorR1 (S, S)→ TorR1 (S, S/R)→ S ⊗R R→ S ⊗R S → S ⊗R S/R→ 0. (81)

Now, from the natural isomorphisms S ⊗R S ∼= S ∼= S ⊗R R in Lemma 8.19(iii), we see that

TorR1 (S, S/R) = S ⊗R S/R = 0. (82)

In particular, HomR(TorR1 (S, S/R), N) = 0.
By the injectivity of N,

0→ HomR(S ⊗R S/R,N)→HomR(S ⊗R S,N)→ HomR(S ⊗R R,N)→ (83)

→ HomR(TorR1 (S, S/R), N)→ 0

Notice that by the Hom-tensor adjunction the first three elements in (80) are naturally
isomorphic to the first three elements in (83). Hence

Ext1R(S,HomR(S/R,N)) ∼= HomR(TorR1 (S, S/R), N) = 0,

and (i) is proved.
To prove (ii), denote by E(M) the injective hull of M. Applying the functor HomR(S/R,−)

to the exact sequence 0→M → E(M)→ E(M)/M → 0 we obtain

0→ HomR(S/R,M)→ HomR(S/R,E(M)) α→ HomR(S/R,E(M)/M). (84)

For any right R-module M the Hom-tensor adjunction gives that

HomR(S,HomR(S/R,M)) ∼= HomR(S ⊗R S/R,M).

Then, by (82), we get that

HomR(S,HomR(S/R,M)) = 0, for any right R-module M. (85)

Hence HomR(S/R,N) ∈ XS provided N is injective.
Applying HomR(S,−) to (84) we obtain the exact sequence

0→ HomR(S,HomR(S/R,M))→ HomR(S,HomR(S/R,E(M)))→ HomR(S, imα)→
→ Ext1R(S,HomR(S/R,M))→ Ext1R(S,HomR(S/R,E(M))).

By (i), Ext1R(S,HomR(S/R,E(M))) = 0. And (85) implies that HomR(S, imα) = 0 be-
cause imα ≤ HomR(S/R,E(M)/M).

Therefore HomR(S,HomR(S/R,M)) = Ext1R(S,HomR(S/R,M)) = 0, as desired. �

Now it is time to give the generalization of [AHHT05, Proposition 1.3].

Theorem 8.32. Let R be a ring. Let λ : R → S be an injective ring epimorphism with
TorR1 (S, S) = 0. Denote by XS the perpendicular category to SR. The following conditions are
equivalent.

(i) pd(SR) ≤ 1.
(ii) XS is closed under cokernels of monomorphisms.
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(iii) Ext1R(S/R,M) belongs to XS for any right R-module M .
(iv) (S/R)⊥ = GenSR.
(v) T = S ⊕ S/R is a tilting right R-module.
(vi) pd((S/R)R) ≤ 1.
Moreover, under (i)-(vi), HomR(S,M/ trS(M)) = 0 for any right R-module M .

Proof. (i) ⇒ (ii): Let 0 → L → M → N → 0 be an exact sequence with L,M ∈ XS .
Applying HomR(S,−) we obtain the exact sequence

→ HomR(S,M)→ HomR(S,N)→ Ext1R(S,L)→ Ext1R(S,M)→ Ext1R(S,N)→ Ext2R(S,L)

Now, HomR(S,M) = Ext1R(S,L) = Ext1R(S,M) = 0 because L,M ∈ XS , and Ext2R(S,N) = 0
because of (i). Therefore HomR(S,N) = Ext1R(S,N) = 0.
(ii)⇒ (iii): Let M be any right R-module. Denote by E(M) the injective hull of M. Applying
the functor HomR(S/R,−) to the exact sequence 0→M → E(M)→ E(M)/M → 0 we get

0→ HomR(S/R,M)→ HomR(S/R,E(M))
β→ HomR(S/R,E(M)/M)→

→ Ext1R(S/R,M)→ Ext1R(S/R,E(M)) = 0.

By (ii) and Lemma 8.31(ii) applied to 0→HomR(S/R,M)→HomR(S/R,E(M))→ imβ → 0,
we obtain that imβ ∈ XS . Repeating the argument with

0→ imβ → HomR(S/R,E(M)/M)→ Ext1R(S/R,M)→ 0,

we see that Ext1R(S/R,M) ∈ XS .
(iii)⇒ (iv): Let M be a right R-module. Applying HomR(−,MR) to the exact sequence
0→ R→ S → S/R→ 0 we obtain

0→ HomR(S/R,M)→ HomR(S,M) α→ HomR(R,M)→
→ Ext1R(S/R,M)→ Ext1R(S,M)→ Ext1R(R,M) = 0.

The natural isomorphism HomR(R,M) → M , defined by f 7→ f(1), gives a map
α : HomR(S,M)→M whose image is the trace of S in M by Lemma 8.29. Hence M ∈ GenSR
if and only if α is surjective. If M ∈ (S/R)⊥, then clearly α is surjective and M ∈ GenSR.
Conversely, suppose that α is surjective. Then Ext1R(S/R,M) ∼= Ext1R(S,M), so Ext1R(S,M)
belongs to XS by (iii). But Ext1R(S,M) is a right S-module, and the only right S-module which
belongs to XS is the zero module. Hence Ext1R(S,M) = Ext1R(S/R,M) = 0, and M ∈ (S/R)⊥.
(iv) ⇒ (v): Observe that T⊥ = (S/R)⊥. Then, by (iv), GenTR = GenSR = (S/R)⊥ = T⊥,
and so T is a tilting right R-module by Proposition 8.10(ii).
(v) ⇒ (vi): If TR is a tilting right R-module, then pdTR ≤ 1, which clearly implies that
pd((S/R)R) ≤ 1 by the properties of ExtiR(−,−) with respect to direct sums in the first
component.
(vi) ⇒ (i) follows from the exact sequence 0 → R → S → S/R → 0 and the long exact
sequence induced by HomR(−,M) for any right R-module M.

To prove the last assertion of the Theorem, notice that GenSR is closed under extensions
by (iv). Now apply Lemma 8.30. �

Remarks 8.33. Suppose that λ : R→ S is a morphism of rings as in Theorem 8.32.
(1) When R is a commutative ring, and S is the full ring of quotients of R, the objects of

the perpendicular category XS are precisely the R-modules that Matlis called cotorsion
in [Mat73].

(2) When S = S−1R, where S is a left Ore set consisting of non-zero-divisors of R, the objects
in XS are called S-cotorsion in [AHHT05].
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(3) In many cases, for example if R is a hereditary ring, S ⊕ S/R is a two-sided tilting
R-module. �

Examples 8.34. Let R be a ring.
(a) Denote by Qrmax(R)R the maximal right ring of quotients of R, see e.g. [Ste75, p. 200].

Assume that pd(Qrmax(R)R) ≤ 1 and that one of the following conditions is satisfied:
(i) R is a right non-singular ring such that every finitely generated non-singular right

R-module can be embedded in a free module, or
(ii) Qrmax(R) is right Kasch (for example, this holds true whenever Qrmax(R) is semisim-

ple).
Then Qrmax(R) ⊕ Qrmax(R)/R is a tilting right R-module. This follows combining The-
orem 8.32 with [Ste75, Chapter XII, Theorem 7.1] in case (a), or with [Ste75, Chap-
ter XI, Proposition 5.3] in case (b).

(b) By [Ste75, Chapter XI, Theorem 4.1], there exist a ring Qrtot(R) and a ring epimorphism
ϕ : R→ Qrtot(R) such that

(i) ϕ is an injective ring epimorphism and Qrtot(R) is flat as a left R-module.
(ii) For every injective epimorphism of rings γ : R → T such that RT is flat, there is a

unique morphism of rings δ : T → Qrtot(R) such that δγ = ϕ.
If pd(Qrtot(R)R) ≤ 1, then we infer from Theorem 8.32 that Qrtot(R) ⊕ Qrtot(R)/R is a
tilting right R-module.

(c) Let S be a left Ore set of R consisting of non-zero-divisors. Then R ↪→ S−1R is a ring
epimorphism by Examples 8.18(b), and TorR1 (S−1R,S−1R) = 0 because S−1R is a flat
right R-module. Therefore, if pd(S−1RR) ≤ 1, then S−1R ⊕ S−1R/R is a tilting right
R-module by Theorem 8.32.

(d) Let Σ be a class of morphisms between finitely generated projective right R-modules such
that the universal localization λ : R → RΣ is an embedding and pd(RΣ)R ≤ 1. Then
RΣ⊕RΣ/R is a tilting right R-module by Examples 8.18(a) and Theorems 8.27 and 8.32.

(e) Until now all the examples we have provided in (a), (b) and (c) are such that SR is a flat
right R-module. This is not always the case. For example (see also [Nee07, Example 0.2]),
let X be a nonempty set. Let G be the free group on X. Let k be a field. Consider the free
algebra R = k〈X〉, and the free group algebra kG with the natural embedding k〈X〉 ↪→ kG
which sends x 7→ x for every x ∈ X. Then TX = kG⊕kG/k〈X〉 is a tilting right (and left)
R-module. In fact, if Σ = {αx | x ∈ X} where αx : k〈X〉 → k〈X〉 is defined by p 7→ xp,
then kG can be regarded as the universal localization of R at Σ. Since k〈X〉 is hereditary,
pd(kGk〈X〉) ≤ 1, so TX is a tilting right (left) R-module by (d). Finally, observe that kG
is not a flat right (left) k〈X〉-module if |X| ≥ 2 . Indeed, let x 6= y ∈ X. Consider the
unique embedding of left (right) k〈X〉-modules such that

k〈X〉 ⊕ k〈X〉 α−→ k〈X〉
(1, 0) 7−→ x
(0, 1) 7−→ y

Consider 1kG ⊗ α : kG ⊕ kG −→ kG. Then (x−1, 0) and (0, y−1) have the same image 1.
Thus 1kG ⊗ α (α⊗ 1kG) is not injective. �

Remark 8.35. We said at the beginning of this chapter that we wanted to construct tilting
modules in the same way as we did with the Z-module Q⊕Q/Z in Example 8.4. So given a
ring R with a division ring of fractions D, one could think of forming a tilting right R-module
D ⊕D/R. If R happens to be a hereditary ring, certainly R ↪→ D is a ring epimorphism by
Examples 8.18(c) and pdDR ≤ 1. On the other hand, TorR1 (D,D) 6= 0 in general. Now we
show this.
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Let Σ be the set of matrices over R that become invertible over D. Then RΣ is a local ring
and, if J is its Jacobson radical, RΣ/J ∼= D by Theorem 3.26. So we have the exact sequence
of right R-modules (and of RΣ-modules by Remarks 8.20(a))

0→ J
ι→ RΣ

π→ D → 0.

Then the functor − ⊗R D induces the exact sequence

TorR1 (RΣ, D)→ TorR1 (D,D)→ J ⊗R D → RΣ ⊗R D → D ⊗R D → 0.

Observe that R → RΣ is a ring epimorphism with TorR1 (RΣ, RΣ) = 0 by Examples 8.18(a)
and Theorem 8.27. Thus TorR1 (RΣ, D) = TorRΣ

1 (RΣ, D) = 0 by Theorem 8.21. Applying
repeatedly Remarks 8.20(c) we obtain

D ⊗R D ∼= D ⊗RΣ
D ∼= RΣ/J ⊗RΣ

RΣ/J ∼= RΣ/J

RΣ ⊗R D ∼= RΣ ⊗RΣ
D ∼= D ∼= RΣ/J.

J ⊗R D ∼= J ⊗RΣ
D ∼= J ⊗RΣ

RΣ/J ∼= J/J2.

Hence π ⊗ 1D is an isomorphism, and TorR1 (D,D) = 0 if and only if J/J2 = 0.
It is known that, if S is a ring with Jacobson radical I and P a nonzero projective

right S-module, then PI  P (see for example [Lam01, Theorem 24.7]). Now, since RΣ

is hereditary by Theorem 8.28, then J is a projective right (and left) RΣ-module. Thus
J2 6= J , provided J 6= 0.

And J = 0 if and only if Σ is the complement of a minimal prime matrix ideal, because of
the following result [Coh95, Theorem 4.6.14]: Let R be a weakly semihereditary ring. Then
there are natural bijections between the set of minimal prime matrix ideals over R and the
universal localizations (at matrices) that are division rings.

Hence, for R = k〈X〉, R has a universal division ring of fractions, thus a unique minimal
prime matrix ideal. Hence TorR1 (D,D) 6= 0 for all division rings of fractions D of R which are
not its universal division ring of fractions. �

Tilting modules that arise from injective ring epimorphisms as in Theorem 8.32 can be
characterized as we do in [AHS08]:

Theorem 8.36. Let R be a ring and T be a tilting right R-module. The following statements
are equivalent.

(i) There is an injective ring epimorphism λ : R→ S such that TorR1 (S, S) = 0 and S⊕S/R
is a tilting module equivalent to T .

(ii) There is an exact sequence 0 → R
a→ T0 → T1 → 0 such that T0, T1 ∈ AddT and

HomR(T1, T0) = 0.
Moreover, under these conditions, a : R→ T0 is a T⊥-envelope of R, and λ : R→ S is a ring
epimorphism with TorRi (S, S) = 0 for all i ≥ 1. �

This result allows us to show that there are tilting modules that do not arise from ring
epimorphisms as in Theorem 8.32.

Examples 8.37. (a) Let R be a hereditary (indecomposable) artin algebra of infinite repre-
sentation type. Denote by p the preprojective component of R (see Section 6). There is
a countably infinitely generated tilting right R-module generating p⊥, called the Lukas
tilting module, and denoted by L, cf. [Luk91, KT05]. It has the property that there
are non-zero morphisms between any two non-zero modules from AddL, see [Luk91,
Theorem 6.1(b)] and [Luk93, Lemma 3.3(a)]. So, there cannot be an exact sequence
0 → R

a→ L0 → L1 → 0 such that L0, L1 ∈ AddL and HomR(L1, L0) = 0, and therefore
L does not arise from a ring epimorphism as above by Theorem 8.36.
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(b) Let R be a Prüfer domain which is not a Matlis domain, that is, the quotient field Q of
R has projective dimension > 1 over R. Then R has no divisible envelope, see [GT06,
Corollary 6.3.18]. So, the Fuchs tilting module δ, which is a tilting module generating
the class of all divisible modules [GT06, Example 5.1.2], is another example of a tilting
module that does not arise from a ring epimorphism as above by Theorem 8.36. �

4. Tilting modules arising from universal localization

Our main example of epimorphism of rings is given by universal localization. As we have
seen in Examples 8.34(d), if λ : R → RΣ is injective and pd(RΣ)R ≤ 1, then RΣ ⊕ RΣ/R is a
tilting right R-module. In this section we investigate in more detail this example. But first
we begin with some definitions.

Lemma 3.53 is useful to define universal localizations RΣ in terms of the cokernels of the
morphisms between finitely generated projective modules of the class Σ when the cokernels
are like follows.

Definitions 8.38. Let R be a ring.
(a) Let U be a right (left) R-module. We say that U is a bound right (left) R-module if U is

finitely presented, pdU = 1 and HomR(U,R) = 0. In other words, U is a bound right (left)
R-module if and only if U is the cokernel of some morphism α : P → Q with P,Q ∈ PR
(RP) such that α and α∗ are injective.

(b) If U is a bound right R-module with projective presentation 0 → P
α→ Q → U → 0

with P,Q ∈ PR, then we have an exact sequence 0 → Q∗
α∗→ P ∗ → cokerα∗ → 0, and

cokerα∗ is the Auslander-Bridger transpose of U denoted by TrU = cokerα∗, see for
example [ARS95]. In our situation TrU = Ext1R(U,R). Observe that by the duality
between finitely generated projective right R-modules and finitely generated projective
left R-modules, U is a bound right R-module if and only if TrU is a bound left R-module.
For a class U of bound right R-modules we denote TrU = {TrU | U ∈ U}.

(c) Let U be a class of bound right R-modules. For each U ∈ U , consider a morphism αU
between finitely generated projective right R-modules such that

0→ P
αU→ Q→ U → 0 (86)

is exact. We will denote by RU the universal localization of R at Σ = {αU | U ∈ U}.
In fact, RU does not depend on the chosen class Σ by Lemma 3.53, and we will also call
it the universal localization of R at U . Observe that RU = RTrU by Remarks 3.47. By
abuse of notation, we will write αU ∈ U for any morphism αU between finitely generated
projective right R-modules as in (86) with U ∈ U .

(d) Let U be a class of bound right R-modules. A right R-moduleN is said to be U-torsion-free
if HomR(U,N) = 0 for all U ∈ U , and N is said to be U-divisible if Ext1R(U,N) = 0 for
all U ∈ U . �

Remarks 8.39. Let R be a ring.
(a) Observe that bound right R-modules are isomorphic to cokernels of morphisms between

finitely generated projective right R-modules. We may even suppose that the projectives
are free (but the morphisms need not be injective). Hence, given a class V of bound right
R-modules, there exists a set of bound right R-modules U such that U⊥ = V⊥. That is,
we may suppose that V is a set when dealing with the class V⊥.

(b) Suppose that R is a semihereditary ring with a faithful rank function ρ, see Section 4 in
Chapter 3. Then the ρ-torsion and the ρ-simple right R-modules are examples of bound
right R-modules. �
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The following results intend to explain why the classes U of bound right R-modules are the
best candidates to construct tilting right R-modules from universal localization of the form
RU ⊕RU/R. We begin with a lemma whose proof is taken from [Nee07, Proposition 2.2].

Lemma 8.40. Let R be a ring and Σ a class of morphisms between finitely generated projective
right R-modules such that the universal localization of R at Σ, λ : R→ RΣ, is injective. Then
every morphism α : P → Q in Σ is injective.

Proof. First note that for each projective right R-module P , the map ιP : P → P ⊗R RΣ,
defined by p 7→ p⊗ 1, is injective because λ : R→ RΣ is injective and PR flat.

Secondly, the morphism α ⊗ 1RΣ
: P ⊗R RΣ → Q ⊗R RΣ is an isomorphism for each

α : P → Q in Σ.
Now the commutativity of the diagram

P
α //

ιP
��

Q

ιQ

��
P ⊗R RΣ

α⊗1RΣ// Q⊗R RΣ

shows that α is injective for each α ∈ Σ by the foregoing observations. �

The converse of Lemma 8.40 is not true even in not so bad situations, see Theorem 3.57.
Now we give a definition of torsion submodule useful for finitely presented modules over a

semihereditary ring.

Definition 8.41. Let R be a ring and M a right R-module. We define

TM = {x ∈M | f(x) = 0 for all f ∈M∗}.

Observe that TM is a submodule of M . Then we can define PM = M/TM. �

Remarks 8.42. Let R be a ring and M a right R-module.
(a) TM is the kernel of the canonical map ι(M) : M → (M∗)∗ which sends x ∈ M to the

morphism Hx : M∗ → R defined by f 7→ f(x).
(b) TPM = 0, and given the natural projection π : M → PM , then HomR(−, R) induces an

isomorphism π∗ : (PM)∗ →M∗ of left R-modules. To prove these assertions observe that
π∗ : (PM)∗ → M∗ is injective by the properties of HomR(−, R). Now, if f ∈ M∗, then
TM ⊆ ker f . Thus f factorizes through M/TM , which proves that π∗ is onto. If x ∈ M
such that x̄ ∈ TPM, then x ∈ PM because π∗ is surjective. Hence x̄ = 0. �

The proof of the next result is from [Lüc97, Theorem 1.2.3].

Lemma 8.43. Let R be a semihereditary ring and M a finitely presented right R-module. Then
M is isomorphic to the direct sum of the projective right R-module PM and of the bound right
R-module TM .

Proof. Consider a presentation Rm
ϕ→ Rn → M → 0 of M . From it we obtain the

exact sequence 0 → M∗ → (Rn)∗
ϕ∗→ (Rm)∗. Since R is semihereditary, and (Rm)∗ is a

projective left R-module, then the finitely generated submodule imϕ∗ of (Rm)∗ is a projective

left R-module. Then the exact sequence 0→ M∗ → (Rn)∗
ϕ∗→ imϕ∗ → 0 splits, and thus M∗

is a direct summand of (Rn)∗. Hence M∗ is a finitely generated projective left R-module.
By Remarks 8.42(b), (PM)∗ ∼= M∗. The right R-module (M∗)∗ ∼= ((PM)∗)∗ is a finitely

generated projective right R-module. By Remarks 8.42(a), the kernel of the canonical map
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ι(PM) : PM → ((PM)∗)∗ is TPM, which is zero by Remarks 8.42(b). Thus PM is iso-
morphic to a finitely generated submodule of ((PM)∗)∗. Therefore PM is a finitely gen-
erated projective right R-module because R is semihereditary. Hence the exact sequence
0→ TM →M

π→ PM → 0 splits. Thus M ∼= TM ⊕ PM and TM is finitely presented.
Moreover, applying HomR(−, R) to it, we get the exact sequence

0→ (PM)∗
∼=→M∗ → (TM)∗ → Ext1R(PM,R) = 0.

Therefore (TM)∗ = 0, and TM is a bound right R-module. �

Remarks 8.44. Let R be a ring.
(a) Let Σ be a class of morphisms between finitely generated projective right R-modules. If

we want the universal localization λ : R → RΣ to be injective, Lemma 8.40 implies that
α : P → Q has to be injective for each α ∈ Σ. Moreover, since RΣ = RΣ∗ , the morphism
between finitely generated projective left R-modules α∗ : Q∗ → P ∗ must be injective for
each α ∈ Σ. Therefore cokerα is a bound right R-module for each α ∈ Σ.

(b) By Theorem 8.15, for each tilting right R-module T , there exists a set V of finitely pre-
sented right R-modules of projective dimension at most one such that T⊥ = V⊥. If R is
a semihereditary ring, then we can suppose that V is a set of bound right R-modules by
Lemma 8.43. Then the tilting class is expressed in terms of V-divisibility. �

Let us disgress to show that our definitions of U-torsion-freeness and U-divisibility gen-
eralize the classical notion of torsion-freeness and divisibility over right (left) Ore sets of
non-zero-divisors.

Lemma 8.45. Let R be a ring, V a right Ore subset of R consisting of non-zero-divisors, and
M a right R-module. Let V = {R/vR | v ∈ V}. Then

(i) R/vR is a bound right R-module with Tr(R/vR) = R/Rv for each v ∈ V.
(ii) M is V-torsion-free if and only if M is V-torsion-free
(iii) M is V-divisible if and only if M is V-divisible
(iv) RV−1 = RV = RTrV .
(v) M is a right RV−1-module if and only if M is V-torsion-free and V-divisible.
(vi) Let N be a left R-module. Then N is a left RV−1-module if and only if N is V-torsion-free

and V-divisible.
Analogous results can be stated if V is a left Ore subset of R consisting of non-zero-divisors
and M is a left R-module.

Proof. (i) Let v ∈ V. Then R/vR has a presentation 0 → R
lv→ R → R/vR → 0 where

lv : R → R is defined by x 7→ vx and l∗v is the morphism rv : R ∼= R∗ → R ∼= R∗ defined by
x 7→ xv. Clearly l∗v is injective because V consists of non-zero-divisors and coker l∗v = R/Rv.

(ii) It follows by the characterization of TV(M) given in Lemma 3.12.
(iii) Observe that M is V-divisible if and only if the morphism of abelian groups M →M ,

defined by m 7→ mv, is surjective for each v ∈ V. Consider the presentation

0→ R
lv→ R→ R/vR→ 0

where lv(x) = vx. Applying HomR(−,M) to it we obtain the exact sequence

0→ HomR(R/vR,M)→ HomR(R,M)→ HomR(R,M)→ Ext1R(R/vR,M)→ 0. (87)

Note that M ∼= HomR(R,M) → HomR(R,M) ∼= M is defined by m 7→ mv, and thus it is
surjective if and only if Ext1R(R/vR,M) = 0.
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(iv) Consider the canonical morphisms of rings ι : R → RV−1 and λ : R → RV . For each
v ∈ V, let lv : R → R be defined as in (i). Clearly lv ⊗ 1RV−1 is an isomorphism. Thus there
exists a unique morphism of rings ῑ : RV → RV−1 such that ι = ῑλ. Now observe that, since
lv⊗1RV is invertible, Lv : RV → RV defined by x 7→ vx is an isomorphism of right RV -modules.
Therefore v is invertible. The universal property of the Ore localization implies that there
exists a unique morphism of rings λ̄ : RV−1 → RV such that λ = λ̄ι. It follows from the
universal properties of RV−1 and RV that both compositions of ῑ and λ̄ are the identity.

(v) M is an RV−1-module iff there exists a morphism of rings RV−1 → EndZ(M) extend-
ing the morphism of rings R → EndZ(M) given by the structure of right R-module of M .
Such an extension exists iff the image of v in EndZ(M) is invertible for each v ∈ V iff the map
M → M , m 7→ mv, is bijective for each v ∈ V. This last condition is equivalent to say that
M is V-torsion-free and V-divisible by (87).

(vi) It is proved as (v). �

Now suppose that R is a semihereditary ring and M a finitely presented right R-module.
As we have seen in Lemma 8.43, M ∼= PM ⊕ TM . Let W be the class of all bounded right
R-modules. Then, as TM is a bound right R-module and PM is a projective right R-module,
M isW-torsion-free if and only if TM = 0. Moreover, TM coincides with the trace submodule
of the class W. If moreover the subset V of R consisting of all non-zero-divisors is a right Ore
subset, then clearly TV(M) ⊆ TM . Both coincide for all finitely presented right R-modules
M if and only if every finitely presented torsion-free right R-module can be embedded in a
free module (or equivalently is projective). For example, this happens when R is a two-sided
order in a semisimple ring Q (i.e. V is a two sided Ore subset and RV−1 is a semisimple ring),
see [Jat86, Theorem 2.2.15].

By definition, the perpendicular category XU of a class of bound modules U consists of
the U-torsion-free and U-divisible modules. It can also be interpreted as the category of
modules over the universal localization of R at U , as noted by W. Crawley-Boevey [CB91,
Property 2.5] in a slightly less general situation. Observe that the next result also generalizes
Lemma 8.45(v) and (vi).

Proposition 8.46. Let R be a ring. Let U be a class of bound right R-modules. The following
statements are equivalent for M ∈ Mod-R.

(i) M ∈ Mod-RU .
(ii) 1M ⊗R α∗U is invertible for all morphisms αU ∈ U .
(iii) Tor1R(M,TrU) = M ⊗R TrU = 0 for every right R-module U ∈ U .
(iv) HomR(U,M) = Ext1R(U,M) = 0 for every right R-module U ∈ U .

Proof. The implication (i) ⇔ (ii) follows from the fact that RU = RTrU and the left
version of Lemma 8.25.
(ii) ⇔ (iii) ⇔ (iv): Take αU ∈ U . Consider the exact sequences

0→ P
αU→ Q→ U → 0

0→ Q∗
α∗U→ P ∗ → TrU → 0.

Applying M ⊗R − to the second one and HomR(−,M) to the first one, we get the following
commutative diagram with exact rows

0 // TorR1 (M,TrU) // M ⊗R Q∗
1M⊗Rα

∗
U//

��

M ⊗R P ∗ //

��

M ⊗R TrU // 0

0 // HomR(U,M) // HomR(Q,M) // HomR(P,M) // Ext1R(U,M) // 0

(88)
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where the vertical arrows are isomorphisms by Lemma 1.9. Hence 1M⊗Rα∗U is an isomorphism
iff Tor1R(M,TrU) = M ⊗R TrU = 0 iff HomR(U,M) = Ext1R(U,M) = 0. �

Remark 8.47. Let R be a ring. Let U be a class of bound right R-modules. Then the class
U⊥ of U-divisible modules is a tilting class. Moreover

U⊥ = {M ∈ Mod-R |M ⊗R TrU = 0 for all U ∈ U}.

Proof. For the first statement, notice that we can suppose that U is a set by Re-
mark 8.39(a). Then apply Proposition 8.13. For the second part notice that the commutative
diagram of (88) holds for any U ∈ U and any right R-module M . Then Ext1R(U,M) = 0 if
and only if M ⊗R TrU = 0. �

A candidate for the tilting class U⊥ given by a class U of bounded right R-modules is
RU ⊕ RU/R. When λ : R → RU is injective and pd(RU )R ≤ 1, we have a tilting right
R-module RU ⊕RU/R by Example 8.34(d). In general, however, its tilting class GenRU does
not coincide with the tilting class U⊥, as we will see in Example 8.79. The next result describes
the case when GenRU = U⊥.

Theorem 8.48. Let R be a ring. Let U be a class of bound right R-modules. Let further
λ : R → S be an injective ring epimorphism with TorR1 (S, S) = 0 and pdSR ≤ 1. The
following statements are equivalent:

(i) GenSR = U⊥.
(ii) The map λ : R→ S is a U⊥-(pre)envelope.
(iii) SR ∈ U⊥, and every (pure-injective) module M ∈ U⊥ belongs to (S/R)⊥.
In particular, conditions (i)-(iii) hold true if SR ∈ U⊥ and S/R is a direct limit of U-filtered
right R-modules.

Proof. We already know by Theorem 8.32 that T = S ⊕S/R is a tilting right R-module
with GenTR = GenSR = (S/R)⊥.
(i) ⇒ (ii): If M ∈ U⊥ = GenSR, then Ext1R(S/R,M) = 0 because clearly S/R ∈ GenSR.
Therefore, applying HomR(−,M) to the exact sequence 0→ R

λ→ S → S/R→ 0, we get that
HomR(λ,M) is surjective. So, λ : R→ S is a U⊥-preenvelope. Suppose now that g ∈ EndR(S)
satisfies λ = gλ. Since Mod-S is a full subcategory of Mod-R by Lemma 8.19(ii), g ∈ EndS(S).
Now, since g(1) = 1, we get that g is the identity and therefore an isomorphism. So λ is even
a U⊥-envelope.
(ii)⇒ (i): By the definition of a preenvelope, we have that SR belongs to U⊥. Since U consists
of finitely presented modules, Lemma 1.31 implies that direct sums of copies of SR are in U⊥.
Now it follows that GenSR ⊆ U⊥ because U⊥ is closed under images by Remark 8.2.

For the reverse inclusion, note that SR is a generator of U⊥ by [AHTT01, Lemma 1.1].
Indeed, if M ∈ U⊥, then, for each m ∈M , the morphism of right R-modules R→M defined
by 1 7→ m factors through λ. Therefore there exists an onto morphism of right R-modules⊕
m∈M

S →M .

(i) ⇒ (iii) follows from (S/R)⊥ = GenSR and the remark at the beginning of the proof.
(iii) ⇒ (i): We deduce as above that GenSR ⊆ U⊥. To prove equality, first observe that U⊥
is a tilting class by Remark 8.39(a) and Proposition 8.13. So both classes are tilting classes.
By Corollary 8.16, GenSR and U⊥ coincide if and only if they contain the same pure-injective
right R-modules. The latter holds true by (iii).

We now prove the last statement. Suppose that SR ∈ U⊥ and S/R = lim
−→

Ni where all Ni

are U-filtered right R-modules. By condition (iii), it is enough to show that every pure-injective
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module M ∈ U⊥ belongs to (S/R)⊥. Now, for such module M , Lemma 1.34 implies that

Ext1R(S/R,M) = Ext1R(lim
−→

Ni,M) ∼= lim
←−

Ext1R(Ni,M).

Since Ni is U-filtered for any i ∈ I, Ext1R(Ni,M) = 0 by Eklof-Lemma 1.29. Therefore
Ext1R(S/R,M) = 0. �

Corollary 8.49. Let R be a ring. Let U be a class of bound right R-modules. Suppose
that R embeds in RU , and pd(RU )R ≤ 1. Assume further that RU/R is a direct limit
of U-filtered right R-modules. Then TU = RU ⊕ RU/R is a tilting right R-module with
GenTU = Gen(RU )R = U⊥.

Proof. Notice that RU ∈ U⊥ because RU is a right RU -module, see Proposition 8.46. So
the statement follows immediately from Examples 8.18(a), Theorems 8.27 and 8.48. �

Recall from Section 4 of Chapter 3 that if R is a hereditary ring with a faithful rank
function ρ, then the universal localization λ : R → Rρ of R at ρ has a fairly well understood
behavior. It produces a source of examples of tilting modules from universal localization
satisfying the hypothesis of Corollary 8.49 thanks to the following result. It was stated in
[Sch86], and there it was noted that it follows from the proof of [Sch85, Theorem 12.6].

Theorem 8.50. Let R be a hereditary ring with a faithful rank function ρ such that Rρ is
a simple artinian ring. Let U be a class of ρ-simple modules. The following statements hold
true:

(i) As a right R-module, RU/R is a directed union of finitely presented modules Ni such that
each Ni is a finite extension of modules from U .

(ii) As a left R-module, RU/R is a directed union of finitely presented modules Mj such that
each Mj is a finite extension of modules of the form TrU with U ∈ U . �

Now we give our result on tilting modules.

Corollary 8.51. Let R be a hereditary ring with a faithful rank function ρ. The following
statements hold true.

(i) If V is a class of ρ-torsion right R-modules, then TV = RV ⊕ RV/R is a tilting right
R-module.

(ii) Suppose that Rρ is simple artinian. If U consists of ρ-simple modules, then

TU = RU ⊕RU/R
is a tilting right R-module with tilting class T⊥U = U⊥, and it is also a tilting left R-module
with tilting class R TU

⊥ = (TrU)⊥.

Proof. Since ρ is faithful, then R → RV is an embedding for any class of ρ-torsion
modules by Theorem 3.56.

(i) It follows from Examples 8.34(d).
(ii) By (i), TU is a tilting right R-module and a tilting left R-module. Now Theorem 8.50

implies that RU/R is a directed union of finitely presented right (left) R-modules Ni such that
each Ni is a finite extension of modules from U (TrU). Therefore Corollary 8.49 implies the
result. �

Many rings satisfy the conditions in Corollary 8.51(ii). By Theorem 3.58, every hereditary
ring R with a faithful rank function ρ taking values on the integers is such that Rρ is a division
ring. Firs are one example of this kind. If R is a fir, projectives are free of unique rank, thus
the only possible rank function sends [Rn] 7→ n, so it is faithful, and certainly takes values
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on the integers. Recall that hereditary local rings, crossed product group rings kG of a free
group G over a division ring k and free algebras are examples of firs.

Suppose now that R is a hereditary ring embeddable in a division ring D. Then we can
define a correspondence on the class of finitely generated projectives as ρP = dimD(P ⊗RD).
Clearly P ∼= P ′ implies that ρP = ρP ′. Also ρR = 1, and, since P ∼= P1 ⊕ P2 implies
P1 ⊗R D ∼= P1 ⊗R D ⊕ P2 ⊗R D, we see that ρ(P1 ⊕ P2) = ρ(P1) + ρ(P2). Thus ρ is a rank
function with values on the integers. The sequence 0 → R → D is exact, and tensoring with
a projective right R-module P , we obtain the exact sequence 0→ P → P ⊗R D which shows
that P ⊗R D 6= 0, and therefore ρ is faithful. Again, by Theorem 3.58, Rρ is a division ring
(maybe different from D).

Some other examples of rings satisfying the conditions of Corollary 8.51(ii) are tame hered-
itary algebras (see Section 6) and hereditary noetherian prime rings, in particular maximal
classical orders and Dedekind prime rings (see Section 5).

The following lemma will be useful in giving some other applications of Corollary 8.49.

Lemma 8.52. Let λ : R→ S be a ring epimorphism. Let V be a class of bound right R-modules
such that SR ∈ V⊥. If GenSR coincides with the class of V-divisible modules, then pdSR ≤ 1.
In particular, if λ : R → RV is the universal localization of R at V, and Gen(RV)R coincides
with the class of V-divisible modules, then pd(RV)R ≤ 1.

Proof. Remark 8.39(a) implies that we can suppose that V is a set.
By Theorem 8.8, with M = R and S = V, we get a V⊥-preenvelope R ↪→ B of R with

pd(B/R)R ≤ 1. Thus, for each N ∈ V⊥ and n ∈ N , there exists a morphism ϕn : B → N such
that ϕn(1) = n which is an extension of the morphism of right R-modules R → N defined
by 1 7→ n. In particular, there exists a morphism of right R-modules ϕ : B → S such that
ϕ(1) = 1.

By hypothesis, there exists a set I and an onto morphism of right R-modules η : S(I) → B.
Therefore there exists a morphism of right R-modules ϕη : S(I) → S with 1 ∈ imϕη. Now
ϕη is a morphism of right S-modules by Remarks 8.20(a). Thus ϕη is onto and it splits. So
there exists ψ : S → S(I) such that ϕηψ = 1S . Hence ϕ is an epimorphism and it splits. Then
SR is a direct summand of BR, a module of projective dimension at most one. Indeed, BR
is an extension of two modules, R and B/R, of projective dimension ≤ 1. This implies that
pdSR ≤ 1.

For the last part recall that λ : R → RV is a ring epimorphism by Examples 8.18(a), and
that RV ∈ V⊥ by Proposition 8.46(iv) because clearly RV is an RV -module. �

The proof of the last result is an extension of the one given in the last paragraph of
[AHHT05, Proposition 6.4]. There S is the localization V−1R of R at a left Ore set of
non-zero-divisors V and the role of B is played by the so called Fuchs tilting module relative
to V. With Lemma 8.52 in mind we can state the following generalization of [AHHT05,
Proposition 6.4]. They proved it assuming that either R is commutative or V−1R is countably
generated as a right R-module.

Corollary 8.53. Let R be a ring. Let U be a left Ore set of non-zero-divisors of R. Then
pd(U−1RR) ≤ 1 if and only if Gen(U−1RR) coincides with the class of U-divisible right
R-modules. In this case TU = U−1R ⊕ U−1R/R is a tilting right R-module whose tilting
class coincides with the class of U-divisible right R-modules.

Proof. Suppose that pd(U−1RR) ≤ 1. Since U consists of non-zero-divisors, R embeds in
U−1R. Setting U = {R/uR | u ∈ U}, we know by the left version of Lemma 8.45(i) and (iv)
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that U is a set of bound right R-modules and RU ∼= U−1R. On the other hand, given u, v ∈ U,
there exist z ∈ U, w ∈ R, such that wu = zv. Then

u−1R+ v−1R ⊆ (zv)−1R = (wu)−1R.

Hence every finitely generated right submodule of U−1R is contained in u−1R for some u ∈ U.
Therefore U−1R/R = lim−→

u∈U

u−1R/R. Moreover, notice that for every u ∈ U, u−1R/R ∼= R/uR,

thus, U−1R/R is a direct limit of the U-filtered modules u−1R/R. Then we obtain that
TU = U−1R ⊕ U−1R/R is a tilting right R-module and Gen(TU)R = Gen(U−1R)R = U⊥ by
Corollary 8.49.

The proof of the other implication is Lemma 8.52 with V = U and S = U−1R. �

Observe that Corollary 8.53 cannot be generalized to universal localization because of
Example 8.79.

Remark 8.54. If U is a two-sided Ore set of non-zero-divisors, then pd(RU−1R) ≤ 1 if and
only if Gen(RU−1R) coincides with the class of U-divisible left R-modules. In fact, in this case
U−1R = RU−1 = RU , and we can apply the left version of Corollary 8.49 on RRU−1.

However, if U is just a left Ore set of non-zero-divisors of R, and pd(RU−1R) ≤ 1, then
TU = U−1R⊕U−1R/R is a tilting left R-module by Theorem 8.32, but we cannot compute T⊥U
as we do not know whether U−1R/R can be written as a direct limit of {R/Ru | u ∈ U}-filtered
left R-modules.

Stronger results will be obtained in Theorem 8.68 under the assumption that R is a
hereditary noetherian prime ring. �

Corollary 8.55. Let R be a commutative valuation domain with field of fractions Q. Suppose
that pd(Rp)R ≤ 1 for each prime ideal p of R (equivalently, suppose that Rp is countably
generated as an R-module for every prime ideal p of R). Then the set

T = {Tp = Rp ⊕Rp/R | p ∈ Spec(R)}

is a representative set up to equivalence of the class of all tilting right R-modules.

Proof. For each prime ideal p of R, let Up = R \ p. By Corollary 8.53 we know that
Tp = Rp ⊕Rp/R is a tilting R-module and T⊥p equals the class of Up-divisible R-modules.

It is known that the set of Fuchs tilting modules {δUp | p ∈ Spec(R)} is a representative
set up to equivalence of the class of all tilting R-modules, and δ⊥Up

is the class of Up-divisible
R-modules [GT06, Theorem 6.2.21].

The assumption that pd(Rp)R ≤ 1 for each prime ideal p of R is satisfied if and only if Rp is
countably generated as an R-module for every prime ideal p of R. In fact, if R is a commutative
local ring and U is a multiplicative subset of non-zero-divisors, then pdRU−1

R ≤ 1 if and only if
RU−1

R is a countably generated R-module [AHHT05, Page 531]. In the particular case when
R is a valuation domain see [FS85, Theorem IV.3.1]. �

Now we show that Theorem 8.48 can help to compute tilting classes.

Example 8.56. Let X be a nonempty set. Let G be the free group on X. Let k be a field.
Consider the free algebra R = k〈X〉 and the free group algebra kG with the natural embed-
ding k〈X〉 ↪→ kG which sends x 7→ x for every x ∈ X. We saw in Examples 8.34(d) that
TX = kG⊕ kG/k〈X〉 is a tilting right R-module. Let X = {k〈X〉/xk〈X〉 | x ∈ X}, a set
of bound right R-modules. Notice that kG = RX . We proceed to show that T⊥X = X⊥ by
verifying condition (ii) in Theorem 8.48.
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Let M ∈ X⊥. We have to show that for every k〈X〉 f̃→ M, there exists f : kG → M

extending f̃ . We will define f on the elements of G, and then extend it by linearity.
Every element g ∈ G can be uniquely expressed as a word of the form

g = xe11 · · ·x
er
r where xi ∈ X, ei = ±1 and xi 6= xi+1 if ei = −ei+1. (89)

We proceed by induction on the length of g. If r = 0, that is, g = 1, then we define f(1) as
f̃(1). Let r + 1 > 0, and suppose that we have defined f(g) for all g ∈ G of length ≤ r. Let g
be a word of length r + 1, suppose that g = xe1 · · ·xer+1

r+1 = hx
er+1

r+1 as in (89).
For every x ∈ X, applying Homk〈X〉(−,M) to the exact sequence

0→ k〈X〉 αx→ k〈X〉 → k〈X〉/xk〈X〉 → 0

we get

0→ Homk〈X〉(k〈X〉/xk〈X〉,M)→Homk〈X〉(k〈X〉,M)→ Homk〈X〉(k〈X〉,M)→
→ Ext1k〈X〉(k〈X〉/xk〈X〉,M) = 0.

This implies that for every m ∈ M and x ∈ X there exists an n ∈ M such that m = nx. So
fix n ∈M such that nxr+1 = f(h). Then

f(g) =
{
f(h)xer+1

r+1 if er+1 = 1
n if er+1 = −1.

Hence k〈X〉 ↪→ kG is an X⊥-preenvelope, and T⊥X = Gen kG = X⊥.
Analogously, it can be proved that TX is also a tilting left R-module with tilting class

RT
⊥
X = {k〈X〉/k〈X〉x | x ∈ X}⊥. �

Now we intend to give a remark relating tilting modules and its dual concept, cotilting
modules. For that we first give the definition of cotilting modules and state without proof a
particular situation of [AHHT06, Theorem 2.2].

Definition 8.57. Let R be a ring.
(a) A left R-module C is a cotilting module provided it satisfies

(C1) C is of injective dimension at most one.
(C2) Ext1R(CI , C) = 0 for each i ≥ 1 and all sets I.
(C3) There exists an exact sequence 0 → C1 → C2 → W → 0 where W is an injective

cogenerator of R -Mod and C1, C2 ∈ ProdC.
(b) A class of left R-modules F is a cotilting class if there exists a cotilting left R-module C

such that F = ⊥C, i.e. F = {M ∈ Mod-R | Ext1R(M,C) = 0}.
(c) A cotilting class F = ⊥C is of cofinite type provided that there exists a set S of finitely

copresented modules of injective dimension at most one such that ⊥C = ⊥S. �

Theorem 8.58. Let R be a ring. There exists a bijective correspondence between the tilting
classes in Mod-R and cotilting classes of cofinite type in R -Mod. If S⊥ is a tilting class, with
S a set of finitely presented right R-modules of projective dimension at most one, then the
corresponding cotilting class in R -Mod is S> = {RX | TorR1 (Y,X) = 0 for all Y ∈ S}. �

The following result should be compared with [AHHT05, Remark 5.8], there this result
is stated for the left Ore situation, i.e.: there exists a left Ore set V consisting of nonzero
divisors of R such that U = {R/vR | v ∈ V}.

Proposition 8.59. Let R be a ring. Let U be a class of bound right R-modules, and consider
the class TrU = {TrU | U ∈ U}. Then the class U⊥ of U-divisible modules is a tilting class.
Moreover, the class of TrU-torsion-free modules is a cotilting class of left R-modules. More
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precisely, it is the cotilting class of cofinite type that corresponds to U⊥ under the bijective
correspondence from Theorem 8.58.

Proof. The first statement follows from Remark 8.47. For the second statement, recall
that the correspondence in Theorem 8.58 sends the tilting class U⊥ to the cotilting class
U> = {RX | TorR1 (U,X) = 0 for allU ∈ U}.

If U ∈ U , and 0 → P
α→ Q → U → 0 is a projective presentation of U with P and Q

finitely presented, we obtain the exact sequences 0→ Q∗ → P ∗ → TrU → 0, and

0 −→ TorR1 (U,X) −→ P ⊗X −→ Q⊗X −→ U ⊗X −→ 0

0→ HomR(TrU,X)→ HomR(P ∗, X)→ HomR(Q∗, X)→ Ext1R(TrU,X)→ 0.
Since P ⊗R X ∼= HomR(P ∗, X) and Q ⊗R X ∼= HomR(Q∗, X) are naturally isomorphic
by Lemma 1.9, we get TorR1 (U,X) ∼= HomR(TrU,X). Therefore X ∈ U> if and only if
HomR(TrU,X) = 0 for all U ∈ U , that is, X is TrU-torsion free. �

5. Noetherian prime rings

Throughout this section R will be a right order in a semisimple ring A. Recall that this
means that the subset V consisting of all non-zero-divisors is a right Ore set and that the
right Ore localization of R at V is A (see Definition 3.7). We remind the reader that RA is
a flat left R-module and that a right R-module M is a torsion right R-module if and only if
M ⊗R A = 0 by Proposition 3.14.

We begin this section giving an easy result that will be useful. Notice that the proof works
for any ring R which embeds in a semisimple ring A.

Lemma 8.60. Let R be a right order in a semisimple ring A. Let n be the length of A as a
right A-module. Then the correspondence u : K0(R)→ 1

nZ defined by

u(P ) =
length(P ⊗R AA)

n

is a faithful rank function.

Proof. Let P, P ′, Q be finitely generated projective right R-modules.
Clearly, if P ∼= P ′, then P ⊗R A ∼= P ′ ⊗R A and u(P ) = u(P ′). Also, the fact that

(P ⊕Q)⊗R A ∼= P ⊗R A⊕Q⊗R A implies that

length((P ⊕Q)⊗R AA) = length((P ⊗R AA)⊕ (Q⊗R AA))
= length(P ⊗R AA) + length(Q⊗R AA).

Hence u(P ⊕ Q) = u(P ) + u(Q). Now AA ∼= R ⊗R A gives that u(R) = 1. Therefore u is a
rank function.

Observe that 0 → R → A is exact, and 0 → P → P ⊗R A is again exact because P is
projective. Thus, if P 6= 0, then u(P ) 6= 0. �

Definition 8.61. Let R be a right order in a semisimple ring A. The faithful rank function
u of Lemma 5 is called the normalized uniform dimension of R. �

Recall the following result which can be found, for example, in [Jat86, Corollary 2.2.12].

Lemma 8.62. Let R be a right order in a simple artinian ring. If there exists a simple
torsion-free right R-module, then R itself is a simple artinian ring. �

What follows is the trivial generalization of the foregoing Lemma to the semisimple situ-
ation.
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Lemma 8.63. Let R be a right order in a semisimple ring A. If there exists a simple torsion-free
right R-module, then there exists a primitive central idempotent e of A such that eRe is a
simple artinian ring.

Proof. Suppose that M is a simple torsion-free right R-module. It is known that there
exists a right ideal I of R such that M and I have isomorphic essential submodules, see for
example [Jat86, Proposition 2.2.11]. Hence, since M is simple, M embeds in R. So we can
suppose that M is a right ideal of R. There exists a primitive central idempotent e of A
such that Me 6= 0. Then Me ∼= M as right R-modules, and Me is a simple torsion-free right
eRe-module. Notice that eRe is a right order in the simple artinian ring eAe. Thus eRe is
simple artinian by Lemma 8.62. �

The following is stated for hereditary noetherian prime rings in [CB91, Section 3].

Proposition 8.64. Let R be a semihereditary right order in a semisimple ring A. Let u be
the normalized uniform dimension of R. Suppose that there is no primitive central idempotent
e of A such that eRe is simple artinian. Then

(i) The class of finitely presented torsion right R-modules coincides with the class of u-torsion
right R-modules.

(ii) The class of finitely presented simple right R-modules coincides with the class of u-simple
right R-modules.

(iii) A equals Ru, the universal localization of R at u.

Proof. (i) Given a finitely presented torsion right R-module VR (hence pdVR = 1) with
finite projective presentation 0→ P

α→ Q→ V → 0, applying − ⊗R A, we get

0→ P ⊗R A
α⊗1A→ Q⊗R A→ V ⊗R A = 0.

Hence u(P ) = u(Q) = u(α), and V is a u-torsion module. Conversely, if V is a u-torsion mod-
ule, then V is a finitely presented right R-module with pdVR = 1. Let 0→ P

α→ Q→ V → 0
be a presentation of V with P and Q finitely generated projective right R-modules. Notice
that length(P ⊗R AA) = length(Q⊗R AA). Hence α⊗ 1A is an isomorphism and V ⊗RA = 0.
Thus V is a torsion right R-module.

(ii) Let U be a finitely presented simple right R-module with finite projective presentation
0 → P

α→ Q → U → 0. Since U is simple, and there is no primitive central idempotent e of
A such that eRe is simple artinian, Lemma 8.63 implies that U is a torsion right R-module,
and therefore u-torsion with pdUR = 1 by (i). Now suppose that

P
α //

β
  @

@@
Q

P ′
γ

>>~~~

with u(P ′) = u(P ) = u(Q) = u(α). Hence length(Q⊗RAA) = length(P ′⊗RAA). Since α⊗1A
is surjective, we get that γ ⊗ 1A is an isomorphism. Hence we have the commutative diagram

P ′ ⊗R A
∼= // Q⊗R A

P ′ γ
//

OO

Q

OO

where the vertical arrows are injective. Hence γ is injective. Clearly β is injective. Now, since
U ∼= Q/P is simple, we get that β or γ is an isomorphism. This shows that U is u-simple.

On the other hand, if U is a u-torsion module which is not a simple module, then it
contains a finitely generated submodule 0 6= V � U. Suppose that 0 → P

α→ Q → U → 0 is
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a projective presentation of U with P and Q finitely generated. Then there exists a finitely
generated submodule 0 6= P ′ � Q such that P ′/P ∼= V. Since R is semihereditary, P ′ is a
projective right R-module. Now α factors through P ′ in the following way

P
α //� o

  @
@@

Q

P ′
/ �
>>~~~

and U cannot be a u-simple module since u(P ) = u(Q) = u(P ′).
(iii) If 0 → P

α→ Q → W → 0 is an exact sequence with W torsion and P,Q finitely
generated projective right R-modules, then α ⊗ 1A : P ⊗R A → Q ⊗R A is an isomorphism.
Therefore condition (a) in Definition 3.46 is satisfied.

Let b : R→ B be a morphism of rings such that α⊗1B is invertible for every full morphism
P

α→ Q. By (i), α is full if and only if cokerα is torsion. If s is a non-zero-divisor of R, then
R/sR is torsion. Therefore the map αs : R → R, defined by r 7→ sr, is a full morphism
and αs ⊗ 1B is invertible. Hence b(s) is invertible in B. By the universal property of Ore
localization, there exists a unique morphism of rings ψ : A → B such that ψ|R = b. Thus
condition (b) in Definition 3.46 is satisfied. �

The following result is [ER70, Theorem 1.3] in the semisimple situation. We prove it
using the theory of rank functions.

Theorem 8.65. Let R be a hereditary noetherian semiprime ring which is a right order in the
semisimple ring A. Suppose that there is no primitive central idempotent e of A such that eRe
is simple artinian. Let J ⊆ I be right ideals of R. Then I/J is an artinian right R-module if
and only if J is an essential submodule of I.

Proof. We use the following known fact, see for example [Jat86, Proposition 2.2.2]: If
R is a right order in a semisimple ring, then a submodule N of a torsion-free right R-module
M is essential in M if and only if M/N is torsion.

Suppose that I/J is artinian. Then it has finite length, that is, it is a finite extension
of simple right R-modules, and hence torsion right R-modules by Lemma 8.63. Thus I/J is
torsion.

On the other hand, suppose that J is an essential submodule of I. By the remark at the
beginning of the proof, I/J is a finitely presented torsion right R-module. By Theorem 3.55,
it follows that I/J has finite length. �

Now we concentrate on the noetherian prime situation where best results are obtained.

Notation 8.66. Let R be a hereditary noetherian prime ring. From now on let Ur be a set
of representatives of all isomorphism classes of finitely presented simple right R-modules. Let
Vr be a set of representatives of all isomorphism classes of finitely presented torsion right
R-modules. Let finally Dr = {R/sR | s a non-zero-divisor of R}. In the same way we define
Ul, Vl, Dl. �

First we give [CB91, Remark 3.3].

Proposition 8.67. Let R be a hereditary noetherian prime ring which is an order in the
simple artinian ring A. If S is a subring of A, then there exists a unique subset US of Ur (or
Ul) such that S = RUS

, the universal localization of R at US.

Proof. We show that the inclusion R → S is a ring epimorphism. Observe that A is a
flat left and right R-module. Indeed, since S is an R-submodule of A and R is hereditary (in
particular its weak dimension is at most one), then S is also a flat right and left R-module.
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Consider the following commutative diagram whose columns are injective morphisms and its
rows are exact sequences, where the first two rows are obtained from 0→ S → A→ A/S → 0
tensoring by − ⊗R S and A⊗R − respectively

0 // S ⊗R S //

��

A⊗R S //

��

(A/S)⊗R S // 0

0 // A⊗R S // A⊗R A //

��

A⊗R (A/S) // 0

0 // S // A // A/S // 0

They imply that S⊗R S embeds in A⊗RA and in A by Lemma 8.19. Moreover the image
of S ⊗R S in A is S. Thus R→ S is a ring epimorphism by Lemma 8.19.

Then Theorem 3.60 shows that S is the universal localization of R at some set of u-torsion
right R-modules. Now Theorem 3.59 implies the result because it asserts that the universal
localizations of R at sets of full morphisms embedding in Ru are in bijective correspondence
with collections of stable association classes of atomic full morphisms . �

Now we come to the main result of this section.

Theorem 8.68. Let R be a hereditary noetherian prime ring which is not simple artinian. Let
AR be the simple artinian quotient ring of R. Then

(i) T = A⊕A/R is a tilting right R-module with T⊥ = U⊥r = V⊥r = D⊥r .
(ii) T = A⊕A/R is a tilting left R-module with T⊥ = U⊥l = V⊥l = D⊥l .
(iii) For any overring R < S < A there exists a unique subset US of Ur (respectively, of Ul)

such that S ⊕ S/R is a tilting right (left) R-module with tilting class U⊥S .
(iv) For any right Ore subset S of R consisting of non-zero-divisors, let

US = {U ∈ Ur | for each v ∈ U there exists s ∈ S with vs = 0}
= {U ∈ Ur | U ⊗R RS−1 = 0}.

Then RS−1 is the universal localization of R at US. Moreover, TS = RS−1 ⊕RS−1/R
is a tilting right R-module with tilting class T⊥S = U⊥S , and TS is a tilting left R-module
with tilting class T⊥S = {R/Rs | s ∈ S}⊥ = {TrU | U ∈ US}⊥.

(v) For any (two-sided) Ore subset S of R consisting of non-zero-divisors, let US be as
in (iv). Then TS = RS−1 ⊕ RS−1/R is a tilting right R-module with tilting class
T⊥S = {R/sR | s ∈ S}⊥ = U⊥S .

Proof. (i) By Proposition 8.64 and Theorem 8.50, A/R is a directed union of modules
Ni where each Ni is a finite extension of simple right R-modules. This can also be proved in
a more classical way as we proceed to see. In the proof of Corollary 8.53 we showed that A is
the directed union of the right R-modules v−1R/R ∼= R/vR where v is a non-zero-divisor of
R. Now the right R-module R/vR is a torsion right R-module. Then R/vR is of finite length
and so a finite extension of simple right R-modules by Theorem 8.65.

So we can apply Corollary 8.49 to obtain that T is a tilting right R-module with tilting class
T⊥ = U⊥r . Moreover, U⊥r = V⊥r since every element in Vr is a finite extension of elements in Ur
by Theorem 3.55. Again in a more classical way, ifM ∈ Vr, M is finitely generated and torsion.
Let m1, . . . ,mn be a set of generators for M . For each mi there exists a non-zero-divisor vi
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such that R/viR → miR is an onto morphism of right R-modules. Thus
n⊕
i=1

R/viR → M is

surjective. By Theorem 8.65,
n⊕
i=1

R/viR is of finite length, thus M is of finite length.

On the other hand, by Corollary 8.53, the tilting class of A⊕ A/R = T is D⊥r because A
is the left Ore localization of R at the subset of R consisting on all non-zero-divisors of R.

(ii) is proven with symmetric arguments.
(iii) By Proposition 8.67, S is the universal localization of R at a unique subset US of Ur

(Ul). Now, because of Proposition 8.64(ii) and (iii), we can apply Corollary 8.51(ii).
(iv) TS is a tilting left R-module with T⊥S = {R/Rs | s ∈ S}⊥ by (the right version of)

Corollary 8.53. Suppose that we have proved that RS−1 is the universal localization of R at
US. By Proposition 8.64, we can apply Corollary 8.51(ii) to obtain the desired results.

We now prove that RS−1 is the universal localization of R at US. The argument is very
similar to the one of [CB91, Lemma 3.4].

First of all, notice that RRS−1 is flat, and for every U ∈ US, U ⊗R RS−1 = 0. Hence, if
0→ P

α→ Q→ U → 0 is a projective presentation of U with P and Q finitely generated, then
α⊗ 1RS−1 is invertible. Hence condition (a) in Definition 3.46 is satisfied.

Let B be a ring with a morphism of rings b : R → B such that for every U ∈ US and
any finite projective presentation 0 → P

α→ Q → U → 0, α ⊗R 1B becomes invertible. Let
s ∈ S. Consider R/sR. Since S is right Ore, by Theorem 8.65, R/sR has finite length,
and therefore it has a finite filtration of simple right R-modules. Recall that S consists of
non-zero-divisors. Hence R/sR ∼= s−1R/R. Since S is a right Ore set, for every s−1r ∈ s−1R,
there exist t ∈ S, x ∈ R such that s−1r = xt−1. Therefore, for every z ∈ R/sR there exists
t ∈ S with zt = 0. This implies that all the composition factors of R/sR are in US.

For each s ∈ S, define the morphism δs : R → R, given by r → sr. By the foregoing,
δs ⊗ 1B is invertible for every s ∈ S. Notice that δs ⊗ 1B can be regarded as the morphism
B → B defined by x 7→ b(s)x. Thus b(s) is invertible for all s ∈ S. By the universal property of
Ore localization there exists a morphism of rings γ : RS−1 → B making the following diagram
commutative

R //

b
��?

??
RS−1

γzzuuu
u

B

Therefore condition (ii) in Definition 3.46 is satisfied.
For (v) apply the left and the right versions of (iv). �

Remark 8.69. Suppose that we are under the notation of Theorem 8.68(iii) and (iv). In
[Goo74] it is shown that there is a bijection between the collection of overrings R ≤ S ≤ A
and the collections Y of isomorphism classes of simple rightR-modules. In this correspondence,
S is the overring such that W⊗RS = 0 for all W ∈ Y and no other simple right R-module. On
the other hand, we have proved in Proposition 8.67 that all overrings R ≤ S ≤ A are universal
localizations of R at some set US of isomorphism classes of simple right R-modules. Moreover,
it is proved in [Sch86, Theorem 10] (in a more general context) that W ⊗R RUS

= 0 for
all W ∈ US and no other simple right R-module. Therefore, US = {W ∈ Ur |W ⊗R S = 0}
in Theorem 8.68(iii). From this we also obtain another proof of the fact stated in Theo-
rem 8.68(iv), that RS−1 = RUS

. �

Before stating the next results on tilting modules we recall the following definitions.

Definitions 8.70. (a) A right R-module M is faithful if the ideal

ann(M) = {r ∈ R | mr = 0 for all m ∈M} = 0.
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The right R-module M is unfaithful if it is not a faithful module.
(b) Let Z be a commutative noetherian domain with quotient field K, and let Q be a

central simple K-algebra. A Z-order in Q is a Z-subalgebra R of Q, finitely generated as
Z-module and such that R contains a K-basis of Q. A hereditary order R is a hereditary ring
R which is a Z-order in some central simple K-algebra Q, where Z is some Dedekind domain
with quotient field K 6= Z. The hereditary order R is a maximal order if it is not properly
contained in any other Z-order in Q. �

For the proof of the following result we will use some unexplained results about noetherian
prime rings. Most of them, with the terminology we use, can be found in the survey [Lev00].
Full proofs of these results can be found in the references given there.

Theorem 8.71. Let R be a hereditary noetherian prime ring which is not simple artinian.
Let Ur be a set of representatives of all isomorphism classes of all simple right R-modules.
Suppose that there are no simple faithful right R-modules, and that Ext1R(U1, U2) = 0 for any
two non-isomorphic simple right R-modules U1, U2. Then

T = {TW = RW ⊕RW/R | W ⊆ Ur}

is a representative set up to equivalence of the class of all tilting right R-modules.
In particular, the statement holds true when R is a maximal order or a hereditary local

noetherian prime ring which is not a simple artinian ring (for example a not necessarily
commutative discrete valuation domain).

Proof. For the first part we follow the terminology of [Lev00]. IfM is a finitely generated
right R-module, then M ∼= PM ⊕TM by Lemma 8.43. It is known, see for example [Jat86,
Theorem 2.2.15], that any finitely generated torsion-free right R-module is embeddable in a
finitely generated free right R-module. Therefore, provided that U is the subset of R consisting
of all non-zero-divisors of R, TM = TUM . Moreover, TUM is of finite length, see for example
the proof of Theorem 8.68(iii). Furthermore, TUM has a decomposition TUM = V1⊕V2 where
V1 is a (finite) direct sum of uniserial modules whose composition factors are all unfaithful,
and V2 is a direct sum of modules whose composition factors belong to so-called faithful towers
[Kuz72, Theorem 2.19] or [KL95, Theorem 4.6]. Since we are assuming that there are no
faithful simple right R-modules, V2 = 0.

So M⊥ = (W1 ⊕ · · · ⊕ Wn)⊥ where Wi are indecomposable finitely generated uniserial
modules. Since Ext1R(U,U ′) = 0 for any two non-isomorphic simple right R-modules U,U ′, we
obtain that all composition factors of Wi are isomorphic to the same simple right R-module
Ui. Hence W⊥i = U⊥i . Therefore M⊥ = U⊥1 ∩ · · · ∩ U⊥n . So for every set of finitely generated
right R-modules V, there exists a subset W of Ur such that V⊥ =W⊥.

It was proved in [GW79] that if U is an unfaithful simple right R-module there exists
a unique V ∈ Ur such that Ext1R(V,U) 6= 0. So in our situation, Ext1R(U,U) 6= 0 and
Ext1R(U ′, U) = 0 for nonisomorphic simple right R-modules U,U ′. Hence given a subset W of
Ur the class W⊥ is uniquely determined by the elements of W because (Ur \ W) ⊂ W⊥ and
for each W ∈ W, W /∈ W⊥.

From Remarks 8.44(b), Proposition 8.64 and Corollary 8.51(ii) we infer that T is a repre-
sentative set up to equivalence of the class of all tilting right R-modules.

Let R be a maximal order. Observe first that every right ideal which contains a
non-zero-divisor is an essential submodule of R because the set of
non-zero-divisors is a right Ore set. By Lemma 8.62, for every maximal right ideal m of
R, R/m is a torsion right R-module. Hence there exists a non-zero-divisor s ∈ R such that
1̄s = 0, i.e. s ∈ m. Thus m is essential in RR. Since R is finitely generated as a module
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over the commutative ring Z, then R is right bounded, i.e. every essential right ideal of R
contains a two sided ideal which is essential as a right ideal [GW89, Proposition 8.1]. Hence
m contains a nonzero two-sided ideal. Therefore ann(R/m) 6= 0, that is, R/m is unfaithful.

If R is a hereditary order, there exists a bijection between Ur and the set of the nonzero
prime ideals of R, Spec(R). The correspondence sends a simple right R-module M in Ur to
the (unique, because R/p is simple artinian) simple R/p-module.

Let p and q be two prime ideals of R with corresponding simple right R-modules Mp

and Mq. We say that q  p if Ext1R(Mq,Mp) 6= 0. The connected components of the
graph constructed from the set of prime ideals of R and the relation  are called cliques.
The clique that contains p is denoted by Cl(p). It is known that in a hereditary order
Cl(p) = {q | q ∩ Z = p ∩ Z}, see [GW89, Theorem 11.20].

In a maximal order R there is a bijection between Spec(R) and Spec(Z) given by p 7→ p∩Z,
see [Rei75, Theorem 22.4].

Therefore, if R is a maximal order, and U, V ∈ Ur, Ext1R(U, V ) if and only if U = V .
If R is a hereditary local noetherian prime ring which is not a simple artinian ring, there is

only one simple right R-module up to isomorphism, and it is unfaithful since it is isomorphic
to the quotient of R by its maximal ideal. �

We now recover the classification of tilting modules over Dedekind domains obtained in
[BET05, Theorem 5.3].

Corollary 8.72. Let R be a Dedekind domain.
(i) Let M be a subset of max-spec(R). Consider the multiplicative subset S = R\ ∪

p∈M
p of R

and the set of simple R-modules US = {R/m | m * ∪
p∈M

p} (if M = ∅, then S = R \{0}).

Then RS−1 is the universal localization of R at US, and TS = RS−1 ⊕ RS−1/R is a
tilting R-module with T⊥S = U⊥S = {R/sR | s ∈ S}⊥.

(ii) Let P be a subset of max-spec(R). Consider the set of simple R-modules
UP = {R/m | m ∈ P}. Then TP = RUP

⊕RUP
/R is a tilting right R-module with

T⊥P = U⊥P . Therefore the set

T = {TP | P ⊆ max-spec(R)}
is a representative set up to equivalence of the class of all tilting R-modules.

Proof. (i) Recall that a Dedekind domain is a commutative noetherian prime ring which
is not simple artinian. Now notice that

US = {R/m | m * ∪
p∈M

p} = {R/m | for every v ∈ R/m there is s ∈ S with vs = 0}.

Then apply Theorem 8.68(v).
(ii) By Proposition 8.64 and Corollary 8.51(ii), we obtain that TP is a tilting module with

T⊥P = U⊥P .
For the second statement, we prove that R satisfies the conditions of Theorem 8.71.
All simple R-modules are unfaithful because they are isomorphic to the quotient of R by

a maximal ideal.
Let now M be an extension of the non-isomorphic simple R-modules R/p and R/q with

p and q nonzero prime ideals of R. Obviously pq ⊆ ann(M). On the other hand, the ideal
ann(M) annihilates R/p and R/q. Thus ann(M) ⊆ p ∩ q = pq. Therefore ann(M) = pq. The
ideals p and q are comaximal. Thus 1 = p + q for some p ∈ p and q ∈ q. Hence, for each
m ∈M , m = mp+mq. Moreover, if m ∈Mp ∩Mq, then

m = m(p+ q) = mp+mq ∈Mqp +Mpq = 0.
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Therefore M = Mp⊕Mq. Note that Mp and Mq are nonzero, otherwise pq  ann(M). Now,
since M is the extension of Mp, Mq and, on the other hand, of the simple R-modules R/p,
R/q, then R/p ∼= Mq and R/q ∼= Mp. �

Let us make the following remark that will be useful in the proof of Remark 8.74.

Remark 8.73. Let R be a commutative ring and λ : R→ S a ring epimorphism. Then S is a
commutative ring.

Proof. For each t ∈ S, consider the morphisms of rings δ1 : S → M2(S) and
δ2t : S → M2(S) defined by δ1(s) = ( s 0

0 s ) and δ2t(s) = ( 1 0
t 1 ) ( s 0

0 s )
(

1 0
−t 1

)
=
(

s 0
ts−st s

)
for

all s ∈ S. If t = λ(r) for some r ∈ R, observe that δ1λ = δ2tλ by the commutativity of R, and
δ1 = δ2t because λ is a ring epimorphism. Hence, λ(r) commutes with every element of S. As
r was an arbitrary element of R, we obtain that λ(r)s = sλ(r) for any r ∈ R and s ∈ S. Now
δ1λ = δ2tλ for any t ∈ S. Therefore, since λ is a ring epimorphism, δ1 = δ2t, and ts− st = 0
for any s, t ∈ S, that is, S is a commutative ring. �

Remark 8.74. There exist Dedekind domains R for which the set of all tilting right R-modules
of R cannot be expressed neither in terms of Ore localization nor of matrix localization. In
particular there exists a universal localization which is neither an Ore nor a matrix localization.

Proof. We first note that given a multiplicative set S of R there exists a subset
Q ⊆ Spec(R) such that if S′ = R \ ∪

q∈Q
q, then RS−1 = RS′−1. Indeed, for each v ∈ R

such that S ∩ vR = ∅, consider a maximal ideal qv among the ideals I with v ∈ I and
S ∩ I = ∅. Then qv is known to be a prime ideal. Now the set S′ = R \ ∪

v
qv is such that

S ⊆ S′. On the other hand, if z ∈ S′, there exists r ∈ R such that zr ∈ S. Hence z is
invertible in RS−1. Therefore RS−1 = RS′−1.

It is known that there exist Dedekind domains with subsets M of Spec(R) such that there
exist primes p ∈ Spec(R) with p ⊆ ∪

m∈M
m, and p /∈M, see for example [Sal04, Example 4.14].

Consider such example R with field of fractions D. Let U = {R/m | m /∈M}.
Suppose that there exists a multiplicative subset S of R such that RS−1 = RU . By the

remark at the beginning of the proof, we may suppose that S is the complement of the union
of the prime ideals in Q ⊆ Spec(R), i.e. S = R\ ∪

q∈Q
q. Then RS−1 is the universal localization

of R at V = {R/n | n " ∪
q∈Q

q} by Corollary 8.72(i). Since RS−1 = RV = RU , then U = V

because of Proposition 8.67. On the other hand, p ∈ U , but p /∈ V, a contradiction. Therefore
there does not exists such an Ore set S.

Suppose now that there exists a set of matrices Σ such that its universal localization
λ : R→ RΣ produces the tilting R-module RΣ ⊕RΣ/R. Let H ∈ Σ. We need that R-embeds
in RΣ, so M = cokerH has to be a bound R-module by Remarks 8.44. It has presentation
0→ Rm

H→ Rn →M → 0. If we tensor it by −⊗RD, we get 0→ Dm H⊗1D→ Dn →M ⊗R D → 0
because RD is flat. Then m ≤ n because M ⊗R 1D is injective. If we apply the same
reasoning to TrM , we get that m = n. But then RΣ is the localization of R at the Ore
set S = {sH1 · · · sHn | n ∈ N, Hi ∈ Σ, sHi = detHi}. Indeed, by Remark 8.73, RΣ is a
commutative ring. Since every H ∈ Σ is invertible over RΣ, we get that detH is invertible
in RΣ for each H ∈ Σ. So there exists a unique morphism of R-rings RS−1 → RΣ. On the
other hand, any H ∈ Σ is invertible over RS−1 because RS−1 is commutative and detH is
invertible in RS−1. Hence there exists a unique morphism of R-rings RΣ → RS−1. Now both
compositions are the identity by the universal properties of RΣ and R−1

S . �



212 Chapter 8. Tilting modules arising from ring epimorphisms

6. Tame hereditary algebras

Let R be a ring. Let G0(R) be the abelian group which has as generators the set of
isomorphism classes [M ] of finitely presented right R-modules and as relations the expressions
[A] + [C] − [B] for each exact sequence 0 → A → B → C → 0 of finitely presented right
R-modules A,B,C. It is known that if R is a hereditary ring, then G0(R) ∼= K0(R) via the
map [M ] → [Q] − [P ] where 0 → P → Q → M → 0 is a presentation of M with P and
Q finitely generated projective right R-modules. From now on we will identify G0(R) with
K0(R) in case R is a hereditary ring.

We say that a ring R is connected if R has no nontrivial central idempotents.
An artin algebra is an algebra over a commutative artinian ring k which, in addition, is a

finitely generated k-module.
Let R be a connected hereditary artin k-algebra. Hence R is finitely generated as a module

by its center. Then R is a PI-ring and the center of R is a field by [RS74, Theorem 4].
From now on we will suppose that R is a connected hereditary artin algebra and k is the

center of R.
We denote by mod-R (respectively R -mod) the full subcategory of Mod-R (R -Mod)

consisting of the finitely generated right (left) R-modules. And by modP -R we mean the full
subcategory of mod-R consisting of the modules without nonzero projective summands. By
modI-R the full subcategory of mod-R consisting of the modules without nonzero injective
summands.

If there is only a finite number of indecomposable objects up to isomorphisms in mod-R,
then R is said to be of finite representation type. We say that R is of infinite representation
type if it is not of finite representation type.

Let D : mod-R → R -mod be the duality defined by M 7→ Homk(M,k). It is known
that the correspondence τ = DTr: modP -R → modI-R, M 7→ τM = D(Ext1R(M,R)) is an
equivalence of categories with inverse τ− = TrD : modI-R → modP -R defined by
N 7→ τ−N = Ext1R(DM,R). The correspondence τ is called the AR-translation of R [ARS95].

Recall the Auslander-Reiten formulae [ARS95]: Let X ∈ modP -R, Y ∈ Mod-R, then

HomR(Y, τX) = DExt1R(X,Y ), DHomR(X,Y ) = Ext1R(Y, τX). (90)

Any hereditary artin algebra R has associated a valued quiver ΓR, called the
Auslander-Reiten quiver of R. Before giving how it is constructed we need some definitions.

Definitions 8.75. Let R be a hereditary artin algebra.

(a) A morphism or right R-modules g : B → C in mod-R is called right almost split if
(i) g is not a split epimorphism, and
(ii) if h : X → C is a morphism in mod-R that is not a split epimorphism, then h factors

through g, i.e. B
g // C

X

f

``AAAAAAA h

>>~~~~~~~

(b) g : B → C is called minimal right almost split if it is almost split and whenever X = B in
the foregoing diagram, then f is an isomorphism.

(c) The definition of a (minimal) left almost split map is dual.

(d) An exact sequence in 0→ A
f→ B

g→ C → 0 mod-R is called almost split if f is left almost
split and g is right almost split.
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(e) A morphism h : B → C between indecomposable R-modules B,C is said to be irreducible
if h is not an isomorphism, and in any commutative diagram

B
h //

α ��@
@@

@@
@@

C

Z

β

??~~~~~~~

either α is a split monomorphism or β is a split epimorphism. �

Now the construction of ΓR is as follows. The vertices of ΓR are in one to one correspon-
dence with the isomorphism classes of finitely generated indecomposable right R-modules M

and are denoted by [M ]. There is an arrow [M ]
(a,b)→ [N ] if and only if there is an irreducible

map M → N. The value (a, b) of the arrow is given since there exist unique a, b ≥ 0 such
that there is a minimal right almost split morphism M (a) ⊕X → N where M is not a direct
summand of X, and a minimal left almost split morphism M → N (b) ⊕ Y where N is not a
direct summand of Y. For details see [ARS95].

The component p of ΓR containing the isomorphism classes of all finitely generated in-
decomposable projective modules is called the preprojective component, and consists of the
isomorphism classes of the indecomposable right R-modules M such that there exists a non-
negative integer n such that τnM is a projective module. The component q of ΓR containing
the isomorphism classes of all finitely generated indecomposable injective modules is called the
preinjective component, and consists of the isomorphism classes of the indecomposable right
R-modules M such that there exists a nonnegative integer n such that (τ−)nM is an injective
module. Any other component is said to be a regular component.

Let M be a nonzero finitely generated indecomposable right R-module. If [M ] ∈ p, we say
that M is a preprojective module. If [M ] ∈ q, we say that M is a preinjective module. If [M ]
is in a regular component, we say that M is a regular module. Notice that if M is a regular
module then M ∈ modP -R and M ∈ modI-R. A simple regular module is a regular module
of minimal length inside the component they belong to.

It is known how the regular components of ΓR look like. Recall the following result
[ARS95, Chapter VIII, Theorem 4.15]:

Theorem 8.76. Let R be a hereditary artin algebra of infinite representation type, and let R
be a regular component of ΓR. The following hold.

(i) Let S be a simple regular module with [S] ∈ R. Then there exists an infinite chain of

irreducible monomorphisms S = S[1]
f1→ S[2]

f2→ · · ·S[n]
fn→ · · · with [S[i]] ∈ R.

(ii) For each n ∈ Z and i ≥ 1, there is an almost split sequence

0→ τn+1S[i]→ τn+1S[i+ 1]⊕ τnS[i− 1]→ τnS[i]→ 0,

where S[0] = 0.
(iii) The set {τnS[i] | n ∈ Z, i ≥ 1} constitutes a complete set of representatives of indecom-

posable modules in R up to isomorphism.
(iv) If h : τnS[i+ 1]→ τn−1S[i] is any irreducible morphism, then kerh ∼= τnS[1].
(v) If τnS[i] ∼= S[i] for some n ∈ Z and i ≥ 1, then τnS[j] ∼= S[j] for all j ≥ 1. �

Hence the valuation (a, b) of any arrow equals (1, 1), and a regular component has the
following form



214 Chapter 8. Tilting modules arising from ring epimorphisms

...
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...
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There is the possibility that τnS = S for some n ≥ 1. Then τnS[i] = S[i] for all i, and we
obtain what is called a stable tube. If such an n exists, the smallest one is called the width of
the stable tube.

Notice that every finitely presented (=generated) right R-module M has finite dimension
over k. It is known that K0(R) is the free abelian group with basis the (finite number of)
isomorphism classes of simple right R-modules {S1, . . . , Sn}. Then we can define on K0(R)
the bilinear form BR : K0(R)×K0(R)→ Z given by

BR([M ], [N ]) = dimk HomR(M,N)− dimk Ext1R(M,N).

In this way we can define the quadratic form χR : Q ⊗Z K0(R) → Q induced by BR. It is
known that R is of finite representation type if and only if χR is positive definite [ARS95].

A tame hereditary algebra R is a connected hereditary artinian algebra which is of finite
dimension over its center k and whose quadratic form χR is positive semidefinite but not
positive definite.

If R is a tame hereditary algebra, the Q-subspace N ≤ Q ⊗Z K0(R) formed by the rad-
ical vectors of BR is one-dimensional and can be generated by a vector v with coordinates
(v1, . . . , vn) ∈ Nn in the basis {[S1], . . . , [Sn]} with at least one component vi = 1, see [Rin84].
Hence χR(v) = 0 and any other w such that χR(w) = 0 is a Q-multiple of v. Then, following
[CB91, Section 4], we define the faithful rank function ∂R : K0(R)→ Q given by

∂R([M ]) =
BR([M ], v)
BR([R], v)

,

which is called the normalized defect for R.
The preprojective, preinjective and regular modules are determined numerically. More

concretely, let X be a finitely generated indecomposable right R-module. Then X is prepro-
jective if and only if ∂R([X]) > 0, X is preinjective if and only if ∂R([X]) < 0 and X is regular
if and only if ∂R([X]) = 0. Moreover, the indecomposable ∂R-torsion modules coincide with
the regular modules and the ∂R-simple modules with the simple regular modules.

The following key result for us is [CB91, Lemma 4.4].

Theorem 8.77. Let R be a tame hereditary algebra. Then R∂R
is a simple artinian ring. �

Theorem 8.78. Let R be a tame hereditary algebra. Then, for every set U of isomorphism
classes of simple regular right (left) R-modules, the right (left) R-module TU = RU ⊕RU/R is
a tilting right R-module such that T⊥U = U⊥.
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Proof. By Theorem 8.77, R∂R
is simple artinian. Then, by Theorem 8.50, RU/R is a

directed union of finitely presented modules Ni, RU/R = ∪
i∈I

Ni, such that Ni is a finite filtra-

tion of elements of U . Since ∂R is faithful, R embeds in RU . Hence we can apply Theorem 8.49
to obtain the desired result. �

Finally we are ready to give the promised example of a tilting module T of the form
T = RU ⊕RU/R, constructed from the universal localization of R at a class U of bound right
R-modules, such that T⊥ 6= U⊥.

Example 8.79. Let R be a tame hereditary algebra over the field k with a stable tube tν0 of
width at least 3. Let S be a simple regular module such that [S] ∈ tν0 . Consider τS, τ−S, S[2]
and τS[2].

The ∂R-torsion module S[2] (τS[2]) is an extension of the ∂R-simple modules S and τ−S
(τS and S) by Theorem 8.76. Hence we can suppose that S[2], τS[2] have finite projective
presentations

0→ P1
α→ Q1 → τS[2]→ 0

0→ P2
β→ Q2 → S[2]→ 0

where α and β are full morphisms such that α = δγ, β = εδ and γ, δ, ε are full atomic
morphisms with coker γ = τS, coker δ = S and coker ε = τ−S. Indeed, given the commutative
diagrams,

0

��

0

��
P ′1

α′
��

P ′2

β′
��

Q′1

��

// S //

=
��

0 Q′2
//

��

τS //

=
��

0

0 // τS // τS[2] //

��

S // 0 0 // S // S[2] //

��

τS // 0

0 0

We can complete them taking kernels to obtain

0

��

0

��

0

��

0

��
P ′1

γ′

��

= // P ′1

α′
��

P ′2

δ′2
��

= // P ′2

β′
��

0 // K1

��

δ′1 // Q′1

��

// S //

=
��

0 0 // K2
ε′ //

��

Q′2
//

��

τS //

=
��

0

0 // τS //

��

τS[2] //

��

S // 0 0 // S //

��

S[2] //

��

τS // 0

0 0 0 0
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Observe that δ′1 and δ′2 are presentations of the same module S. Therefore they are sta-
bly associated by Lemma 3.53. So there exist projective modules W and Z such that
K1 ⊕W ∼= P ′2 ⊕ Z, and Q′1 ⊕W ∼= K2 ⊕ Z and the following diagrams are commutative

0

��

0

��

0

��

0

��
P ′1 ⊕W

γ
��

= // P ′1 ⊕W
α
��

P ′2 ⊕ Z
δ
��

= // P ′2 ⊕ Z
β
��

0 // K1 ⊕W

��

δ // Q′1 ⊕W

��

// S //

=
��

0 0 // K2 ⊕ Z
ε //

��

Q′2 ⊕ Z //

��

τS //

=
��

0

0 // τS //

��

τS[2] //

��

S // 0 0 // S //

��

S[2] //

��

τS // 0

0 0 0 0

Now put P1 = P ′1⊕W, Q1 = Q′⊕W, P2 = P ′2⊕Z and Q2 = Q′2⊕Z to obtain the desired
result.

Let V = {S[2], τS[2]} and U = {S, τS, τ−S}. Then RV = R{α,β} ∼= R{γ,δ,ε} = RU .

Therefore TV = RU ⊕RU/R is a tilting right R-module with T⊥V = U⊥ which is different from
V⊥. To prove this, using the AR-formula we have

Ext1R(S[2], S) ∼= DHomR(S, τS[2]) = 0,

because if f : S → S[2] is not zero, since S is ∂R-simple (i.e. simple in the category of
regular modules) and τS is not isomorphic to it, then composing f with the projection
τS[2]→ τS[2]/τS, gives that τS → τS[2] is a split monomorphism, a contradiction. Also

Ext1R(τS[2], S) ∼= DHomR(S, τ2S[2]) = 0,

because S is not a factor of the series with ∂R-simple factors of τ2S[2]. Hence S ∈ V⊥. But

Ext1R(τ−S, S) ∼= DHomR(S, ττ−S) ∼= DHomR(S, S) 6= 0,

that is, S /∈ U⊥. �

“It’s just the beginning
The beginning, not the end”

Europe, Just the beginning



Bibliography

[AD07] Pere Ara and Warren Dicks, Universal localizations embedded in power-series rings, Forum Math.
19 (2007), no. 2, 365–378.
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[Lüc02] , L2-invariants: theory and applications to geometry and K-theory, Ergebnisse der Math-

ematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in
Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics], vol. 44,
Springer-Verlag, Berlin, 2002.

[Luk91] Frank Lukas, Infinite-dimensional modules over wild hereditary algebras, J. London Math. Soc. (2)
44 (1991), no. 3, 401–419.

[Luk93] , A class of infinite-rank modules over tame hereditary algebras, J. Algebra 158 (1993),
no. 1, 18–30.

[Mag35] Wilhelm Magnus, Beziehungen zwischen Gruppen und Idealen in einem speziellen Ring, Math. Ann.
111 (1935), no. 1, 259–280.

[Mal37] A. Malcev, On the immersion of an algebraic ring into a field, Math. Ann. 113 (1937), no. 1,
686–691.

[Mal48] A. I. Mal′cev, On the embedding of group algebras in division algebras, Doklady Akad. Nauk SSSR
(N.S.) 60 (1948), 1499–1501.

[Mas91] William S. Massey, A basic course in algebraic topology, Graduate Texts in Mathematics, vol. 127,
Springer-Verlag, New York, 1991.

[Mat73] Eben Matlis, 1-dimensional Cohen-Macaulay rings, Springer-Verlag, Berlin, 1973, Lecture Notes in
Mathematics, Vol. 327.

[MKS76] Wilhelm Magnus, Abraham Karrass, and Donald Solitar, Combinatorial Group Theory, revised
ed., Dover Publications Inc., New York, 1976, Presentations of groups in terms of generators and
relations.

[MMC83] V. D. Mazurov, Yu. I. Merzlyakov, and V. A. Churkin (eds.), American Mathematical Society
Translations, Ser. 2, Vol. 121, augmented ed., American Mathematical Society Translations, Series
2, vol. 121, American Mathematical Society, Providence, R.I., 1983, The Kourovka notebook,
Unsolved problems in group theory, Translated from the Russian by D. J. Johnson, Translation
edited by Lev J. Leifman and Johnson.

[Mor06] Dave Witte Morris, Amenable groups that act on the line, Algebr. Geom. Topol. 6 (2006),
2509–2518.

[Nee07] Amnon Neeman, Noncommutative localisation in algebraic k-theory ii, Adv. Math. 213 (2007),
785–819.

[Neu49a] B. H. Neumann, On ordered division rings, Trans. Amer. Math. Soc. 66 (1949), 202–252.
[Neu49b] , On ordered groups, Amer. J. Math. 71 (1949), 1–18.
[NF07] Andrés Navas-Flores, On the dynamics of (left) orderable groups, arXiv:0710.2466v4 (2007).
[Ohn52] Masao Ohnishi, Linear-order on a group, Osaka Math. J. 4 (1952), 17–18.
[Ore31] Oystein Ore, Linear equations in non-commutative fields, Ann. of Math. (2) 32 (1931), no. 3,

463–477.
[Pas77] Donald S. Passman, The Algebraic Structure of Group Rings, Wiley-Interscience [John Wiley &

Sons], New York, 1977, Pure and Applied Mathematics.
[Pas82] D. S. Passman, Universal fields of fractions for polycyclic group algebras, Glasgow Math. J. 23

(1982), no. 2, 103–113.
[Pas89] Donald S. Passman, Infinite Crossed Products, Pure and Applied Mathematics, vol. 135, Academic

Press Inc., Boston, MA, 1989.



221

[Rei75] I. Reiner, Maximal orders, Academic Press [A subsidiary of Harcourt Brace Jovanovich, Publishers],
London-New York, 1975, London Mathematical Society Monographs, No. 5.

[Reu96] C. Reutenauer, Inversion height in free fields, Selecta Math. (N.S.) 2 (1996), no. 1, 93–109.
[Reu99] Christophe Reutenauer, Malcev-Neumann series and the free field, Exposition. Math. 17 (1999),

no. 5, 469–478.
[Rhe81] A. H. Rhemtulla, Polycyclic right-ordered groups, Algebra, Carbondale 1980 (Proc. Conf., Southern

Illinois Univ., Carbondale, Ill., 1980), Lecture Notes in Math., vol. 848, Springer, Berlin, 1981,
pp. 230–234.

[Rin84] Claus Michael Ringel, Tame algebras and integral quadratic forms, Lecture Notes in Mathematics,
vol. 1099, Springer-Verlag, Berlin, 1984.

[Rot70] Joseph J. Rotman, Notes on homological algebras, Van Nostrand Reinhold Co., New York, 1970,
Van Nostrand Reinhold Mathematical Studies, No. 26.

[Rot73] , The Theory of Groups. An Introduction, second ed., Allyn and Bacon Inc., Boston, Mass.,
1973, Allyn and Bacon Series in Advanced Mathematics.

[RR02] Akbar Rhemtulla and Dale Rolfsen, Local indicability in ordered groups: braids and elementary
amenable groups, Proc. Amer. Math. Soc. 130 (2002), no. 9, 2569–2577 (electronic).

[RS74] J. C. Robson and Lance W. Small, Hereditary prime P.I. rings are classical hereditary orders, J.
London Math. Soc. (2) 8 (1974), 499–503.

[Sal04] Luigi Salce, Tilting modules over valuation domains, Forum Math. 16 (2004), no. 4, 539–552.
[Sch85] A. H. Schofield, Representation of rings over skew fields, London Mathematical Society Lecture

Note Series, vol. 92, Cambridge University Press, Cambridge, 1985.
[Sch86] , Universal localisation for hereditary rings and quivers, Ring theory (Antwerp, 1985), Lec-

ture Notes in Math., vol. 1197, Springer, Berlin, 1986, pp. 149–164.
[She71] Saharon Shelah, Every two elementarily equivalent models have isomorphic ultrapowers, Israel J.

Math. 10 (1971), 224–233.
[She06] Desmond Sheiham, Invariants of boundary link cobordism. II. The Blanchfield-Duval form,

Non-commutative localization in algebra and topology, London Math. Soc. Lecture Note Ser.,
vol. 330, Cambridge Univ. Press, Cambridge, 2006, pp. 143–219.
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basis, 9
bimodule, 11
biset, 17
bound left R-module, 195
bound right R-module, 195

C-envelope, 180
C-preenvelope, 180
cardinal number, 14
cardinality, 15
Cayley graph, 18
clique, 210
closed path, 18

cofinite type, 203
cokernel, 9
commutative monoid, 3
commutative ring, 5
completion, 21, 22
complexity, 102
conjecture (GR), 166
conjecture (N), 164
connected elements in a graph, 18
connected ring, 212
Conrad right order, 39
Conrad right orderable group, 39
Conradsubsemigroup, 33
continuous chain, 16
convex subgroup, 36
coproduct of bisets, 95
coproduct of division rings, 54
coproduct of rings, 54
cotilting class, 203
cotilting module, 203
cotorsion, 192
crossed product group ring, 61
crossed product monoid ring, 61
crossed product monoid semiring, 61
cyclically reduced word, 42

definable class, 185
direct limit, 16
direct system of modules, 16
distributive laws, 5
divisible module, 180
division ring, 5
division ring of fractions, 47
domain, 5

edge, 17
edge function, 19
edge group, 19
edge set, 17
Eklof Lemma, 16
embeddable group, 87
epic R-division ring, 48
epimorphism of modules, 8
equivalent local morphisms, 51
equivalent tilting modules, 180
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exact sequence, 9
expanded, 89

faithful module, 208
faithful rank function, 57
family of finite rooted tree, 88
field, 5
filtration, 16
finite intersection property, 33
finite representation type, 212
finite type, 185
finitely presented module, 9
fir, 53
flat module, 9
forest, 18
free division ring, 75
free field, 75
free group, 4
free k-algebra, 6
free k-ring, 6
free module, 9
free monoid, 3
free multiplicative U -monoid, 98
freely reduced word, 42
full matrix, 50
full morphism of modules, 58
full quotient ring, 190
fundamental group, 19

generators, 4
generic matrix, 165
Goldie’s Theorems, 45
graph, 17
graph of groups, 19
Grothendieck group of finitely generated projective

modules, 57
group, 4
group of units, 5
group ring, 8, 63
group semiring, 63

head, 18
height of a finite rooted tree, 89
hereditary order, 209
hereditary ring, 11
Higman’s trick, 75
hollow matrix, 50
Hom-Tensor adjunction, 11
Hughes-free coproduct of division rings, 134
Hughes-free division ring of fractions, 86
Hughes-free embeddable crossed product group ring,

86
Hughes-free embeddable group, 87
Hughes-free embedding, 86

ideal, 5
identity element, 3, 5
image, 4, 5, 9

incidence functions, 17
incident vertex, 18
increasing sequence of ordinal numbers, 181
indicable group, 27
inductive ordered set, 14
infinite representation type, 212
initial vertex, 18
injective coresolution, 10
injective hull, 10
injective module, 9
inner rank, 53, 58
inverse element, 4
inversion height of a domain inside a division ring,

141
inversion height of an element, 141
inversion height of an embedding, 142
irreducible morphism, 213
isomorphism of division rings of fractions, 47
isomorphism of graphs, 18
isomorphism of groups, 4
isomorphism of modules, 8
isomorphism of monoids, 3
isomorphism of R-rings, 47
isomorphism of rings, 5
isomorphism of rooted trees, 19

J-embedding, 145
Jacobson radical, 5
Jategaonkar’s Lemma, 143
JF-embedding, 144
JFL-embedding, 162
JL-embedding, 162
jump, 28
jump associated with an element, 28

kernel, 4, 5, 9

Laurent polynomial ring, 7, 63
Laurent polynomial semiring, 63
Laurent series ring, 7
Laurent series semiring, 68
leading natural exponent, 152
left artinian ring, 6
left denominator set, 44
left fir, 53
left Goldie ring, 44
left hereditary ring, 11
left ideal, 5
left minimal, 180
left noetherian ring, 6
left order, 44
left orderable group, 31
left orderable monoid, 31
left ordered group, 31
left ordered monoid, 31
left Ore division ring of fractions, 48
left Ore domain, 48
left Ore ring of fractions, 43
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left Ore set, 44
left semihereditary ring, 11
left U -set, 17
length of a path, 18
length of a word, 42
level complexity, 142
Lewin crossed product group ring, 130
Lewin group, 131
Lichtman-free, 137
linear matrix, 78
local morphism, 51
local ring, 6
localization at matrices, 49
localization of R at Σ, 49, 55
locally free group, 4
locally indicable group, 27

Mal’cev’s problem, 67
Mal’cev-Neumann series ring, 67
Mal’cev-Neumann series semiring, 67
maximal order, 209
minimal right almost split, 212
monoid, 3
monoid ring, 8, 63
monoid semiring, 63
monomorphism of modules, 8
monomorphism of rings, 5
morphism of bisets, 17
morphism of graphs, 18
morphism of groups, 4
morphism of left U -sets, 17
morphism of modules, 8
morphism of monoids, 3
morphism of R-rings, 47
morphism of R-rngs, 25
morphism of rational U -semirings, 20
morphism of right U -sets, 17
morphism of rings, 5
morphism of rooted trees, 19
morphism of semirings, 19
morphism of U -monoids, 96
multiplicative set, 43

natural product of ordinal numbers, 149
natural sum of ordinal numbers, 149
noetherian ring, 6
normal form of an ordinal number, 149
normal subgroup, 4
normalized defect, 214
normalized uniform dimension, 204

occur, 18
one-relator group, 42
order, 11, 23, 45
order of a series, 23
order type, 11
orderable group, 31
orderable monoid, 31

ordered group, 31
ordered ring, 35
ordered set, 11
ordinal number, 11
Ore ring of fractions, 45
Ore set, 45

path, 18
perpendicular category, 188
poly-X group, 28
polynomial linear matrix, 78
polynomial ring, 7, 63
polynomial ring of a crossed product group ring, 63
polynomial semiring, 63
polynomial semiring of a crossed product group semir-

ing, 63
positive cone, 31, 35
power series ring, 7
preinjective component, 213
preinjective module, 213
preprojective component, 213
preprojective module, 213
presentation, 4
prime component, 149
prime matrix ideal, 49
primitive element, 103
product of cardinal numbers, 15
product of finite rooted trees, 89
product of ordinal numbers, 13
product topology, 33
projective module, 9
projective resolution, 10
pure exact sequence, 16
pure submodule, 16
pure-injective module, 16

quasideterminant, 166
quotient group, 4
quotient module, 8
quotient ring, 5

R-division ring, 48
R-ring, 47
R-rng, 25
rank, 6
rank function, 57
rational semiring, 20
rational U -semiring, 20
reduced path, 18
reduced word, 42
regular cardinal number, 181
regular component, 213
regular module, 213
relations, 4
representative of a morphism of modules, 56
restricted standard wreath product, 5
ρ-simple module, 58
ρ-torsion module, 58
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right almost split morphism, 212
right bounded ring, 210
right fir, 53
right hereditary ring, 11
right ideal, 5
right module, 8
right orderable group, 31
right orderable monoid, 31
right ordered group, 31
right ordered monoid, 31
right semihereditary ring, 11
right U -set, 17
ring, 5
ring coproduct, 54
ring endomorphism, 5
ring epimorphism, 187
ring of formal power series, 6
rng, 25
root, 19
rooted tree, 19

S-cotorsion, 192
Σ-inverting morphism of rings, 55
S-inverting morphism of rings , 43
S-torsion submodule, 46
S-torsion-free, 46
same cardinality, 14
Schreier transversal, 170
segment, 12
semidirect product, 4
semifir, 53
semihereditary ring, 11
semiring, 19
short exact sequence, 9
Σ-inverting morphism of rings, 49
similar ordered sets, 11
simple closed path, 18
simple module, 8
simple regular module, 213
skew group ring, 63
skew group semiring, 63
skew Laurent polynomial ring, 7, 63
skew Laurent polynomial semiring, 63
skew Laurent series ring, 7
skew Laurent series semiring, 68
skew monoid ring, 63
skew monoid semiring, 63
skew polynomial ring, 7, 63
skew power series ring, 7
skew series semiring, 68
source subgroup, 104
special vertex, 76
specialization, 51
stable tube, 214
stably associated morphisms of modules, 57
standard wreath product, 5
∗-map, 20

stem, 89
strongly Hughes-free, 136
subgraph, 17
subgroup, 4
submodule, 8
subnormal series, 28
subnormal system, 28
sum of cardinal numbers, 15
sum of finite rooted trees, 88
sum of ordinal numbers, 13
support, 3
Sylvester domain, 53

tame hereditary algebra, 214
terminal vertex, 18
tilting class, 180
tilting module, 180
torsion module, 46
torsion-free module, 46
total order, 11
totally ordered set, 11
transitive relation, 11
transversal, 170
tree, 18
trivial relation, 53
trivializable product of matrices, 53
trivializable relation, 53
twisting, 61
Tychonov Theorem, 33

U-divisible, 195
U -filtered, 16
U -monoid, 96
U -semiring, 20
U-torsion-free, 195
unfaithful module, 209
unit, 5
universal Σ-inverting ring, 49
universal division ring of fractions, 52
universal group of the monoid, 158
universal localization, 55
universal localization at a rank function, 58
universal localization at a set of bound modules,

195
universal R-division ring, 52
universal rational U -semiring, 99
universal Σ-inverting morphism of rings, 49, 55
upper directed set, 15

V-divisible module, 180
valuation, 22
valuation ring, 22
vertex, 17
vertex group, 19
vertex set, 17

well-ordered set, 11
width of a finite rooted tree, 89
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width of a stable tube, 214

Z-order, 209
Zermelo’s Theorem, 14
zero divisor, 5
zero element, 20
zero-divisor free, 20
zero-sum free, 20
Zorn’s Lemma, 14


