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Projecte H-Link Simulator

1. Introducci®

El projecte H-Link Simulator ha estat proposat per la empresa Hitachi Air Conditioning
Products Europe SA.

Aquesta empresa oferia a un informatic la possibilitat de desenvolupar-lo durant una
beca que alternés el desenvolupament del projecte amb les tasques de desenvolupament
de software de control d' aires condicionats.

Els clients de la casa Hitachi es troben amb |a necessitat de poder controlar les xarxes
d unitats d'aire condicionat. Per a redlitzar-ho, no serveix anar amb el comandament a
distancia maguina a maguina, i per a satisfer la demanda de poder-ho fer de manera
centralitzada, Hitachi va crear un software de control anomenar CSNet Web. A la figura
1 podem veure com és la seva connexié amb la xarxareal d unitats d’aire condicionat.

El CSNet Web és el principal producte de control d unitats d'aire condicionat que te la
marca al mercat. Funciona sobre un aparell Hardware anomenat HARC que sera
explicat més endavant perd que consta basicament d un petit microprocessador. El
CSNet Web esta dotat d'una interficie grafica que s executa a un PC connectat al
HARC via Ethernet.

Com es pot veure ala figura 1, el CSNet Web es connecta a una xarxa d' unitats d'aire
condicionat de la marca Hitachi utilitzant un bus H-Link. El protocol que les unitatsii el
HARC es propietari, per € que no en podrem mostrar la seva implementacio.
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Bus H-Link | I ;
Software especific | |
del CSNet Web . Unitat
__.._____..E—___::h- . Exterior
i H"E"'HC LUmitat Interior Initat Intericr
Ethermet | I LJ:I'_7 E?
R
% Interface
CSNet Web

Figura 1: Esquema instal-lacio d'unitats d’ aire condicionat amb el CSNet Web.

Un cop Hitachi vatreure el CSNet Web al mercat, va ser molt ben acollit, perd sempre
hi havia errors que s escapaven a |’ hora de testgjar-lo. Aquest errors solen ser en grans
instal-lacions, amb moltes maquines funcionant.



Hitachi no disposa a la seva fabrica d’ una instal-lacio suficientment gran com per poder
provar el CSNet Web amb les condicions d’' aquestes grans xarxes. Tenir aguesta xarxa
ocuparia molt d’'espai, valdria molts diners i precisaria d’un manteniment elevat en
temps.

Per poder estar segurs de que e producte es robust per tal de satisfer a la primera als
clients amb xarxes grans, que obviament corresponen a clients molt importants per ala
marca, Hitachi proposa crear un simulador que pugui recrear I'existéncia d’un gran
nombre de maquines.

El disseny i implementacio d aguest simulador és |’ objectiu d’ aquest projecte.

Aquest smulador ha de fer creure a CSNet Web I’existencia d’ unes unitats d'aire
condicionat inexistents. D’aguesta manera es pot testejar, verificar i analitzar el
software del CSNet Web en una instal-lacié gran abans de llengar-lo al mercat.

Per tal de poder parlar el protocol H-Link, el simulador que es creara funcionara sobre
un altre HARC que conte un petit processador en el que hi funciona un Linux limitat i
sobre el que hi programarem en C/C++.

El simulador s executara en HARC diferent i que s executa de forma independent del
HARC del CSNet Web. Aix0 seraaixi per arecrear amb més fidelitat la instal-lacio real.
El fet de separar-ho fa que els missatges siguin externs al HARC i per tant podem
provar els possibles errors del CSNet Web i la comunicacié amb les unitats.

En la figura 2 podem veure com quedara la configuracio del sistema utilitzant el
simulador que es creara per tal de poder testejar el CSNet Web.

El simulador por conviure amb unitats reals, ja que aulls del CSNet Web sera com si ho
fossin.

Unitat
Extarior

Linitat Interior Unitat Interior

Bus H-Link | l I

H-Link Simulator

P R L R L
z '

Bus H-Link !
HARC~ 1 HARC ~~ ;

: -
Software especifid: Software especific
Ethemet | dal simulador

del CSNet Web

Interface Interface
CSNet Web : del simulador !

Ethemet

Figura 2. Esquema de d’instal-lacio real amb el simulador.



Com que la connexi6 és en forma de bus serie, només es pot enviar un missatge através
a la vegada. Es per aix0, que amb un sol HARC podem simular moltes unitats de
manera fidedigne. A la instal-lacio real en el pitjor dels casos per al CSNet Web rebria
missatges de forma constant ja que no hi haurien col-lisions, i ax0 ho pot simular
perfectament e simulador enviant els missatges de forma sequiencial.

L’ elaboracié del software del simulador tindra dues parts La primera és I’ elaboracid
d’'un software servidor que s encarrega de simular les unitats d'aire condicionat. La
segona part és I’elaboracié d’'un software client que s encarrega de dotar a servidor
d unainterficie grafica

Separar €l simulador en 2 parts ens permet smplificar el seu usi dividir les tasques en
dues parts que podran ser desenvolupades i testejades per separat.

L’ objectiu del servidor és tenir la funcionalitat del simulador, perd ens interessa que
aquesta funcionalitat pugui ser governada de la manera més amigable possible, i aquesta
és I’ objectiu del client.

Existeix la previsio que aquest simulador sigui exportat a altres fabriques i que s utilitzi
afires, i per tal de no anar acompanyat sempre d'un usuari expert, la implementacié de
lainterficie client, resulta més que necessaria.



2. Objectiu
Objectius principals:

- Crear el software que simuli I’ existéncia d’ una xarxa d’ unitats d aire condicionat
de la marca Hitachi. Aquest software és el del servidor.

- Crear el software que permeti visualitzar i configurar I’estat del simulador des
d un PC. Aquest software és el del client.

- Elaborar la interaccio entre el servidor i el CSNet Web a través del bus amb
protocol H-Link.

Objectius secundaris:

- Capacitat per part del simulador de generar errors en la xarxa que estem
simulant.

3. Conceptes previs

H-Link: Protocol de connexio propi de la marca Hitachi.

HARC: petit i limitat hardware, que disposa d’un processador sobre e que funciona
Linux. Té entrades per a connectar amb el bus H-Link i amb un cable Ethernet.

Unitat interior: maguina d’ aire condicionat que funciona dins d'un edifici. Té capacitat
de connectar amb el bus H-Link.

Unitat exterior: maquina d’ aire condicionat que funciona fora del edifici, que governa a
lesinteriors. Té capacitat de connectar amb el bus H-Link.

CSNET WEB: software de visualitzacid i control d'una xarxa real d unitats d aire
condicionat. Funciona sobre un HARC.



4. Requisits
Després d'analitzar el problema es varen definir els seglients requisits.
El servidor hade:

- atendre les peticions de connexié del client o clients

- escoltar, processar i contestar els missatges rebuts pel client

- guardar la informacié de les unitats que simula i modificar-la si el client ho
requereix

- mantenir-se sempre ences, i ressuscitar tant en cas de morir com en cas d’ entrar
en estat de saturacio

- generar els missatges H-Link necessaris per a la comunicacio amb el CSNet
Web.

- rebre els missatges H-Link necessaris per ala comunicaciéo amb el CSNet Web.

- controlar errors de comunicacio.

El client hade:

- tenir unainterficie grafica amigable

- mostrar les dades del client sempre actualitzades

- permetre laedicié de latopologia de la xarxa simulada

- permetre la modificacio dels registres de les unitats

- controlar els errors de comunicacié

- controlar els possibles errors provocats per un mal us de |’ usuari



5. Antecedents

Hi ha un antecedent dins de la propia casa Hitachi a jap0. Es tracta d’un simulador
semblant al que és vol crear, pero hi ha queixes de que no funciona correctament i que
és molt limitat.

Un dels principals problemes que es van trobar a la hora de millorar-1o és que totes les
especificacions estan en Japones.

La versié antiga no s ha pogut provar ja que esta en desis per a un baix rendiment, i
se'n haurien de demanar copies a Hitachi Japd i aixo portaria molt temps.

Aquest temps encara seria més gran si tenim en compte que aguest no €s un projecte
critic per alacasa

Els motius de que és desestimes el us del anterior versi, va ser perqué donava un molt
mal rendiment, anava extremadament lent, i era molt limitat.

La seva codificacié era molt poc estructurada i eficient, per aixd es va considerar que
era més facil comencar de zero, podent enfocar reament el projecte cap a les
autentiques necessitats de la fabrica europea i no les de Japo.

Es desitja que aguest projecte assoleixi les funcionalitats i el funcionament que havia de
tenir el primer, a part de la possibilitat de poder ampliar o modificar-lo si en un futur
canviessin les necessitats ja que aquest codi si seria obert per a Hitachi Air Conditioning
Europa SA.
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6. Estat del art

6.1 Simulador H-Link

Ens trobem que el projecte a desenvolupar, es un projecte per a us intern, sense un
proposit comercial directe, és a dir que el simulador Unicament sera per a us de Hitachi
simulant maquines Hitachi.

De la mateixa manera no es factible trobar coses similars a les altres empreses, jaque si

tenen simuladors de les seves unitats no el tindran a la venda ni sera public, per tant
dons I’ estat del art s'enfoca de manera més concreta en funcio del problema.

6.2 Llenguatges de programaci6

Respecte als llenguatges de programacio que es solen utilitzar en la creacid
d aplicacions tant a Hitachi com a la competéncia son Javai C++.

Succeeix igual a la majoria d’empreses d'altres sectors també, ja que els dos son
[lenguatges orientats a objectes i que son d’ unarelativa senzillesa i potencia

Entre ells dos el que surt més beneficiat és el Java per varis motius, entre ells, és més
senzill, és molt potent i pot ser utilitzat sobre qualsevol sistema operatiu que tingui un
intérpret de Java.

Tot i aixd en aquest projecte s utilitzaran els 2, ja que € principal problema de Java és
el seu volum i necessitat de potencia per a ser utilitzat, en el cas del servidor, ens
suposara una pega, ja que com s explicara més endavant el HARC té una capacitat de
memoria i computacio reduida.

Per aguest motiu, sobre el HARC s'utilitzara C/C++. El client d'atre banda, com

funciona sobre un PC normal i corrent, ens permetra explotar la potencia de Java per a
lacreacio d entorns grafics.
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6.3 Instal-lacions d’ aire condicionat

L’ organitzacio de les instal-lacions d’aire condicionat té una gran varietat en la seva
topologia. El client és qui mostra una necessitat i en funcié d’aixo i del preu tria una
marcao I’ atre.

En el cas d'Hitachi ens trobem que podem arribar atenir 256 unitats dins la installacio.
Es una limitacié donada pel bus de comunicacions perd aixo no impedeix que el nombre
d unitats sigui major ja que es pot duplicar material per tal de tenir-ne més.

En el cas de la competéncia succeeix el mateix, en cas de no ser factible una instal-lacio
sempre es pot duplicar el material per a aconseguir-ho.

A la hora de la veritat & nombre d'instal-lacions sol ser en la magjoria dels casos forga

menor, pero els casos en que es superen son clients molt importants ja que disposen
d’un gran nombre de maguines.

6.4 Motors de smulacid

Per a aguest projecte s ha estudiat la possibilitat d’usar motors de simulacié, per a
descriure els diferents estats en e que es pot trobar €l servidor. En concret s ha valorat
la possibilitat d'utilitzar systemC, que és un llenguatge de descripcié de hardware del
estil Verilog o VHDL que utilitza la sintaxis de C++.

En laredlitzacié d’ aquest projecte pero, no s utilitzara perqué el sissema simulat és poc
complexa com per justificar la utilitzacié d’un llenguatge especific de simulacio. A part
d'aixo, el HARC és una maquina limitada, i si utilitzem C/C++ tindrem més control
sobre el volum del programai el tipus d’ optimitzacions que vulguem realitzar-hi.
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7. Estudi de viabilitat

La viabilitat de dur a terme el projecte estaria dividida en dues parts, |’obtencioé del
hardware, i el desenvolupament del software.

Pel que fa a la obtencié del Hardware, no hi ha cap problema, ja que a ser un projecte
realitzat a una empresa, sera |’ empresa qui I’ aconsegueixi i qui el financi.

A Hitachi Air Conditioning Europe S.A. és disposa de tot € material necessari,
HARC's, unitats d’ aire condicionat, CSNet Web i busos H-Link.

L'Us d'un PC per a programar i utilitzar el projecte desenvolupat no suposara cap
dificultat, ja que és pot emprar un de I’empresa o un de personal.

Respecte al desenvolupament del software, estaratambé dividit en dues parts, I’ obtencié
dels entorns de programaci6 dels mateixos, i el desenvolupament del software.

La viabilitat d'obtencié del software necessari per a la programacié, no sera cap
problema, ja que necessitarem entorns per a Javai C++.

S utilitzara Eclipse i/o Netbeans, tots €lls tenen dues grans qualitats, la primera és que
son bons i potents, la segona €s que son lliures i aixi no tenir la complicacié de
I’obtencio de lallicencia

Per tant com podem veure a la taula de costos que hi ha a continuacio, els costos totals
del projecte no seran un problema per a la elaboracié ja que, el material sera pagat per
Hitachi, 0 en el seu defecte sera software lliure.

Element Cost

1 HARC 0€

Busos H-Link 0€

Cable Ethernet 0€

CSNet Web 0€

Entorns de programacio 0 € (Gratuits)
PC 0€

Total 0€

Taula de Costos.

Laviabilitat de dur aterme el projecte doncs, resideix Unicament ala complicacié de la
programacio i |’ elaboracio del mateix. Aquesta complexitat es veu reduida al afrontar al
dividir el simulador en client i servidor.

S'ha de tenir en compte com a complicacié que a tractar amb un protocol propi de
comunicacio s haura de entendre com funciona el mateix.

El temps que es disposa per a la realitzacio del mateix s'estima suficient ja que al

desenvolupar-se dins de part del horari laboral garanteix un nombre d’ hores setmanals
gue sumades a les de propia aportacio, han de ser més que suficients.
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En el seglient capitol podrem veure la planificacio de les tasques a reditzar de manera
que podrem fer-nos una idea de com queda repartit € temps i a que es dedica, i aixi
apreciarem que realment és suficient.
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8. Planificacio temporal de lestasgues a realitzar

Per ala elaboracio del projecte, inicialment es precisa de coneixements de programacié
en Javai C++, tal com coneixements basics de xarxes de computadors. Dins de Java és
precisa de coneixements en Swing, ja que permet la creacié d entorns grafics utilitzats
per alacreacio del client.

Al llarg del desenvolupament del projecte, es necessitara coneixer com €s el pas de
missatges del protocol H-Link.

A lafigura 3, espot veure les diferents tasques arealitzar al llarg del projecte.
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Figura 3: Diagrama de Gantt de les tasques arealitzar.
L’ organitzacio del projecte consta de 3 parts diferenciades:
- Preparacio
- Programacio
- Revisio

La part de preparacié consisteix a definir qué i cdm s ha de realitzar, i a estudiar la
viabilitat del projecte aixi com el seu abast inicial.

La segona part és la més important, la més llarga i la més dificil. No només emprara
temps a casa sind que també temps de treball a la propia empresa. Consistira en la
programacio i tindra 2 grans flancs:

- Laprogramacio del servidor
- Laprogramacio del client

Comencarem amb la programaci6 del servidor, que tindra 3 fases:
- Programacio del gestor de peticions

- Programacio del gestor de dades rebudes
- Programacio de la memoriavirtual

15



El gestor de peticions, és el que s encarregara de tractar totes les peticions de connexid
gue realitzaran els clients.

La seguient fase, és la programaci6 del gestor de dades rebudes, i com el seu nom indica,
el que dara és processar els missatges rebuts per a realitzar les ordres que per a €ells
sindiquin. També sera |’ encarregat de preparar els missatges de respostai d enviar-los.

Latercerafase de la programacio del servidor, ésla que s encarrega de la construccio de
la memoria virtual, que consisteix a una estructura per guardar les dades de manera que
utilitzant un sol valor, indicant el nimero de registre, accedim a la informacio de la
unitat desitjada.

Aquesta ultima fase pero, simplementara després d’ haver preparat a client per a
comunicar-se amb el servidor, per comprovar d’ aguesta manera que el funcionament es
correcte.

La programacio del client, per la seva banda, tindra 2 fases:

- Programacio de les comunicacions amb el servidor
- Programacio de lainterficie grafica

La programacié de les comunicacions amb el servidor, procurara que client i servidor,
es comuniquin de manera consistent, aconseguint aixi interaccié entre els 2.

La programecio de la interficie grafica del client, consistira en dotar d’'un entorn
amigable per a utilitzar les funcions del client, aixi com per mantenir de manera
actualitzada la informacié que guarda el servidor, que es mostrara de la manera més
ordenada possible.

Durant I’ elaboracié del projecte s anira desenvolupant una tasca paral-lela que és la de
I’ elaboracié de la memoria, per tal d’evitar tenir una saturacié a I’ Gltim moment en la
realitzacié de la mateixa.

La revisio consistira en dues parts, la primera tracta d’assegurar que tot funciona
correctament. Aixo0 es fara mitjancant diversos tests, que no nhomeés han de mirar que el
client i el servidor no fallin, siné que hauran de fixar-se també en veure que no haguem
deixat res per fer.

La segona part de la revisid, es realitzara un cop acabada la memoria, i consistira en

revisar que el contingut de la memoria és el especificat en les pautes per a larealitzacio
d’un projecte final de carrera
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9. Protocol H-L ink

Es un protocol de comunicacio creat per Hitachi i utilitzat Unicament per la mateixa
marca. El seu funcionament no esta obert a public. EIl que fa és permetre la
comunicacio entre els diferents productes de les xarxes d'aire condicionat de la marca
Hitachi.

Per evitar les col-lisions segueix el protocol CSMA/CD.

El protocol H-Link té copyright, i prohibicié explicita per contracte de no mostrar el seu
funcionament ni estructuraen public.

Aquest fet doncs, suposa un problema per a la implementacié del projecte, ja que és
perd la gracia de mostrar el funcionament en si del protocol.

La solucié optada, és desenvolupar externament la part de les comunicacions via H-
Link que seran cridades des del servidor com a una llibreria estatica externa.

D’aquesta manera el codi queda amagat, pero es pot provar la seva funcionalitat.

La decisi6 de fer-ho en una llibreria estatica va ser que ens complicava menys la
implementacio pero e principal problema d haver-ho fet aixi és que a la hora de
compilar ens haurem d’ assegurar que €l fitxer binari de la llibreria és la ultima versio.

No és descarta fer el pas a una llibreria dinamica de manera que Unicament s hagi de
canviar el codi a la llibreria i la propia compilacio ja refaria el binari. No s'ha dut a
terme durant la implementacié amb llibreria dinamica dins d’aquest projecte per que
S ha preferit invertir el temps en parts de la que es pogués apreciar el resultat de forma
més directa.
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10. Organitzacio del har dwar e/softwar e

10.1. Organitzacié del Hardware

Elements Hardware del projecte:

- BusH-Link

- Unitats d aire condicionat
- HARC

- HARC Web

- PC

- Cable Ethernet

10.1.1. Bus H-Link
Es un Bus serie de 2 fils non polar del tipus Twisted pair shielded. Es 9600 bauds.

La seva funcionalitat és permetre enviar i rebre dades de les maguines d'aire
condicionat Hitachi. Cal notar que donades les seves caracteristiques te una limitacié a
256 unitats connectades.

10.1.2. Unitats d’ aire condicionat

Les unitats d’aire condicionat no sdn un element en si del projecte, ja que seria
impossible, portar-les per exemple a la presentacid. S6n mencionades en aguesta part
perque la funcionalitat final del projecte és simular-les i interactuar amb les reals, i per
tant s ha considerat necessari fer una petita explicacio de que son.

Podem trobar dostipus generals de maguines d’ aire condicionat:

- Outdoor Unit: per abreviar les anomenarem sovint OU (Outdoor Units). Son
aquelles que es troben al exterior de les instal-lacions. Cada una
governa un conjunt d’ unitats interiors, que usara per a graduar €l
condicionament del aire en aguella zona.

- Indoor Unit: per abreviar les anomenarem U (Indoor Units). Es troben al
interior de les instal-lacions i son les encarregades de efectuar les
accions necessaries que se'ls hi indiqui per tal de donar un bon
condicionament del aire.
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10.1.3. HARC

Es un element hardware programable que permet comunicar-se a traves de cable i
protocol H-Link, es a dir, és un controlador real que ens permet interactuar amb una
instal-lacié d’ aire condicionat Hitachi. També té connexié Ethernet, que ens permetrala
connexié amb el client del simulador.

Les caracteristiques del HARC son:

- 1 Microprocessador SH3 a 200MHz

- 64MB de memoria RAM

- 1 memoria compact flash de 256MB

- Sistema operatiu Linux basat en laversio 2.4

-1 connexi6 Ethernet

- 1 connexi6 H-Link

- Disposatambé d’ altres tipus de connexions série que no utilitzarem

HARC H-Link

Ethernet

Figura4

Sobre el HARC programarem software del servidor, que el que fara es simular unitats
d aire condicionat.

Tot i que hem mencionat abans que la limitacié del bus H-Link és de 256 unitats,
Hitachi limita el seu us a 224. De les quals, 160 son unitats interiors, i 64 unitats
exteriors, també és limita el maxim nombre de unitats interiors que pot tenir una unitat
exterior a 64.

En aquest smulador, s utilitzara inicialment un unic HARC on es simulara les possibles
224 maquines, pero la programacio del mateix ha d'estar enfocada a poder ser
remodelat en un futur no molt llunya per tal de poder separar les unitats exteriors i les
interiorsen 2 HARC's.

Per tant, un HARC tindra 3 modes de funcionament:

- Simulador d'unitatsinteriors
- Simulador d'unitats exteriors
- Simulador de ambdés tipus d’ unitats

La aportacio de separar-ho en 2 HARC's és que els missatges entre unitats interiors i
exteriors, també serien H-Link, assemblant-se més a la xarxa real, i permetent muntar
una xarxa més especifica per si les necessitats de les proves ho requerissin.

Es a dir, si volguéssim provar una unitat exterior, podriem utilitzar el simulador en
mode unitat interior, i interactuar-hi, o a la inversa. Perd com ja hem dit, el present
projecte, tot i valorar i tenir present els 3 modes de funcionament a implementar, només
implementara el que simula els 2 tipus d’ unitats, ja que la totalitat de productes que és
desenvolupen en el departament de controls de Hitachi Air Conditioning S.A. estan
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enfocats a e control general de les xarxes i com les unitats exteriors ja estan
dissenyades per a controlar les interiors, no sera necessari la implementacio dels altres 2
modes.

Per a programar en el HARC, ja que és una maquina amb Linux, i és limitada, no
disposem de tot €l gcc, tnicament tenim la possibilitat de programar en assembler, C o
C++. D’agquests 3, ens interessaria agafar un llenguatge orientat a objectes, perd Hitachi
diu que C++ dona problemes de rendiment amb STL, es per aix0 que triarem d’ utilitzar
C++ jaque és orientat a objectes, pero Unicament I utilitzarem per a les classes, per ala
resta utilitzarem C Basic ja que dona un millor rendiment.

A part del HARC on programarem el simulador, en necessitarem un altre Unicament per
a comprovar el correcte funcionament, i en aguest HARC el que hi farem és fer-hi
funcionar el CSNet Web.

10.1.4. HARC Web

Es tracta d’'un HARC igual que en el que hi programarem el simulador, I'Gnic que
aguest estara preparat per a fer correr el software del CSNet Web. Per tant, aquets
HARC no forma part del projecte, perd s sera necessari per a poder comprovar €l
correcte funcionament del mateix ja que és e HARC contra € que haurem de
comunicar-nos.

Sobre aquest HARC no hi programarem, Unicament e farem anar per veure que el
CSNet Web detecta les unitats que estem simulant i que els hi pot enviar ordres de
control.

Aquest HARC es connectara amb el simulador per H-Link, i per Ethernet amb el
ordinador que estara executant el CSNet Web.

10.1.5. PC

Es un ordenador normal i corrent que executara el software del client creat.

Ethernet

_

Figura 5: Ordinador amb connexio Ethernet.
La seva funcionalitat es comunicar-se amb el HARC, per poder visualitzar el

funcionament de les unitats simulades en €lls, i per a interactuar amb ells. Aquesta
comunicacio seravia Ethernet.
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Per a programar en el PC utilitzarem Java ja que podem aprofitar les llibreries swing per
a dotar d’'una interficie grafica atractiva sense tenir que perdre temps en el disseny. A
més Java es un llenguatge orientat a objectes que ens pot ser molt Util per ala elaboracio
del treball.

Sobre € mateix PC o utilitzant-ne un altre, farem correr e software del CSNet Web

connectat a seu corresponent HARC per ta de poder comprovar el correcte
funcionament del nostre ssimulador.

10.1.6. Esquema fisic de I’ organitzaci6 del hardware

Simulador Xarxa H-Link real

_____________ B I N T e (g R S " N
|r | v\ |
Client Servidor | e ] w1 |
I T 1 7 5 7
I _ - + HARC F“"*=| bacals I || |
| ﬁ- Ernerral : | | |

I : :
| T Hamcwes | @ £ I
| g ou i e

Ellarmel
| | = T T
|

| ! |
I I

J
Qé}i SNet Web

_— e — — — — e e e e e e e e e e e e e e e e e

Figura 6: Esquema fisic de la xarxareal amb el simulador H-Link.

Com podem veure a la figura 6, tindrem el PC, on executarem el software del client,
connectat via Ethernet al HARC que simulara les unitats interiors i exteriors, aquest PC
mostrara per pantalla els valors dels registres de les unitats que estrobaran al HARC.

Des del HARC ens comunicarem amb el HARC Web via H-Link. Per a controlar el
HARC Web utilitzarem el CSNet Web gque funcionara sobre un ordinador connectat via
Ethernet amb el HARC Web.

Les unitats interiors i exteriors d’aire condicionat com és comprensible el dia de la
presentacid no estaran presents ja que Unicament serviran per a la elaboracio del
projecte per a veure que el CSNet Web treballa bé tant amb les unitats simulades com
amb les reals.

Per fer el simulador necessitarem Unicament un PC i un HARC.
Com I’ objectiu del projecte és simular les unitats de cara a CSNet Web, necessitarem
per acomprovar el seu funcionament un altre PC que pot ser el mateix on executarem el

client del simulador i un HARC Web, de manera que puguem executar el CSNet Web i
veure que I’ objectiu del simulador es compleix.
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10.2. Organitzacié del software

Elements software del projecte:

- Servidor
-  Client

10.2.1. Servidor
Ha de simular I’ existéncia de les unitats d' aire condicionat, tant exteriors com interiors.

Es troba dins del HARC, i ha de respondre tant a les comunicacions via H-Link, com a
les peticions del client via Ethernet.

10.2.2. Client

Realitzat en Java i funcionant sobre el PC, haura de llegir la informacid que rebra via
Ethernet del HARC que simula les unitats.

10.3. Presa de decisi6 del control

Primer de tot hem de prendre la decisié de qui tindra el control sobre les unitats d’aire
condicionat i tenim dues opcions, realitzar-ho des de el PC o des de el HARC.

Degut ales limitacions fisiques del HARC, el control el passarem al PC, que a més ens
proporciona major facilitat de comprensio del que estem fent ja que disposa directament
de lainterficie del simulador. Per tant el HARC simulara tnicament el comportament de
les unitats enfront les ordres de control rebudes.

Aquets control sera basicament €l fet de poder afegir o eiminar maquines, modificar o

Ilegir registres de les mateixes. A part d'aixo el Client tindra control sobre el servidor, li
podraenviar ordres de reset, aixi com canviar diverses opcions de funcionament.
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11. Comunicaci6

11.1. Comunicacid entre el PC i el HARC del simulador

La comunicacio entre el HARC del simulador i el PC, és realitzara mitjancant un cable
Ethernet. Seguit el protocol Modbus, que funciona sobre TCP/IP.

Voliem un protocol que funciones sobre TCP/IP, ja que és molt fiable, i teniem tres
opcions principals que eren HTTP, la creacidé d’un protocol propi o la cerca d’agun
altre protocol ja existent.

La opcio del protocol propi, es va destacar rapidament ja que era innecessari re inventar
laroda sense que fos agquest I’ objecte del projecte.

Laopcio del HTTP, va descartar-se perque hauriem de treballar sobre fitxers i no sobre
dades, i treballar sobre fitxers segons feia més feixuc pel tema de tenir que processar-
los, aixi doncs preferiem algun altre protocol, i €s aqui on va aparéixer el Modbus.

El protocol Modbus és molt utilitzat en automatitzacio, i a I’empresa s utilitza en varis
dels seus altres productes com per exemple en el CSNet Web, fet que I'eleccié del
Modbus fos atractiva, tant per a possibles futures aplicacions i interaccions amb altres
programes de I’empresa, com pel fet de tractar un protocol nou, no tractat al llarg dels
estudis d’informatica.

Pero la decisi6 d'agafar aguest protocol, no va acabar en aquesta senzilla pero
contundent rad, és va estudiar €l protocol, arribant a dues grans conclusions per a triar-
lo. Laprimera és que només té un overhead de 4 bytes, i que permet llegir gran quantitat
de registres d'un sol cop.

La segona rad era un dels seus principals problemes, que és la seguretat, pero en aguest
cas no €s una cosa que ens importi ja que la connexio és directa utilitzant el cable, pel
gue no hem de patir per possibles hackers.

Per tant, Modbus, és un protocol que encaixa a a perfeccidé amb les necessitats de
realitzar les comunicacions que necessitem entre el client i el servidor.

Java disposa de llibreries de comunicacidé Modbus, pel que simplificaria la part de la
comunicacio en €l client, tot i que s’ haura d’ implementar des de O en €l servidor.

Com es pot veure en els annexes, aquest protocol implementa, moltes funcions, pero
nosaltres ens quedarem amb les basiques, que son el readMultipleRegister, i el
writeRegister.

Latria d’aquestes dos és obvia ja que necessitavem llegir i escriure ens els registres del
servidor, pero e fet de escollir la lectura multiple, és perque ens permetra llegir un
volum més gran de dades de cop, reduint, el overhead final i el temps de lectura de
molts registres, com sera el cas de quan €l client sinicialitzi, que necessitara llegir tota
latopologia del servidor, per crear € entorn grafic.
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En el cas de I’ escriptura, no necessitarem en cap moment escriure més d’un registre, ja
que I'usuari només els podra caviar d'un en un en el client, i en el cas per exemple de
eliminar una unitat, se li enviara l’ordre a servidor, i no caldra doncs anar esborrant un
a un els registres, que és un dels possibles motius pel qual ens hagués estat interessant
implementar aquesta funcio.

Tot i aixo lafuncio writeMultipleRegister ha estat implementadai comprovada per si en
un futur trobéssim la necessitat d’ utilitzar-la.

D’altre banda s ha de comentar que el protocol Modbus esta basat en una estructura
master-dave, es a dir un dels dos comunicants es el que demana la informacio i I'altre
simplement la servira, per tant no podrem fer que el servidor, si una data se li modifica,
notifiqui atots els clients connectats que aquest canvi ha passat.

Per a fer-ho hauriem de establir una altre comunicacié master-slave en sentit contrari.
Aquest fet ens duplicaria el nombre de connexions, i aixo faria que I’ atencio als clients
fos més lenta ja que se'Is atén seguint una cua circular com s explicara més endavant.

Aixi doncs tenint en compte aquesta restriccid i aprofitant que el fet de que haguem
decidit donar-li el control de la comunicacio a client, el que farem per a que actualitzat,
€s que vagi consultant les dades al servidor.

D’ aguesta manera, tindrem missatges innecessaris ja que consultarem dades que potser

no han canviat, pero ens gjustarem a |’ estructura master-dave, i alliberarem al HARC de
més feina innecessaria
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11.2. Comunicaci6 entre el simulador i el CSNet Web

En la xarxa real d unitats d’'aire condicionat, les unitats es comuniquen mitjancant el
protocol H-Link, per tant per a comunicar-nos amb el CSNet Web, les nostres unitats
ficticies, hauran de seguir les especificacions del H-Link.

A continuacié veurem com es la comunicacié entre e HARC del CSNet Web, les
unitats exteriors (OU) i les unitats interiors (1U):

HARC HARC
__CSNetWeb ____ Simulador
ou U
I
Basic Fnrmali 'Requem [
| Baslc Format =
-] I ) -

o L
Bagic Format HF;: uest

< Basic F-:}rri'l'al
.
I
L}

I} |
Change Datd Request ]|>_

~1 Ch}:m ge Dala
] A
i
A Chiahge Data (*)
{ﬂ-\-..__] 1

Sensor Data D

Figura 7: Esquema de pas de missatges entre el CSNet Web i el simulador.

Com el projecte hade simular les unitats exteriorsi les interiors, en la part en vermell de
lafigura 7, hem marcat latot e que hem de simular.

L’ obtencié de dades de les unitats interiors i exteriors per del CSNet Web es redlitza a
partir de la peticid H-Link de Basic format a les unitats tant interiors com exteriors per
tal de que aguestes li responguin, el paquet Basic format que contindra la informacio
necessaria per a mantenir al dia lainformacié que mostra el CSNet Web.

Realitzar un canvi en les dades de les unitats interiors és fa realitzant un funcionament
semblant al de la consulta. EI CSNet Web envia un Change Data Request amb les dates
a canviar i un cop canviades es notificara al CSNet Web amb un Change Data que
aquestes han estat canviades.

Com s aprecia lafigura 7, el CSNet Web i les unitats exteriors no intercanvien paquets
de Change Data. Aix0 ésjaque ales OU no se'ls hi poden canviar.

El Change Data (*), que veiem a la figura 7, és un Change Data normal, pero cal notar
gue es donara quan a una unitat interior se li realitza un canvi no demanat per el CSNet
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Web, aquesta informara amb I’enviament d’un paguet Change Data indicant les dades
canviades, és aixi per tal que el CSNet Web sapiga quan abans que aquesta ha estat
canviada sense esperar a que li toqui preguntar-Ii.

El missatge Sensor Data, vade OU alU, i formaria part d’ uns missatges que inicialment
obviarem ja que simulem les unitats exteriors i interiors en un mateix HARC. Per tant,
aquests missatges serien interns al driver. La seva funcionalitat es de realitzar un control

de les dades de les U cada 3 segons, i ens sera interessant per poder conéixer aquestes
dades.

En el casde fallidaen el pas del missatge, el CSNet Web intentara reenviar-lo 32 cops, i
si no ho aconsegueix esperara 2 minuts fins per a reenviar-lo, i aixi repetidament fins
gue ho aconsegueixi.

De la mateixa manera, si la resposta no li arriba en 2 minuts el CSNet Web tornara a
enviar la peticio fins que larespostali arribi.
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12. El servidor

12.1. Introduccié

Com ja s ha explicat abans, el servidor ha d'atendre les peticions del client i ha de
mantenir-se sempre viu. També ha de tenir guardada tota la informacié de les unitats
d'aire condicionat que estem simulant preocupar-se de seguir la comunicacié H-Link
amb el CSNet Web.

Aquest software funcionara sobre un HARC que disposa de Linux, aixi que per a la
programacié del codi s'ha triat el llenguatge de programacié C/C++, en el que
utilitzarem les llibreries de TCP/IP per ala comunicacié amb el client.

El servidor esta format per varis threads on cadasci desenvolupara part de les
funcionalitats aimplementar pel servidor.

12.2. Parts que € formen

12.2.1. Control principal

Es tracta d'un thread que és I’encarregat de posar en marxa el servidor, S encarrega
també de comprovar que la resta de threads segueixen vius, 0 que segueixin funcionals,
esadir, que no estiguin saturats.

Per afer-ho utilitzant variables on cada un dels threads emmagatzema el temps actual de
manera que si algun no respon, els matai elstornaallencar.

Aquest thread guarda les variables de control que es poden modificar des de el client, de
manera que si detectem que per exemple la variable reset ha estat activada, aguest
thread que és el que du el control sobre els altres, els cancel-lara i tornara a executar-los.

Al arrencar, aquest thread, també creara la memoria virtual on és guardara la informacio
de les unitats d' aire condicionat simulades.

12.2.2. Escoltador de peticions

La seva funcionalitat és processar els peticions de connexié que rep el servidor, de
manera que si un o meés clients volen connectar-hi, els hi assignara un socket pel qual
comunicar-se, i seguira esperant més possibles connexions.

Aquest socket serd passat a un atre thread que sera I'encarregat de escoltar els
missatges.

El motiu de no crear un thread per cada connexio, és per evitar col-lapsar el HARC, ja

gue és una magquina poc potent i si tinguéssim molts threads podria entrar en mal
funcionament.
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12.2.3. Receptor de missatges Modbus

La funcio d’aquest thread es atendre totes les connexions creades. Per a fer-ho recorre
I’array on guarda les connexions com si fos una cua circular, és a dir, va del primer al
altim, i [lavorstorna al primer.

La comprovacio que fa per cada socket és mirar s ha rebut alguna cosa, si ha rebut un
missatge el passa a la cua del processador de missatges, indicant-li també per a quin
socket ha de respondre, en € cas que S hagi perdut la connexid tancara el socket.

El motiu de no processar els missatges en aquest thread es obvi, quan més el carreguem,
més lenta sera la sensacié d’atencié de cada connexid ja que tardara més en tornar a
rebre-la per aixo es despren del missatge tan bon punt detecta que s ha rebut.

12.2.4. Processador de missatges Modbus

Te una cua on trobara els missatges rebuts, i el que fara aquest thread és anar llegint
missatge a missatge, processant la informacié que conté i atenent-lo, per finalment
acabar responent-lo.

Llegeix el missatge part per part, i és1’encarregat de dur aterme I’ accio requerida en el
missatge, ja sigui una lectura o una escriptura de registre.

Un cop realitzada I’accié ha de respondre, ja sigui amb un error o amb la resposta
requerida per el missatge. Per tal de no destorbar a receptor de missatges per a que
envii la resposta, € que hem fet, és guardar el socket per on hem de respondre a la
mateixa cua on guardem el missatge, aixi un cop I'hem processat, sera el mateix
processador de missatges qui el respongui.

Té implementat tots els error de les especificacions del protocol Modbus, que és el que
utilitzem per a comunicar-nos amb el client.

Els missatges d’ escriptura de registre cridaran també a la funcio de la llibreria externa
H-Link per tal de notificar aquest canvi en un missatge de canvi de dades.
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12.2.5. Memoria virtual

En aguest cas, no és tracta d’'un thread independent, sind d’una estructura continguda
dins del servidor on guardarem lainformacié de les unitats simulades.

Permet la lectura i I'edicié d’'aquestes dades aixi com la creacié o eliminacid de les
mateixes.

Al arrencar, carregalainformacié d' un arxiu XML amb la seglient forma:

<?uml version="1.0" encodng="UTF-8" ?
DA TA >
- <0l id="20"3
creqister id="0">20</regqster -=::__: 1 1D propia da k& OU
«repEstar id="31" >3 </ ragustars
<IU id="40">
cregister id="0" >80 </regisars ~
aegister id="1">20+</register> =——_ — | D delasava DU
egister id="31">21 < ragistar»
IU
<TI0 id="1"
aegister id="0">1</registers> —=—— - 1 1D prapia de la U
< I id="1">20< nst
ist ="31">0 Jist

Figura 8: exemple de arxiu XML on guardem les dades de la instal-lacio.

La lectura d’'aquest arxiu, en funcié del mode en € que estigui activat el HARC, llegira
Unicament les unitats interiors, les unitats exteriors o ambdues.

La maquina d’ estats del lector del XML és estricte. Els registres han d'estar escrits tal
qgual es mostraen lafigura 8, jaque sind donara un error. Aixo ha estat implementat aixi
jaque agilitzava la seva lectura de la qual no era una part del objecte del projecte en la
que perdre-hi pas temps, i com aquest XML sera Unicament utilitzat internament pel
servidor, no ha de tenir problemes.

També s haura d’ especificar la identitat de les unitats, perod aixo es per un tema de que
és més senzill llegir aquest arxiu per una persona en el cas de que haguéssim de mirar el
perque no funciones la lectura d’ aguest arxiu.

No es precisa introduir tots els registres de la unitat cada cop, S no ha estat especificat,
el lector del XML I'inicialitzara ell mateix.

Com podem apreciar en la figura 8, entre els tags de les unitats exteriors és declaren les
unitats interiors, pero tindrem uns registres reservats. Aquest registres seran, en el cas
de les unitats exteriors, només el 0, on guardarem la identitat de la unitat, i en el cas de
la unitat interior, € 0 pel mateix motiu, i el 1 és per fer referencia de quina unitat
exterior forma part aguesta unitat interior.
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Aix0 esta fet aixi per facilitar I'edicid de la topologia de les unitats, mantenint la
coheréncia del projecte e si, jaque si per exemple volem moure una unitat interior a una
altre unitat exterior, Unicament modificariem el valor del registre des de €l client, i ja
haurem simulat aguest moviment.

D’ altre banda aixo també ens permet I’opcid de poder tenir la unitat a una posicio pero
que la seva identitat sigui diferent. Aix0 seria semblant a canviar-li el nom I’ anic que
NOMES acceptem nUMeros.

Un cop finalitza la seva execucid, guardara la informacio en el fitxer restablint els
canvisrealitzats.

El motiu d'haver triat d'utilitzar un arxiu XML per a guardar la informacié és
basicament que és un dels més utilitzats. Podriem haver creat una estructura de fitxer
propia, pero e fet que a Hitachi Air Conditioning Europe S.A. S utilitzi per a altres
aplicacions, ens va convencer atirar endavant amb el XML per donar la possibilitat més
endavant a poder aprofitar els arxius creats.

Durant la creacié del projecte, és va crear un petit script que genera automaticament un
XML dexemple, a mode de poder crear aixi I'arxiu des de O i poder redlitzar les
diverses probes que podien destruir-lo al llarg de la seva codificacié inicial.

Per accedir a la informacio de cada unitat i dels registres de control, ho fa utilitzant un

anic index, que és1’index del registre que rebrem via Modbus.

A la figura 9 que és mostra a continuacio es veu com esta repartit els rangs d aquest
index per aassignar cada part de memoria a un tipus d’ unitats.

0

Unilals exclariors

19.999
20,000

Unitats interiors

[36.098
140.000

Resarval per a
fuluras ampliacions
49 999

50.000

Comandes de control

Figura 9: estructura de la memoria virtual.
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El primer rang, associa 20.000 registres a les unitats exteriors. Tenint en compte que
com a maxim en podem tenir 64, i que cadascuna té 64 registres, estarem utilitzant
Unicament 4096 registres, pero ens guardem marge per si més endavant la capacitat de
les comunicacions H-Link augmentessin i per tant poguéssim afegir més unitats.

El segon rang és I’ assignat a les unitats interiors, els hi reservem fins a 20.000 registres,
en aguest cas com el maxim nombre de unitats interiors que podem tenir és de 160, i
també tenen 64 registres, estarem utilitzant com a maxim 10240 registres.

El tercer rang son 10.000 registres que és reserven per a futures ampliacions.

El quart i dltim rang, esta assignat a les comandes de control, és un rang molt ampli per
a unes pogues comandes de control, perd com no hi ha hagut problema d’espai, s’ ha
sobre dimensionat per afacilitar futures ampliacions.

12.2.6 Comunicador H-Link

Aquest thread és I’encarregat de fer de pont entre el servidor i la llibreria externa per a
la comunicacio H-Link que hem creat.

Recordem que aquesta llibreria ha estat creada compilada préviament per a evitar que es
pugui veure el codi jaque el protocol H-Link és un protocol propietari.

En executar aguest thread, crida a la funcio d’ establiment de connexié H-Link.

A partir d’aquest moment e thread gestiona dues cues que té la llibreria, una
d enviament i un altre de recepcio de missatges.

En aguestes cues el que fem es guardar el numero del registre a canviar i el seu valor.
D’aquesta manera el thread només s ha de preocupar de dues coses. La primera és que
quan hi hagi un canvi a la memoria virtual, aquest sigui introduit a les cues de la
[libreria H-Link. La segona és anar consultant la cua de missatges H-Link rebuts per tal
derealitzar alamemoriavirtual els canvis que s hi indiquin.

Com podem veure, en el codi public només veurem els moviments dels registres, la part
de la construccié dels missatges H-Link i del seu enviament queda oculta dins la
[libreria H-Link.

De la mateixa manera, si rebem un missatge H-Link, la funcié de recepcié de dades de
lallibreria ens indicara que I’hem rebut i ens col-locara alacua
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12.3. Esquemade |’ estructura del software del servidor

En la figura 10, podem veure I’ esgquema de I’ estructura del software del client per ala
part de les comunicacions via Modbus. Els diferents conceptes han estat explicats amb
anterioritat.

et

ProaesEatt ta — | emdiesiha

rrisapipen | I

] Bl (H padiae

Figura 10: estructura realitzada per a les comunicacions Modbus.

El thread escoltador de peticions sencarrega d'esperar client, un cop demanem la
connexio, I’ escoltador de peticions passa al socket al receptor de missatges.

El receptor de missatges segueix |’ ordre de la cua circular i va mirant a cada socket si hi
ha algun missatge, en cas de ser aixi aquest missatge sera passat al processador de
missatges.

El processador de missatges és I’ encarregat de redlitzar les operacions que s’ indiquen al
missatge, consultant o canviant els valors de la memoria virtual.

El control principal és el propietari de la memoria virtual i s |’encarregat de controlar
que tots els threads segueixin vius.

En lafigura 10, podem veure marcats amb groc podem veure elsthreads i marcat en gris
tenim la memoria virtual, que és troba dins del thread principal. Aquesta llegenda de
colors és manté per a la figura 11 on podem veure I’ estructura per a la comunicacio H-
Link.

Cantrod Pringipal

Mamndria virtual Comanicadar H-Link

|

Cun e missaloes TT1
par & e

Litrena gestara de la | ) HeLink
comunicass H-link

Cua de missaiges rebuls

Figura11: estructurarealitzada per a les comunicacions H-Link.
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Com ja hem mencionat abans, tant les cues com la llibreria gestora de la comunicacio
H-Link és la part del codi que ja esta compilada per tal de que no se'n pugui veure €l
funcionament del protocol H-Link.

El comunicador H-Link és el que es fara de pont tant en la recepcié dordres
processades per lallibreria H-Link com en laintroduccié d ordres ala mateixa.

12.4. Implementacié d’ errors

El que pretenem és permetre al’ usuari introduir errors en les unitats simulades.

Es poden pensar diverses tipologies d’errors, perd per a aquest projecte se€'n van
plantejar Unicament dos.

La primera es inhabilitar la comunicacié de la unitat, fer que no envii missatges de
resposta cap a CSNet Web. Aquesta inhabilitacié pot ser total o parcial, es a dir, €l
simulador pot no respondre Unicament a els missatges que el CSNet Web faci a els
registres que seleccionem, i evidentment, podem seleccionar-los tots.

El segon error plantejat consisteix en fer que e CSNet Web no pugui governar la
maquina simulada. Es tracta de que les comunicacions siguin les correctes, pero la
maquina no faci cas de les ordres rebudes.

En els dos casos, el que es pretén es veure com reacciona el CSNet Web contra aquestes
adversitats.

33



13. El client

13.1. Introduccié

El client es I’encarregat de dotar-nos d'una interficie agradable per a I’usuari. El client
ha de fer simple i automatitzar, les accions que fara, alliberant a I'usuari de la part
pesada de lafeina

Per tal de que a usuari li sigui més familiar, seli hadonat semblanca pel que fa aicones
i estructura amb el software client del CSNet Web.

Com ja hem explicat abans, €l client és qui tindra el control de la comunicacié Modbus
amb el servidor. Per a aguesta comunicacié s ha utilitzat una llibreria ja implementada
de Java, anomenada ModbusTCPMaster en la qual, hi trobem implementades totes les
comunicacions basiques del protocol Modbus.

El client ha estat programat utilitzant Java swing que simplifica molt les feines
d elaboracio d'interficies grafiques. Aprofitant aguesta versatilitat donada per swing el
client ha estat enfocat dos modes de treball, el controlador, i el visualitzador de dades.

El controlador fa la funcié que _ ,
redlitzaria un comandament a  [AEEEA yin @
distancia respecte una unitat
d’'aire condicionat red. Té
diferents camps que poden ser
modificats i enviats al servidor H-Link Simulator
per a que ho modifiqui en la

memoria virtual que hi hem

implementat.

El client sha de mantenir

actualitzat en tot moment per si —

agun altre client connectat a . '
servidor modifiques alguna de ™
les dades, per aix0 s utilitza un
thread de refresc que sera Figura 12: pantallainicial.
explicat més endavant.

Aquest thread també serveix per a controlar s la connexié segueix vigent per a
notificar-ho al usuari si hi hagués algun problema.



13.2. Disseny de d'interficie

El primer punt en la construccio de la interficie del client va ser el fet de decidir com
mostrar la informacié. Teniem dues necessitats diferents, la de poder controlar cada
unitat i la de poder veure I’estat de les unitats. Per a aix0 es van crear dos modes de
visualitzacio de la informacid que son el visualitzador i el controlador que seran
explicats més endavant.

L’ altre gran questié era com mostrar latopologia per a que I’ usuari trii la unitat, teniem
dues opcions que era en mode de llista o en mode d' arbre.

El mode llista en instal-lacions grans faria més complexa la cerca d' una unitat, mentre
que I'arbre escurca la llargada d'instal-lacions grans i ens dona una imatge més
semblant a la que té la instal-lacio real ja que de cada unitat externa en penjaran les
unitats internes de que disposi.

Es per aguestes dues raons que varem triar I'opci6 del arbre per a que I'usuari
selecciones quines unitats vol veure.

A continuacié, a partir de la figura 13, sexplica com ha quedat estructurada la
interficie:

Titol
Pestanyes
Arbre de la
Topologia de .
les unitats Zona de display
Estat Dialeg Opcions

Figura 13: Egtructurade lainterficie.

Com podeu veure a la figura 13, la pantalla del client estara dividida en 7 parts
diferents.

La primera i menys important part és la part del titol, que no és més que una simple
capcaleraque li dona un toc més agradable ala vista.

A la part de sota de la pantalla, i trobem 3 parts en la que definirem la zona de
comunicacions.
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En aguesta zona, trobem I'area de la informacié del estat de la connexié que ens
permetra connectar i desconnectar, aixi com saber I’ estat de la connexié mitjancant els
seguents icones:

X : Error en connexi6

= : Connectant

v - Connectat

En el cas de no aparéixer iconavol dir que no hi haconnexié i que tampoc esta intentant
establir-la

L’area de dialeg, ens permetra visualitzar tot tipus de notificacions que el client ens
volgui fer, des de notificacions d’errors, fins a simples missatges de enviament de
missatge correcte.

La tercera part de la zona de comunicacions és la que conte les opcions generals de
control del servidor i respecte al programa del client mateix.

En aguesta zona i trobem 4 botons per ales principals accions.

- Save envialasenyal al servidor per aque guardi latopologia actual en el fitxers
amode que a partir d'aquest moment sigui latopologia per defecte.
Configuraci6 IP: permet introduir la|P del HARC al que volem accedir. Aquesta
IP es guarda en un arxiu XML en el client per ta de poder-la
llegir a arrencar el programa la propera vegada.
- Reset: enviaunasenyal al servidor per a que esreinicii.
Exit: finalitza I’ execuci6 del programa client.

La franja més important de la interficie és la que ens trobem al mig de la pantalla que és
la que ens permetratriar i visualitzar la informacio.

Per atriar-la utilitzarem I’ arbre de la topologia de les unitats, que ens permetra veure
d'una forma clara i ordenada quina estructura té la nostra xarxa. Un cop seleccionada la
informacio, sera mostrada a la zona de display.

La informacié que és mostra a la zona de display es diferent en funcié del mode de
funcionament que hem triat en el client. Aquest mode es selecciona triant una pestanya
o una altre.

Si estem en el mode de control, veurem la informacié d una sola unitat a mode de
comandament a distancia, i si estem al mode de visualitzacié veurem la unitat exterior i
totes les interiors de la unitat que haguem seleccionat.

A la zona del arbre de la topologia de les unitats trobem 3 botons que ens permetran
afegir o eliminar unitats.
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13.3. Parts que € formen

13.3.1 ModbusTCPMaster

Com ja hem comentat abans, es una llibreria feta de Java que ens permet les
comunicacions Modbus, el que hem fet amb ella és crear una classe que n’ aprofiti el que
volem.

Inicialment s estableix la connexio, i en cada pas de missatges, si N0 pogués comunicar-
se guardem una variable que ens indica que hem perdut la connexio.

Només s’ han implementat les funcions readMultipleRegister i WriteRegister, ja que mai
necessitarem escriure més d’un registre a la vegada, i a la hora de llegir-ne pot ser que
en necessitem un o més, perd ho podem fer tot amb la funcié readMultipleregister, ja
que d’aquest manera la lectura d’un registre seraigual de rapida, perd en el cas de llegir
més d’'un registre, reduirem I’ overhead de les capcaleres.

Per fer més agradable I’ s d'aguestes funcions s han desenvolupat funcions concretes

gue agilitzi i optimitzin des de la lectura dels registres d’ una unitat, com a la lectura de
varies unitats consecutives.

13.3.2. Estat del sistema

Esla pantallainicial que ens trobem quan ens connectem o bé quan seleccionem la arrel
de lanostre topologia

El que ens permet, és visualitzar I'estat dels registres de lectura del servidor que ens
informen de quin és I’ estat i la situacio del sistema actual.
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Figura 14: Pantallade visié del estat del sistema.
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13.3.3. Visualitzador

El visualitzador ens permet veure I'estat de tots €s registres d’una unitat exterior i de
tots els de les seves unitats interior. Per a fer-ho utilitza taules que mostren de manera
més clara la informacio.

Aquesta informacio és editable, tret dels 2 primers registres que son considerats
restringits i fixes per a cada unitat.

La informacié es pot seleccionar, de manera que es pot copiar la informacié a algun
arxiu si ens fos necessari.
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Figura 15: Pantalla del mode visualitzador.

La taula de les unitats interiors creix i decreix en funcié del nombre d’ unitats interiors
gue tingui la unitat exterior en cada moment.

Ambdues taules tenen barra lateral independent per tal de poder visualitzar els registres

gue vulguem ja que aguest registres identifiquen atributs diferents en funcio de si es una
unitat exterior o interior.
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13.3.4. Controlador

El controlador ens permet actuar de cara a la unitat en questi6 com si estiguéssim
utilitzant un controlador remot.
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Figura 16: Pantalla del mode controlador.

A lafigura 16 veiem com en la implementacio del controlador se li ha donat semblanca
alstipics controladors remots. En aquest cas ens hem basat en un de la casa Hitachi.

Per dotar de robustesa a programa s ha afegit rutines que comproven els valors dels
registres de manera que en cas de introduir un caracter il-legal, es mostraria un missatge
d’error i no s enviaria aquest valor a servidor.

13.3.5. Thread refrescador

El Thread refrescador S encarrega d'anar consultant al servidor les dades dels registres
que es mostren. Si el valor d’aquets registres ha canviat, €ls canvia a la interficie
grafica, sind han canviat dorm durant 1 segon i torna a comencar.

El valor d’'un segon com a espera entre cada consulta va ser triat assumint que era
suficientment gran com per no passar mes temps esperant la resposta del servidor que
atenent al usuari, i suficientment petit com per tenir les dades actualitzades en tot
moment.
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13.4. Funcionalitats implementades

13.4.1. Gesti6 de lainformacio

El client ha de tenir al dia la informacié que el client guarda. Per a fer-ho, la primera
cosa que hem de decidir es com guardar aguesta informacio.

Tenim basicament dues opcions, la primera seria guardar la mateixa forma en que hem
implementat la memoria virtual del client, i guardar un array amb les unitats exteriors i
un altre amb les interiors. Perd donat que e Java és un llenguatge molt potent em
aprofitat per a que cada unitat exterior tingui el seu propi array de unitats interiors.

S'hartriat la opcié de tenir un array de unitats interiors per a cada unitat exterior ja que
la cerca d’una unitat interna sera en general meés rapida per qué no haura de recorrer tot
I"array.

Per rebre les dades del servidor, s han implementat diverses funcions que utilitzant la
[libreria modbusTCPmaster, li demani al servidor lainformacio desitjada

Utilitzant aquestes llibreries agafem la informacié de les unitats i generem la interficie
grafica que se'ns mostra. Per a mantenir aquesta informacié al dia es van valorar dues
opcions.

- Crear una comunicacié Modbus també en la direccié oposada a la existent per a
que el servidor notifiques els canvis.

- Que els clients es mantinguessin al dia per enquesta, es a dir, que vagin
preguntant |’ estat dels registres.

La primera opci6 trencava la idea de la comunicacié Modbus de master i esclau, a part
de que carregaria al servidor molt més de feina, i com funciona sobre una maquina no
potent, ens varem decantar per la segona opcio.

Per a dur aterme la segona opci6 es va crear un thread que refresques la informacioé que
estavem mostrant cada segon. Aquest thread el que fa es preguntar els valors dels
registres que estem ensenyant a la pantallaal client.

Per aevitar que cada segon se' ns reconstruis la pantalla impossibilitant aixi que el client
fes cap accio, el que es va optar per fer va ser crear unes rutines en que si els valors dels
registres mostrats no haguessin canviat, no es reconstruiria la pantalla mostrada, que
nomes ho faria en cas que si hagués canviat.

Aquesta opcié podria tenir una pega en el cas ens connectéssim molts clients a un
servidor, que com te una cua d'atencio circular, podria donar a usuari la sensacio
d' estar desatesos. Perd com la idea no es que hi hagi un gran nombre de clients
connectats a un servidor, aguest problema no es rellevant.

L’error podria ser critic si el temps que triga el servidor en fer cas 2 cops a un mateix

client fos superior a timeout del protocol Modbus, en aquest cas €l client creuria que ha
perdut la connexié i ho mostraria pel didleg de la interficie. D’aguesta manera ens
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cobrim les esguenes de cara a un error que no esta previst que doni mai, perd que en el
cas de donar-se no provocaria un error no controlat al programa del client.

13.4.2. Optimitzacio en la lectura de grans blocs de dades del servidor

En I’execucio del client em trobat una gran dificultat en fer que el client estigues sempre
actualitzat i que sempre donés sensacio d’ atencio a usuari.

Al principi de la codificacio daguest projecte, quan el servidor corria sobre una
maquina virtual en Linux, varem notar que € temps de les comunicacions era
suficientment gran com per ser una mica molest i per aixo varem implementar aquesta
optimitzacio.

Un cop el servidor va correr sobre el HARC, els temps de comunicacio es van fer
practicament imperceptibles, perd aguesta millora ens assegurava que en cas de
problemes amb la velocitat de connexid, € client donés una resposta meés que
acceptable.

Aquesta optimitzacio el que intenta és agilitzar la consulta de la informacié de molts
registres. S'ha optimitzat €l pas de missatge perque entre enviament del missatge i
espera de resposta perdiem massa temps.

El que es va fer es reduir el nombre de cops que necessitavem enviar un missatge,
augmentant doncs la quantitat de informacio que s envia cada cop.

El protocol Modbus permet que e maxim nombre de registres llegit d’un sol cop sigui
de 7D en hexadecimal és a dir de 125 registres. Com per a cada unitat guardem 64
registres varem decidir crear una funcié que els llegis anés llegint de 120 en 120
registres i assignant-los a la unitat corresponent. Es va agafar el nombre 20 en comptes
del 125 degut a que les llibreries de Modbus del Java estableixen la limitacié en 121 i
varem preferir fer nimeros rodons.

Aquesta optimitzacié va dividir el temps de lectura de totes les unitats practicament
entre 2. Només ens serveix per aixo, per a la lectura de registres consecutius, es a dir
unitats exteriors consecutives i unitats interiors consecutives.

En tot moment el servidor mante 2 registres que indicant el nombre de unitats internes i
externes que té, que € client pot consultar abans de llegir grans blocs de dades per a
saber fins a on ha de llegir i d’ aguesta manera evitar passar-nos del rang de valors
existents en la lecturai rebre d’ aquest mode un error.
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13.4.3. Control del simulador

Per a poder tenir control sobre I'execucié del software que tenim al HARC, es van
deixar uns registres restringits, mitjancant el quals, es poden donar ordres de control des
deel client.

Utilitzant aixo, dotem al usuari del client amb la possibilitat d’ afegir i treure unitats ala
topologia, fer recomencar al HARC, guardar I’arxiu de la topologia o coneixer valor de
comptadors generals per tal d agilitzar les comunicacions amb el client.

Aquestes ordres serien conegudes per la resta de clients connectats a HARC ja que

utilitzem comptadors per atenir al dia I’estat del sistema que te el client i el que te el
HARC, i en cas de que hi hagi diferencia, el client s actualitzara.
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14. Provesi Resultats

14.1. Proves de robustesa

14.1.1. Prova 1: Perdues de connexi6

La primera prova realitzada en aquest apartat ha consistit en desconnectar el servidor
guan el client hi estava treballant, ja fos refrescant o construint I arbre de la topologia
En ambdds casos, ha detectat correctament que s ha perdut la connexié, i ho ha mostrat
pel dialeg.

Realitzar aguesta primera prova a la inversa no té sentit ja que com la comunicacié
segueix €l patrd6 master-dave, el servidor respon, perd no es preocupa de s la
informacio li arriba al client.

La segona part d aquesta prova consistia en provar que passava si €l client no es podia
connectar, ja que el servidor estava apagat d'inici. En aquest cas, i seguint el guio
previst, € client va provant de tornar a connectar-s hi cada segon, i va mostrant pel
didleg missatges de que la connexié no ha estat possible.

14.1.2. Prova 2: Prova de saturaci6 del servidor

La intencié d’aquesta prova era detectar possibles errors, 0 augments de temps que els
clients han d’ esperar per a ser atesos.

Laprova ha consistit en connectar 15 clients ala vegadai veure que passava.
El resultat no ha decebut, € temps d'espera segueix igual, o S augmenta és

imperceptible, el servidor no s ha col-lapsat, i tots els clients s"han mantingut refrescant
laseva informacio durant 10 minuts sense problemes.

14.1.3. Prova 3: Caractersil-legalsi fora de marge

S haprovat de introduir caractersil-legals o valors fora de marge en els camps editables
de les taulesi dels dialegs del client, i el resultat ha estat excel-lent ja que el client esta
creat en mode de llista blanca, només accepta uns caracters concrets, per a qualsevol
anomalia mostra un missatge d’ error.
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14.2. Proves de coheréncia

14.2.1. Provadel controlador

Aquesta prova el que ha consistit €s en obrir 2 clients, un d’ ells amb la pestanya del
controlador oberta. El que s ha fet és modificar registres des de I’ atre client utilitzant el
controlador i €l visualitzador, i veure que en el controlador inicial rebiem els canvis fets
al'altreclient.

El resultat de la prova ha estat satisfactori ja que en tots els casos el controlador del
primer client harebut les modificacions,

14.2.2. Provadel visualitzador

L’ objectiu d’ aquesta prova es semblant a anterior pero te la diferencia de que en aquest
cas, veurem els canvis en el visualitzador, és a dir, des de un altre client modificarem
registres tant des de el controlador com des de el visualitzador, i veurem a les taules del
primer client com els valors canvien.

El resultat d’ aquesta prova també ha estat €l desitjat ja que en tots els casos hem pogut
veure els canvisrealitzats al’ altre client.



14.3. Prova de funcionament final del simulador

Per a comprovar que e simulador ha complert el seu objectiu principal, ens trobavem
amb la prova de foc. Erala hora de connectar-lo al CSNet Web.

Les primeres tomes de contacte no van ser bones, hi havien errors en la programacié de
lallibreria H-Link que ens permet comunicar-nos amb CSNet Web, un cop depurats els
errors ens varem disposar atornar-ho aprovar i el resultat va ser I’ espera’t.

En aguest test el que varem simular va ser 50 maquines externes i 120 de internes. El
CSNet Web les va detectar i ens va permetre treballar amb elles.

A lafigura 17 podem veure una captura de pantalla del simulador quan estava connectat
amb el CSNet Web.
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Figura 17: Captura de pantalla del simulador durant la prova

A continuacié podem veure una captura de pantalla del resultat que ens va mostrar €l
CSNet Web amb la simulacio que li varem introduir.
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Figura 18: Captura de pantalladel CSNet Web utilitzant les maquines simulades

Ja s'ha comentat abans al capitol del client pero, aprofitant la figura 18, recordem que
hem pres I’ estética de lainterficie client basant-nos amb el CSNet Web.

Per a acabar de comprovar que el resultat era e desitjat faltava provar de manipular
registres des de el client del simulador i que aquest fossin llegits per al CSNet Web. Les
proves van ser un éxit, en canviar un valor al servidor, aquest envia sense problemes el
missatge de dades canviades que el CSNet Web va llegir i va mostrar els canvis en la

seva interficie.
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15. Conclusions

La conclusio principal és que €l projecte ha complert amb tots el's objectius principals
establerts:

- Sha creat e software que simula I'existéncia d'una xarxa d'unitats d'aire
condicionat de la marca Hitachi.

- Sha creat e software que permet visualitzar i configurar I'estat del simulador
desd'un PC.

- Shaelaborat lainteraccié entre el simulador i el CSNet Web.

Tots els objectius aconseguits han estat degudament provats com s ha pogut veure en el
resultat de provesi resultats.

S han satisfet les necessitats que tenia el simulador que ara esta a la espera de la seva
instal-lacié permanent en la sala de Training de Hitachi.

La decisi6é de separar €l projecte en dues parts ha estat molt encertada ja que ens ha
permés anar evolucionant cada una per separat, sense que els problemes d una
perjudiquessin a |’ altre.

Guardar les dades dels registres en un fitxer XML ens ha permes depurar el codi ja que
podiem comprovar de manera entenedora quin valor hauria de tenir el registre.

La planificacié temporal es va seguir sense variacions importants tret de en I’ elaboracio
de la part del H-Link que va provocar que no hi hagués temps per a poder assolir
I’objectiu secundari de introduir errors en les maquines simulades.

L’ eleccié del Modbus com a protocol de comunicacions entre client i servidor ha estat
un éxit ja que ens ha permés tenir unes comunicacions senzilles i eficients sense
necessitat de tenir que crear un protocol propi.

Les cues circulars d'atencid al client que té e servidor han servit per no inundar el
HARC amb molts threads sense perjudicar la sensacio d’ atencié que te el client.

L’ Us de Java Swing ha facilitat molt la creacié d’una interficie per al usuari simple i
entenedora

La optimitzacio per aprofitar el maxim els missatges Modbus va solucionar els
problemes sorgits amb els colls d’ampolla a | hora de refrescar les pantalles del client
gue devien esperar a que les comunicacions acabessin.

El problema del copyright del protocol H-Link va estar degudament salvat utilitzant un
fitxer binari que tingues la funcionalitat desitjada perod que amagués el codi.
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15.1. Possibles ampliacions

15.1.1. Ampliacio 1: mode de funcionament del HARC

El servidor ha estat programat inicialment per a smular tant les unitats interiors com les
exteriors en un sol HARC, perod com ja es va comentar en la introduccio del HARC, la
programacio ja estava orientada a la possibilitat d'utilitzar 2 HARC's i d’ aquesta
manera poder smular via H-Link, els missatges que hi ha entre unitats interiors i
exteriors.

El HARC ha de tenir 3 modes de funcionament:

- Simulador d'unitatsinteriors

- Simulador d' unitats exteriors

- Simulador de ambdés tipus d’ unitats
El tipus de funcionament de ambdds tipus d’ unitats és el implementat per defecte, i el
gue proposa aquesta millora és implementar els altres 2 modes. Per tant en funcio del

mode, el HARC carregara la informacié d'un tipus d’unitat o de les 2, i respondra
Unicament per a aquestes unitats.

15.1.2. Ampliacio 2: Simulacio d’errors

Aquesta ampliacio consisteix a complir I’ objectiu secundari que no s ha complert durant
el desenvolupament d’'aquest projecte.

El que es vol es poder generar error ales unitats simulades al servidor.
Els possibles errors podrien ser:

- Peérduade connexi6
- Peérduade control de la unitat

15.1.3. Ampliacio 3: fitxer de log
L’ objectiu d’ aquesta ampliacid és poder tenir un accés a la informacié generada en cada
moment per al servidor. El interes d’ aixo és poder depurar possibles errors ja existents o
que es produeixin en futurs intents d’ ampliacio del software.
Aramateix, per apoder depurar €l servidor aranomés existeixen dues maneres que son:
- executar-lo en un PC i veure les dades per la consola

- connectar-s hi utilitzant ssh i executar-lo per a poder veure les dades per la
consola ssh.
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Aquesta ampliacié proposa fer que el client tingui un accés més facil a aguesta
informacio. S han pensat dues possibles solucions.

La primera consisteix a que el servidor guardi la informacié de debug en un arxiu que €l
client pugui consultar després per telnet. Per a dur aterme aquesta versio s ha de tenir
en compte que la memoria flash del HARC no permet gravar sobre ella molt rapidament
jaque correriem el perill de fer-la mal be, aixi que hauriem de buscar alguna altre opcid
com guardar-ho cada un cert temps, i no deixar que aquesta informaciod creixi molt en
volum.

La segona opcio podria ser que el servidor envies per un socket la informacio de debug
als clients, ja fos utilitzant un grup multicast o enviant client a client aguesta informacio
que seria mostrada per el didleg del client que podria tenir un botd de canvi de dialeg
per veure el del client o el del servidor.

15.1.4. Ampliacio 4: Test del protocol H-Link

L’ objectiu d’ aquesta ampliacid és poder reditzar un test exhaustiu del funcionament del
protocol H-Link. Per a fer-ho € que volem es poder recrear una instal-lacié real i
complexa

Fins al final d’ aguest projecte hem simulat aguesta instal-lacié perd només de cara al
CSNet Web, amb aguesta ampliacio el que volem és posar un HARC per a cada unitat
simulada i tots ells connectats com una instal-lacio real usant el bus H-Link.

El fet d'utilitzar només HARC's resulta molt més economic que no instal-lar maguines

realsi com el pas de missatges seria idéntic, podriem realitzar un test al protocol i al bus
H-Link.
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Resum

Aquest projecte intenta donar solucio a problema amb el que S ha trobat la empresa
Hitachi Air Conditioning Products SA a la hora de fer probes durant el
desenvolupament del seu principal producte, el CSNet Web.

El simulador que s ha realitzat en aquest projecte pretén reproduir la topologia d'una
xarxa d'unitats d’ aire condicionat per a que el CSNet Web les interpreti com si aquestes
maguines fossin reals. Per a aconseguir-ho, €l simulador reproduira les comunicacions
entre aquestes maquines i el CSNet Web.

Resumen

Este proyecto intenta dar solucién al problema gque se ha encontrado la empresa Hitachi
Air Conditioning Produtcs Europe SA ala hora de hacer pruebas en el desarrollo de su
principal producto de control de méguinas de aire acondicionado, el CSNet Web.

El simulador que se ha realizado en este proyecto, pretende reproducir la topologia de
unared de unidades de aire acondicionado para que el CSNet Web lo interprete como si
esas maguinas fueran reales. Para €llo, el simulador reproducira las comunicaciones
entre estas méguinas con el CSNet Web.

Summary

This project tries to solve to the problem that Hitachi Air Conditioning Produtcs Europe
SA company found when they makes test during the development of its principal
product of air conditionating control machines, called CSNet Web.

The simulator created in this project, tries to reproduce the topology of a network of air
conditioning machines. CSNet Web interprets this topology as real machines. In order
to achieve this goal, this simulator will reproduce the communications between these
machines and CSNet Web.
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