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Capitol 1
Introduccio

Els agents mobils son entitats software que disposen de 1’habilitat d’aturar 1 re-
prendre la seva execuci6 en diferents llocs de la xarxa per dur a terme una series
de tasques. Avui en dia, el desplegament dels agents mobils és limitat, perd noves
aplicacions s’estan obrint pas constantment. Aquesta tecnologia ofereix solucions
prometedores a problemes com la perdua de connexi6 entre nodes o grans endar-
reriments en la connexid. La capacitat dels agents mobils de residir i migrar entre
diferents nodes de una xarxa els fa especialment interessants, perque ens permet

optimitzar els recursos de la xarxa i evitar congestionar-la.

Per exemple, Vieira-Marques et al. [VMRC+06] proposen un esquema per
recopilar i integrar dades mediques d’un pacient, distribuides en varis hospitals,
utilitzant els agents mobils. Marti et al. [MR+08] proposen un esquema pel triatge
de victimes en situacions d’emergencia basat en els agents mobils. L’informaci6
de les victimes s’encapsula en un agent mobil i es enviada al centre d’operaci-
ons per una rapida i eficient distribucié dels recursos medics. Aquest sistema es
coneix com MAETTS (Mobile Agent Electronic Triage Tag System). Algunes de
les caracteristiques més importants d’aquests tipus d’entorns son la connectivitat
intermitent, lateéncia variable, patrons ambigus de moviment dels nodes. En con-
seqiieéncia un agent pot residir en un node durant un llarg periode de temps, mentre

que la finestra de connexio pot ser molt petita.

Tot aquest ampli ventall d’aplicacions han de demostar la seva viabilitat, la
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possiblitat de ser implantats en el mon real. La falta d’un sistema de proves per
poder demostrar la viabilitat d’una aplicacié o simular el seu funcionament ens
obliga a passar per una etapa de desenvolupament, de construccié de I’aplicacié
final. Aix0 dona lloc a una gran varietat d’aplicacions que després poden resultar

no utils, amb la conseqiient perdua de temps.

Hi ha multitud de simuladors de xarxa disponibles en el mercat, un dels quals
és el NS2. Es el simulador més utilitzat en I’ambit académic i permet simular la
gran majoria de protocols i tipologies de xarxa existents avui en dia. Es tracta d’un
projecte de codi lliure i per tant, els usuaris poden aportar el seu coneixement pel

desenvolupament de nous protocols i nous sistemes.

En aquest projecte pretenem afegir els agents mobils al NS2 per poder fer

simulacions 1 no haver de construir 1’aplicaci6 final.

1.1 Motivacio

Una de les qiiestions a la que s’enfrenten els agents mobils és demostrar la seva
viabilitat en sistemes reals. Necessitem demostradors o simuladors que ens aju-
din a predir quin sera I’impacte de I’implantacié d’un aplicacié basada en agents
mobils, que no es produiran situacions de col-lapse o exhauriment dels recursos

disponibles.

Demostrar la viabilitat de les aplicacions basades en agents mobils en entorns
heterogenis i complexos, com ara les xarxes MANET o les DTN, ens pot portar
a molts entrebancs degut a la complexitat que suposa. El cost en temps o diners
per construir sistemes de test (fest-bed) o sistemes reals per dur a terme un analisi
de rendiment en molts cassos pot resultar inviable. I més si tenim en consideracié
diferents aplicacions amb diferents parametres de configuraci6 i diferents indica-
dors de rendiment. Es per aix0 que necessitem construir un model de simulaci6
del comportament general dels agents mobils i estudiar-lo com un substitut del

sistema real.
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1.2 Objectius

L’objectiu base d’aquest projecte és construir un framework per la simulacié del
comportament general dels agents mobils ampliant I’actual simulador de xarxa
NS2. Per fer aix0, en primer lloc hem de fer un estudi de la tecnologia d’agents
mobils i el simulador de xarxa NS2. Hem de coneixer quins sén els protocols
de migracié d’agents mobils, com funciona el NS2 i com es pot afegir un nou
protocol al simulador.

L’element principal dels agents mobils és la seva capacitat per desplagar-se
entre els diferents nodes d’una xarxa. Per tant, en segon lloc hem de desenvolupar
- o millor dit implementar - un protocol de migracié per agents mobils i afergir-lo
al NS2.

L’objectiu que finalment ens interessa assolir es poder analitzar quin és el fun-
cionament dels agents mobils en una xarxa donada. Per fer aixo hem de dissenyar
1 desenvolupar un framework que ens permeti simular el seu comportament. Hem
de poder veure si I’agent té la capacitat d’adaptar-se a una determinada topologia
de xarxa i dur a terme amb exit les seves tasques.

Finalment, per veure el funcionament del model implementat i tenir una prova
de la seva correcta implementacid, hem de simular el comportament d’un tipus
d’agent concret en els escenaris definits, fent servir el protocol de transferéncia

implementat al NS2.

1.3 Estructura de la memoria

En els segiients paragrafs donarem una visid general sobre el contingut dels capi-
tols 1 apendixs que composen aquesta memoria.

El capitol 2 presenta una breu introduccié a I’estat de 1’art d’aquest projec-
te. En primer lloc, farem una petita introducci6 a la tecnologia d’agents mobils
1 presentarem les seves caracteristiques més importants. Després farem una in-
troduccié al marc de desenvolupament d’aquest projecte: el simulador de xarxa
NS2.
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El capitol 3 exposa un estudi del projecte. Analitzarem els requisits funcionals
1 no funcionals, presentarem un breu estudi de viabilitat i finalment veurem la
planificacié temporal inicial.

El capitol 4 mostra la proposta de disseny que compleix amb els requisits i
objectius del projecte. Partirem d’una visi6é general del sistema per anar centrant
I’atencié en els elements principals.

El capitol 5 explica quina ha estat I’implementaci6 del disseny presentat en el
capitol anterior. En primer lloc, presentarem els detalls d’implementacié de cada
un dels elements principals del disseny, i després explicarem les diverses proves
que s’han realitzat per comprovar el correcte funcionament de 1’implementacio.
Presentarem diferents escenaris de simulacid.

El capitol 6 sera un resum de les conclusions obtingudes a partir dels objectius
presentats anteriorment, i exposara algunes possibles linies de treball futures.

Finalment, I’apendix A contindra els detalls tecnics derivats de I’integraci6
en el NS2 del sistema desenvolupat, i ’apendix B contindra dos exemples dels

resultats obtinguts en les simulacions.



Capitol 2

Els agents mobils i el Network

Simulator 2

En aquest capitol descriurem el context en el qual es troba aquest projecte per tal
de comprendre millor el seu desenvolupament. Explicarem en primer lloc que sén
els agents mobils, aspectes relacionats amb el funcionament d’aquests i finalment
explicarem el marc de desenvolupament d’aquest projecte: el simulador de xarxa

Network Simulator 2.

2.1 Agents mobils

S’entén per agent un component software autonom, que actua en nom d’algu,
s’executa en entorns controlats anomenats plataformes, és capac d’interactuar amb
el seu entorn, percebre canvis i 1’estat d’aquests, i reaccionar davant d’aquests.
Si aquest agent té la capacitat de desplagar-se, aleshores s’ha de parlar d’agents
mobils. Aquesta tecnologia va donar els seus primers passos amb la publicacié
de I’article de Jim White [WMA96] el 1996. La definici6 exacta, pero varia d’un
autor a I’altre, tot i que hi ha certes caracteristiques que sébn comunes per tots els

autors:

e Persistencia: el codi que s’executa en cada moment és decidit pel propi

5
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agent en funci6 de 1’objectiu concret que tingui. L’agent presenta un com-

portament dirigit a complir 1’ objectiu.

e Autonomia: 1’agent és capac de prendre decisions sobre les seves accions

o estat sense la intervenci6 directa d’una persona.

o Habilitat social: els agents son capacgos d’interactuar amb altres agents per

tal d’assolir els seus objectius.

e Reactivitat: els agents perceben I’entorn o context en el que es troben re-

accionant en conseqiiencia als canvis que es produeixen.

e Mobilitat: 1’agent és capa¢ de suspendre la seva execucid, moure’s entre

diferents plataformes i reprendre la seva execucio.

Com hem esmentat anteriorment, una de les propietats dels agents mobils és
la mobilitat. Aix0 s’aconsegueix parant I’execucié de I’agent en la plataforma
origen, copiant el codi font juntament amb 1’estat d’execuci6 d’aquest en la pla-
taforma desti i reprenent I’execuci6 del codi de 1’agent, tot comprovant que sigui
correcte. Una vegada fet aixo es destrueix la copia que ha quedat en la plataforma
origen. Tots aquests passos es coneixen sota el nom de migracié. Els passos pre-
sentats aqui es el que s’anomena també migracié inter-plataforma. També podem

distingir entre:

e Migraci6 forta: en aquest tipus de migraci6 es copien tant el codi i les
dades com I’estat de 1’agent, facilitant la implementaci6é al programador,
ja que s’assegura que el codi se seguira executant des de la linia de codi

segiient a la ordre de migraci6 en arribar a la plataforma desti.

e Migraci6 debil: en aquest tipus de migracié només es copia la part de
codi i dades de I’agent, provocant que el codi s’executi des de 1’inici un
cop s hagi realitzat la migraci6. Per tant, el programador s’ha d’encarregar
d’emmagatzemar variables de control especifiques per saber en quin punt

del codi es troba I’execucid de I’agent.
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També s’ha parlat de plataformes. Aquestes, també anomenades agencies son
els entorns d’execuci6 dels agents que els proporcionen tot un conjunt de serveis

com ara comunicacié o mobilitat.

2.2 Especificacions i estandards

La FIPA (Foundation for Intelligent Physical Agents) és un comite de I’IEEE que
des del 2005 promou la tecnologia basada en agents y la utilitzacié dels seus
estandards per la interoperabilitat amb d’altres tecnologies.

Hi ha molts estandards definits per la FIPA per al desenvolupament d’agents i
els seus sistemes, tal i com es pot veure a [FIPASpec]. Una plataforma basada en

els estandards FIPA inclou, entre d’altres:

e Agents: les entitats software que actuen en nom d’algu.

e Agent Management Service (AMS): és un servei que s’encarrega de regis-
trar 1 mantenir el control de tots els agents que hi ha a la plataforma. Es pot

veure com un servei de pagines blanques de la plataforma.

e Directory Facilitator (DF): és un servei que s’encarrega de registrar tots
els serveis oferts pels agents d’una plataforma. Es pot veure com un servei

de pagines grogues 1 és opcional (pot ser-hi 0 no).

La comunicaci6 entre els agents es duu a terme mitjancant missatges ACL,
també definits per FIPA, que estandarditza qu¢ han de contenir i com han de
ser. Aquests missatges es transmetran mitjancant el MTS (Message Transport
Service), un servei que proporciona la plataforma per 1’intercanvi de missatges
entre els agents. Si els agents es troben en plataformes diferents s’utilitza també
el MTP (Message Transport Protocol), que encapsula els missatges ACL en un
protocol de la capa d’aplicacidé. Dit amb altres paraules, afegeix un sobre indicant
la informaci6 de transport (figura 2.1).

Des del grup de recerca SeNDA del dEIC (Departament d’Enginyeria de la
Informacié i de les Comunicacions) de la UAB (Universitat Autonoma de Barce-

lona) es va iniciar un projecte per a la creacié d’estandards de mobilitat seguint les
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@ Plataforma A Plataforma B %

ACL ACL

C Message Transport Service > < Message Transport Service >
MTP + Sobre T

Figura 2.1: Message Transport Protocol

especificacions FIPA que va finalitzar amb la proposta de I'IPMA (Inter-Platform
Mobility Architecture). Aquesta proposta defineix una nova arquitectura per a la
migracié d’agents que pretén crear un framework de migracié flexible capac de
suportar qualsevol conjunt de protocols de migraci6 escollits lliurement per cada
agent.

El procés de migraci6 es divideix en 5 passos contingut dintre del MMP (Main
Migration Protocol) (figura 2.2): Pre-Transfer, Transfer, Post-Transfer, Agent
Registration 1 Agent Power Up. En els primers dos passos s’utilitzen un con-
junt obert de protocols especificats en el primer missatge mentres que els ultims
dos utilitzen protocols prefixats.

El MMP s’encarrega d’iniciar i gestionar el protocol de migracié aixi com tota
la resta de protocols seguint I’estandard /IEEE-FIPA Request Interaction Protocol.
El primer missatge conté, entre d’altres elements, el conjunt de protocols a utilit-
zar en els tres primers passos, aixi com altres requisits de 1’agent.

Les fases Pre-Transfer, Transfer, Post-Transfer tenen com a funcionalitat
transferir el codi, dades i/o estat de 1’agent i altres operacions opcionals a dur a
terme abans i després de la transferencia. Aquesta funcionalitat es pot implemen-
tar per diferents protocols seleccionats en temps d’execucio per part de 1’agent.

Les fases Agent Registration, Agent Power Up tenen com a funcionalitat
registrar i re-emprendre I’execucio6 de 1’agent en la plataforma desti. Quan I’agent
es registra en la plataforma desti, s’elimina immediatament la copia que hi haala

plataforma origen.
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Initiator | Participant | PRE-TRANSFER PROTOCCOLS |
pmm————— o gmmmm——— b I m————— "
] ' H 1
' 1 :_p: 2 re---- D | :
|F|'EOUEST | [ SNy 1 [ SYSy—— 1 [ SRy, 1
’ T
REFLISE] /
<t ; TRANSFER FROTOCOLS |
’ pmm=———— = pmm=——— =
IAGH‘EE I ? 1 1 1 1
v R (I
emecm el emmemaaa 1
POST-TEANSFER PROTOCCLS |
e = === =
N ' ' '
' S —
N 1 2 r (=] K I
|FA|LUF!a \ [ - ' L '
\
|INFOF|'M-DONE | » <7
<% ~
I—l ~ N Agent o Agent
INFORMRESULT Registration Powear Up

Figura 2.2: Main Migration Protocol
Font: [FIPA-IPMA]

En aquest projecte es pretén implementar un protocol inclos en la fase de

Transfer 1 afegir-lo dins del simulador de xarxa NS2.

2.3 Network Simulator 2

El Network Simulator 2 és possiblement el simulador de xarxa més utilitzat din-
tre del mon academic. El seu desenvolupament va comengar en el Information
Science Institute de la University of Southern California i avui en dia forma part
del projecte VINT, una col-laboraci6 entre investigadors de la UC Berkeley, LBL,
USC/ISI i Xerox PARC.

Es un simulador orientat a objectes escrit en C++ amb un interpret oTCL com
a interficie d’entrada i és un simulador orientat a esdeveniments discrets. TCL o
Tool Command Language és un llenguatge de scripting desenvolupat en els anys
80 per John Ousterhout treballant en la UC Berkeley 1 oTCL no és més que una
extensié del TCL orientat a objectes. L’tis de dos paradigmes de programacio es
justifica per dues caracteristiques importants que ha de proporcionar el simula-
dor. Per una banda, la simulaci6 detallada de protocols necessita un llenguatge
de programaci6 que sigui capa¢ de manipular de manera eficient bytes i paquets,

implementar algoritmes que funcionin sobre grans volums de dades, i velocitat en
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oTcl
Interprete TCL con extensiones de
objeto

-

-

Biblioteca de funciones NS-2

Resultados de

SCI‘ipI oTel . Ob_]_etos programadores de eventos 1a simulacién
o * Objetos componentes de red e
Programa de ; . - Analisis
LT, * Mddulos de ayuda a la configuracion
simulacion - NAM
Figura 2.3: Arquitectura del NS2
Font: [MUN]

quant a temps d’execucié. Per altra banda, 1’analisi de xarxes, molts cops implica
haver de canviar parametres de configuracié o avaluar multitud d’escenaris on és
important el temps d’iferacié (canviar el model 1 executar de nou). El llenguatge
C++ cobreix la primera necessitat, sent un llenguatge adequat per la implemen-
tacié de protocols, mentre que oTCL cobreix la necessitat de canviar facilment
la configuracié d’una simulacié. A la figura 2.3 es pot veure una vista bastant

simplificada de I’arquitectura del NS2.

L’entrada de I’aplicacié és un script en oTCL que especifica el que ’usuari vol
simular. Es Itinic input que I’usuari necessita proporcionar al simulador, sent la
resta d’accions processament intern del NS2. Al finalitzar la simulacid, els resul-
tats es guarden en un fitxer d’extensio .nam i en un fitxer d’extensio .¢r, que conté
una completa descripcié de la simulacid, on cada linia descriu els paquets envi-
ats, rebuts, encolats, extrets de la cola, etc. Malgrat que els arxius amb extensié .tr
presenten la informaci6 d’una forma llegible per I’usuari, es fa molt incomode lle-
gir, analitzar alguns d’aquests arxius o tenir una imatge clara de que és el que esta
passant en la simulaci6 per la gran quantitat de dades. Es per aquest motiu que la
visualitzacié dels resultats de la simulaci6 es realitza mitjancant un modul extern
al NS2 anomenat NAM (Network AniMator) que és una interficie que mostra de

manera grafica els resultats obtinguts.

Com hem dit, la dualitat C++ i oTCL és una de les principals caracteristiques
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Figura 2.4: Dualitat C++ - oTCL
Font: [FV09]

del NS2. El simulador soporta una jerarquia de classes en C++ (també coneguda
com jerarquia compilada) 1 una altra jerarquia de classes similar en oTCL (també
coneguda com jerarquia interpretada). Des de la perspectiva de 1’usuari, hi ha una
correspondeéncia un-a-un entre una classe en la jerarquia interpretada i una classe

en la jerarquia compilada (figura 2.4).

Les principals classes responsables de mantenir aquest vincle entre C++ 1

oTCL sén les segiients:

e Classe Tcl: encapsula I’actual instancia de I'interpret oTCL i proporciona
metodes per accedir i comunicar-se amb I'interpret. Proporciona metodes
per invocar procediments oTCL mitjancant I’interpret, rebre o enviar resul-

tats a I’interpret, guardar i buscar objectes, etc.

e Classe TclObject: és la classe base per la majoria de les classes que podem
trobar tant en la jerarquia compilada com en la jerarquia interpretada. Qual-
sevol objecte en la classe TclObject es creat per I’usuari des de I’interpret
1 acte seguit es crea un objecte ombra en la jerarquia compilada. La classe

TclClass és la que ens proporciona aquesta correspondencia.

e Classe TclClass: és una classe compilada virtual pura i proporciona dues
funcions: construir la jerarquia interpretada per reflectir la jerarquia compi-

lada i proporcionar metodes per instanciar nous objectes TclObject.
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2.4 Agents mobils en NS2

Network Simulator 2 és un simulador molt comu, accessible de manera publica i
que soporta la simulacié de una gran varietat de protocols existents. Ens propor-
ciona una molt bona infraestructura per afegir nous protocols i també ens ofereix
la possibilitat d’estudiar I’interaccié de protocols a gran escala en un entorn com-
pletament controlat. L’ abstracci6 fonamental que 1’arquitectura software del NS2
ens proporciona €s la composicié programable, es a dir, la configuraci6 de la si-
mulacié es veu més com un programa que una configuracié estatica.

NS2 també té cert inconvenients. Es un sistema gran en el qual la curva d’a-
prenentatge té una pendent molt pronunciada. La dualitat C++ - oTCL utilitzada
a I’hora de implementar el NS2 es converteix, molts cops, en una barrera per als
desenvolupadors. Pero, degut a que els investigadors cada vegada prenen més
consciencia d’aquest fet, juntament amb una varietat d’eines, com ara, tutorials,
manuals i llistes d’usuaris estan millorant aquesta situacio.

El relaci6 als agents mobils, el NS2 ens proporciona una estructura per capes,
seguint el model TCP/IP, i implementa tots els protocols necessaris. D’aquesta
forma, simplement afegint una capa en aquesta estructura podem simular facil-
ment el comportament dels agents mobils. A més a més, el llenguatge de progra-
macié C++ €és forca conegut i el llenguatge oTCL és un llenguatge molt descriptiu

1 de facil utilitzacio.

2.5 Conclusions

En aquest capitol hem vist que un agent mobil era una entitat software indepen-
dent capag de desplacar-se entre varies plataformes. Hem vist també quines eren
les seves propietats més interessants i els tipus de migracié. Aixi mateix, hem
vist com els agents utilitzen Message Transport Protocols dintre de 1’arquitectu-
ra IPMA per migrar. Finalment, hem vist les caracteristiques més importants del
Network Simulator 2, i com la seva estructura i protocols ja implementats ens

seran de gran ajuda per tal d’implementar el nostre sistema.



Capitol 3
Analisi de Requeriments

En aquest capitol veurem un analisi dels requisits necessaris pel nostre projecte,
realitzat seguint les especificacions IEEE indicades al document STD 830-1998
[IEEE-SRS]. Anirem veient tant requisits funcionals com no funcionals a través
dels diferents apartats, aixi com també un estudi de viabilitat. Finalment, presen-

tarem la planificacié temporal prevista per les diferents etapes del projecte.

3.1 Descripcio global

Volem un sistema que ens permeti simular la migracié d’agents mobils dins del
NS2. Els agents han de poder saltar entre diverses plataformes d’acord amb el
seu comportament. El sistema ens ha de permetre crear agents i simular el seu
comportament en un escenari ben definit. Per fer aix0 necessitarem definir tres
elements: agent, plataforma i un protocol per la migraci6 dels agents.

El protocol que utilitzarem és el RESTTP (REST Transfer Protocol), que com
el seu nom indica, combina la tecnologia REST (Representational State Transfer)
[FT02] amb missatges ACL. REST és un conjunt coordinat de restriccions arqui-
tecturals basat en el protocol HTTP. Aquest protocol és el més adequat en el nostre
cas per que €s un protocol pensat per agents que son totalment independents de
la seva plataforma origen ja que sempre transporten tots els seus recursos (codi,

dades i estat). També ens permet aprofitar la eficiencia en el transport de dades

13
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Calcular identificadors Unics pel codi,
dades i estat de I'agent

Y

Enviar els identificadors Gnics del codi,
dades i estat

v

Demanar codi, dades i I'estat de I'agent,
segons necessitats per part de la plataforma desti.

A

| Eliminar els recursos del servidor HTTP |

Figura 3.1: REST Transport Protocol

que ens proporciona el protocol HTTP.

El procés de migraci6é de 1’agent esta compost per dues parts, una part en la
qual s’intercanvien missatges ACL per establir varis parametres per la migracio i
una altra part on s’utilitzen peticions HTTP per tal de transferir els components de
I’agent. Els recursos (codi, dades i estat) son enviats per un servidor HTTP sota
noms unics i aleatoris només valids durant la transaccio, per tal d’evitar I’inter-

vencio d’elements externs.

El protocol comenca enviant un missatge ACL amb els identificadors unics
assignats a cada recurs i ’adreca del servidor HTTP on es troben (figura 3.1).
Quan la plataforma desti rep aquest missatge demana, segons les necessitats, el
codi, les dades i I’estat de 1’agent utilitzant varies peticions HTTP (una per cada
recurs).

Finalment, una vegada finalitzada la transferéncia, la plataforma desti envia un
missatge ACL per informar de 1’exit de la transferéncia o bé un missatge d’error en
cas contrari. En rebre aquest missatge, la plataforma origen elimina els recursos
del servidor HTTP.

En la figura 3.2 podem veure un exemple de la seqiiencia de missatges ACL i
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Local Remote
Platform Platform

Request (transfer-parameters (CodeNonce + DataNonce +
StateNonce + SSLEnabled + MID + CID + SR + HCID))

GET (CodeNonce)

A

OK (Code) / ERR (Error number)

GET (DataNonce)

OK {Data) / ERR {Error number)

GET (StateNonce)

OK (State) / ERR (Error number)

Inform (predicate) / Failure (predicate)

A

ACL HTTP HTTP ACL
interaction  interaction interaction  interaction

Figura 3.2: Diagrama de flux del RESTTP
Font: [CEMO0S]

HTTP que es dona en una migracio tipica.

3.2 Requisits Funcionals

A continuacié veurem un recull dels requisits funcionals que el nostre model haura

de complir en quant a interficies del sistema i d’usuari.

3.2.1 Interficies del sistema

El sistema haura de complir amb els estandards FIPA per la migraci6é d’agents en-
tre sistemes compatibles: comunicacié mitjangant missatges ACL, utilitzar proto-
cols estandarditzats a FIPA, etc. Aixi mateix haura de seguir 1’arquitectura IPMA
descrita en [FIPA-IPMA]. També ens de poder permetre migrar agents tant en
xarxes cablejades com en xarxes sense fills, simular el comportament de I’agent

en aquests entorns i controlar possibles errors en la migraci6 (si la transferéncia
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d’algun recurs falla hem d’anular el procés). Com hem dit, el sistema s haura
d’integrar en el entorn de desenvolupament del NS2 1 per tant, els llenguatges de
programaci6 seran C++ i oTCL. Haurem de seguir les normes d’estil i els estan-

dards de desenvolupament imposats pel NS2.

3.2.2 Interficies d’usuari

L’interaccié amb 1'usuari es realitzara mitjancant un script escrit en llenguatge
oTCL. En aquest script s’hauran d’especificar tots els parametres de la simulaci6:
topologia de la xarxa que es pretén simular, moviments especifics dels nodes,
plataformes, nombre d’agents, tamany i plataforma a la que pertanyen, instant de

temps en el que comencgara la migracid, i altres parametres de configuracio.

3.3 Requisits No Funcionals

A continuaci6 veurem el software i hardware necessari per la realitzacié d’aquest

projecte.

3.3.1 Interficies Software

Com que el sistema s’haura d’afegir al NS2, necessitarem un Sistema Operatiu
que tingui instalat un compilador del llenguatge C++ 1 el propi NS2. Tot i que
esta pensat per la seva utilitzacié en plataformes GNU/Linux, es poden trobar

emuladors de I’entorn per plataformes Windows.

3.3.2 Interficies Hardware

Com que el NS2 no especifica cap restriccié en quant al hardware, el programa
podra ser executat en qualsevol maquina que compleixi els requisits software in-

dicats en la seccid anterior.
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3.4 Estudi de viabilitat

En aquest apartat farem un estudi de viabilitat en quatre camps: tecnic, operatiu,

economic i legal 1 veurem els pros i1 contres del nostre sistema.

3.4.1 Viabilitat Tecnica

En aquest projecte es treballara dintre de 1’entorn de desenvolupament del NS2.
Per tant, es desenvolupara amb els llenguatges de programacié C++ i oTCL. Men-
tre que el coneixement del llenguatge de programacié C++ s’ha adquirit al llarg
de la carrera, sera necessari un treball previ de documentacio 1 formaci6 en relacié
al llenguatge oTCL 1 les eines 1 entorn de desenvolupament del NS2. Per aquest
projecte amb un equip de prestacions estandard actuals ja en tindriem prou, ja que
s’ha comprovat que els temps de processament son acceptables. El que conside-
rem com a estandard actual és un PC amb un processador AMD Turion 64 Single
Core a 1.6Ghz 1 1Gbyte de memoria RAM. Tot 1 aixi hi ha la possibilitat de treba-
llar amb maquines més potents en el cas que es necessiti més potencia de calcul,
ja que se’ns posa a disposicié un laboratori d’ordinadors amb processadors Core
2 Duo a 3GHz i amb tot el programari 1 eines necessaries per al desenvolupament
del projecte. En quant a la memoria que ha de tenir el maquinari, el NS2 no im-
posa cap requisit especific, perd en la simulaci6 de grans escenaris es important
tenir una memoria el més gran possible. També s’ha comprovat que amb 1Gbyte

de memoria RAM les prestacions del simulador s6n acceptables.

3.4.2 Viabilitat Operativa

Com ja hem esmentat anteriorment, es tracta d’afegir al NS2 un protocol amb
una funcionalitat ben definida: la migracié d’agents mobils entre dos nodes. La
implementacid i integraci6 dintre de 1’entorn de desenvolupament del NS2 és efec-
tivament viable ja que NS2 contempla la possibilitat d’afegir protocols de la capa
d’aplicacid, 1 de fet ja n’incorpora d’altres com el FTP o el HTTP. A més a més
ja s’han realitzat proves utilitzant el protocol FTP i s’ha analitzat el seu codi i

el que es pretén desenvolupar sera molt similar. Tot i aixi, la part de simulacié
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és una part que suposara un cost computacional més elevat ja que la complexi-
tat dels escenaris en els que s’haura de comprovar el funcionament del protocol
pot ser considerable. Pero, com hem comentat en I’apartat anterior, es disposa de
un laboratori d’ordinadors on es podran realitzar totes les proves necessaries per

comprovar el correcte funcionament del protocol.

3.4.3 Viabilitat Economica

Tot el programari que s’utilitzara per la realitzaci6 del projecte €s programari lliu-
re. Tots els moduls del NS2 estan sota llicencia GPL i per tant, es poden utilitzar
1 modificar de forma gratuita. No cal destinar pressupost per la compra de ma-
quinaria nova ja que es podran utilitzar els recursos esmentats en la part de via-
bilitat técnica i totes les proves es poden dur a terme amb els recursos hardware i

software que hi ha disponibles, no suposant cap cost addicional en el projecte.

3.4.4 Viabilitat Legal

Com s’ha comentat en 1’apartat anterior, I’entorn de desenvolupament del NS2
esta sota llicencia GPL. Aix0 implica que s’ha de respectar I’autoria del codi i
s’han d’especificar les modificacions respecte a I’original 1 també s’impedeix la
venta del software. Totes les restriccions d’aquesta llicencia no ens afecten, ja que
I’ objectiu no és comercialitzar el producte sind poder avaluar viabilitat i rendiment
de diferents projectes que treballen en entorns on s’utilitzen els agents mobils, des
d’un punt de vista academic. A més, I’objectiu principal d’aquest projecte és la
simulacié de la migraci6 dels agents, amb lo qual no ens haurem de preocupar de
les dades que els agents puguin transportar i que poden estar protegides per lleis
com per exemple la Llei Organica de Proteccié de Dades de Caracter Personal
(LOPD).

Per tant, podem afirmar que €s viable realitzar aquest projecte des de tots els

punts de vista considerats.
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3.5 Planificacio temporal

El projecte s’ha dividit en 4 etapes. En una primera etapa de formaci6 es preveu
I’estudi de I’entorn i eines de desenvolupament que s’hauran d’utilitzar per la
realitzacié del projecte, aixi com I’estudi del protocol de migracié dels agents
mobils. Un cop acabada aquesta fase ja es tindran els coneixements necessaris
per realitzar 1’analisi de requeriments que ens permetra fer el disseny i codificacié
del protocol de migracié en NS2. Posteriorment, s’iniciara la fase de simulacid i
finalment la redacci6 de la memoria.

S’estima una dedicacié temporal de 4 hores diaries durant un semestre més
una part previa de formacié 1 documentacié sobre I’entorn i les eines de desenvo-
lupament. Sense tenir en compte la fase de formacio, es preveu una dedicacié en

hores de:

20h Analisi + 20h Disseny + 144h Implementaci6é + 16h Simulaci6é + 80h

Memoria + 20h Presentacié = 300 hores

Enla figura 3.3 es pot veure el diagrama de Gantt corresponent a la planificacié
inicial del projecte.

Tot i aixi, la planificaci6é temporal resultant ha estat diferent a la inicial degut
a les dificultats derivades del desenvolupament en 1’entorn NS2. En el capitol 6.2
veurem com aquestes dificultats han afectat a la etapa de desenvolupament i quina

ha estat la planificacié temporal final.

3.6 Conclusions

En aquest capitol hem vist quins sén els requisits, tant funcionals com no funcio-
nals, que ha de complir el nostre sistema. Hem vist també una breu descripci6é
del protocol RESTTP que ens permetra fer una primera descripcié de com sera la
fase de disseny. Hem vist també que el projecte €s viable des dels punts de vista
tecnic, operatiu, economic i legal. Finalment, hem vist la planificaci6 inicial del

projecte. Estimem 300 hores per dur a terme aquest projecte.
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Capitol 4
Disseny

En aquest capitol comencarem definint I’esquema general del sistema que hem
vist en el capitol d’analisi, 1 com s’integrara dintre del NS2. Veurem com inte-
grem el protocol RESTTP dintre del nostre sistema i dissenyem la plataforma i
els agents, 1 també veurem tots el detalls tecnics derivats de 1’ utilitzaci6 del siste-

ma: com interacciona la plataforma amb els agents i la tolerancia a fallades.

4.1 Disseny global

Tenim dos elements principals en el nostre disseny: I’agent 1 la plataforma. La
plataforma sera responsable de crear 1’agent 1 proporcionar tots els serveis que
aquest necessiti, com ara migrar a un altre node, processar els agents que arriben,
eliminar, etc. També utilitzara el protocol RESTTP per la migraci6 dels agents.
NS2 permet afegir nous protocols en diferents nivells d’abstraccié seguint el
model TCP/IP. En aquest cas podem afegir el protocol de migracié en la capa
d’aplicacié o bé en la capa de transport. Per facilitar la posterior implementaci6
1 per que la plataforma ha de proporcionar un servei de transport dels recursos
de I’agent hem decidit afegir el protocol de migracié en la capa de transport. En
NS2, els extrems finals d’una connexié punt a punt es defineixen com Agents.
Utilitzarem aquesta notacié durant la resta de la memoria per diferenciar-los dels

agents mobils com entitats software.

21
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En el nostre cas, ens interessen més els passos del protocol de migracié que
les dades que s’han d’intercanviar els Agents per que el que volem és simular, i

per tant podem assumir varies simplificacions:

1. Representarem la mida del codi, dades 1 estat d’execuci6 de 1’agent com
parametres d’aquest, i assumirem que son coneguts. D’altra banda, la mida
dels diferents recursos de 1’agent no és constant, i per tant, podrem modifi-

car els parametres definits per reflectir aquest fet.

2. No considerem la plataforma com una aplicacié a sobre d’un Agent de la
capa de transport siné que la plataforma implementara uns serveis minims
necessaris per la comunicacié amb altres plataformes. En conseqiiéncia,

haurem d’implementar I’interficie Agent proporcionada en NS2.

3. Els agents mobils es poden implementar de forma totalment independent al
model TCP/IP. No tenim perque afegir-los en una capa en concret d’aquest

model.

En la figura 4.1 podem veure la jerarquia de classes escollida per imple-
mentar el nostre model. La classe que representa la plataforma (que en diem
RESTTP_PlatformAgent) deriva de la classe Agent 1 per tant, el seu nom en la
jerarquia de classes oTCL és Agent/RESTTP_PlatformAgent. En canvi, la classe
que representa els agents mobils (que en diem MobileAgent) no estara accessible

directament en la jerarquia.

4.2 Plataforma

La plataforma és la part central del nostre disseny i es pot dividir de manera logi-
ca en dues parts: una part externa que s’encarregaria de gestionar la comunicacio
amb altres plataformes i la transfereéncia dels agents i una part interna que s’en-

carregaria de gestionar als agents mobils.
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TclObject

|

NsObject MobileAgent

T

Connector

T

Agent

T

RESTTP_PlatformAgent
Figura 4.1: Jerarquia de classes pel model

4.2.1 Comunicacio externa

Com hem vist en el capitol anterior, el protocol de migracié necessita I’intercanvi
de dos tipus de missatges: missatges ACL 1 peticions/respostes HTTP. En primer
lloc haurem de definir quins sén els camps necessaris per les seves capgaleres.
En la taula 4.1 podem veure els camps continguts en la capgalera dels missatges
ACL.

En primera instancia vam pensar un esquema on s’utilitzi un temporitzador
per tal d’enviar les peticions HTTP cada cert interval i buscar un model que ens
caracteritzi els temps d’enviament i processament, pero ens hem adonat que aquest
plantejament no era correcte ja que en NS2, una caracteristica dels enllacos és el
delay, donat per les propies caracteristiques de I’enllac. Aquest delay fa que es
produeixi un retard en I’enviament dels paquets per ’enllag, i per tant no ens
cal un temporitzador. A més a més, el temps de processament de les peticions, al
tractar-se simplement d’una simulaci6 el podem considerar despreciable. D’acord
amb aix0, hem implementat un esquema que utilitza ndmeros de seqiiencia per

I’enviament dels missatges HTTP. En la taula 4.2 podem veure la descripcié dels
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H Camp \ Descripcio H

com_type | Ens indica quin tipus d’acte comunicatiu s’esta portant a
terme entre dues plataformes (p.e. TRANSFER, INFORM,
FAILURE, etc.)

info Estructura amb dos camps: fype i id. Ens indica el tipus
d’agent a transferir i el seu identificador unic.

cid Identificador unic assignat al codi de 1’agent d’acord amb
les especificacions del protocol RESTTP.

did Identificador tnic assignat a I’estat de 1’agent d’acord amb
les especificacions del protocol RESTTP.

sid Identificador tnic assignat a les dades de I’agent d’acord
amb les especificacions del protocol RESTTP.

Taula 4.1: Capgalera dels missatges ACL

H Camp \ Descripcio H

req Un descriptor que ens indica si es tracta d’una peticié HTTP
(1) o la resposta a una petici6 (0).

rcode | Si es tracta d’una resposta, necessitem saber si la peticié
s’ha processat correctament (rcode = 200) o si s’ha produit
un error (rcode = codi de I’error).

rid Identificador tnic del recurs demanat.

seq Numero de seqiiencia del paquet HTTP.

Taula 4.2: Capcalera dels missatges HTTP

camps continguts en la capgalera HTTP.

4.2.2 Gestio dels agents

Per la gestio dels agents, per una banda hem de saber quins agents resideixen en
la plataforma. La resposta ens la proporcionara un registre dels agents mobils
disponibles, que podem veure com el servei de pagines blanques. Aquest registre
s’actualitzara amb la creacié d’un nou agent o amb la migracié d’un agent ja
existent.

Per altra banda, hem de saber quan un agent vol migrar. En aquest cas, sera

la propia plataforma qui interrogara als agents per saber si aquests volen migrar
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o volen realitzar alguna altra operaci6. D’aquesta forma, sera la plataforma qui
assumira el rol principal i controlara tot el procés de migracié. Els agents con-
testaran basant-se en el seu comportament i en base a certs parametres que els
proporcionara la plataforma. Hem decidit fer-ho d’aquesta manera per que sim-
plifiquem I’insercié del nostre model en la jerarquia de classes del NS2. Aixi, els
agents mobils es poden implementar de forma totalment independent, sent acces-

sibles només des de la plataforma.

4.3 Agents i comportaments

Una de les caracteristiques més interessants i que considerem la més important
per la simulacié de la migracié dels agents, és el comportament de 1’agent. Quina
€s la reacci6 de I’agent davant de certs estimuls. El comportament de 1’agent base
sera simple 1 consistira en migrar sempre. Aquest comportament ens servira per

provar el funcionament basic del sistema.

4.3.1 Electronic Triage Tag Mobile Agent

Per tenir una prova de concepte i per demostrar que el nostre sistema realment
funciona, hem decidit simular el comportament d’un agent mobil per aplicacions
mediques en entorns MANET!, el Triage Tag mobil (ETTMA) [MR+08]. Els
Triage Tag s6n una eina que els serveis medics utilitzen en escenaris de catastro-
fes per distribuir de manera efectiva els recursos limitats i proporcionar 1I’ajuda
immediata a les victimes que ho necessitin.

Hem decidit utilitzar aquest agent concret ja que és un agent que ha estat
desenvolupat també dintre del grup SeNDA, ja que ens és més familiar i té un
comportament molt ben definit, suficientment complex per proporcionar-nos una
bona prova de concepte.

El comportament d’aquests agent mobil es basa principalment en el TTR (7ime

'MANET, Mobile Ad-hoc NETwork és una xarxa ad hoc de nodes que estan (o poden estar)
en moviment, connectats per enllagos sense fils, la unié dels quals forma una topologia arbitraria
que es configura a si mateixa
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H Columna \ Descripci6 H

Destinacié | Adreca de la plataforma desti

Port Port de la plataforma desti
TTR TTR de la plataforma
Vei Flag que ens indica si la plataforma esta disponible en en-

trega directa o no

Taula 4.3: Taula de decisio del ETTMA

To Return) de les plataformes. El TTR representa el temps que li resta a la pla-
taforma per arribar a la base de control. En un escenari d’emergencia podem
considerar les ambulancies i els metges com plataformes i I’hospital de campanya
com la base de control. Per tant, I’agent migrara a una altra plataforma només si
el TTR de la plataforma desti €s menor. En cas contrari, I’agent no realitzara cap
accio.

Podem distingir dues parts en el comportament d’aquest agent: una part en la
que el agent ha de prendre una decisié en base al TTR de les plataformes i una
altra part de descobriment de les plataformes que estan al seu abast. Per la primera
part utilitzarem una taula en la que guardarem informacié sobre les plataformes
que estan a ’abast amb el seu TTR. En la taula 4.3 podem veure el contingut
d’aquesta taula.

Per la part de descobriment de plataformes hem definit el segiient protocol:

1. Fase d’anunciaci6 d’existencia
Cada X temps la plataforma A enviara en BROADCAST i amb TTL =1 el
seu TTR. Només les plataformes que estiguin en entrega directa rebran el
paquet. Aquestes al seu torn enviaran a la plataforma A el contingut de les
seves taules de decisio. La plataforma A envia per UNICAST el seu TTR
a totes les plataformes conegudes que no estan en entrega directa. En la

figura 4.2 podem veure de forma grafica aquests passos.

2. Fase d’anunciacié de TTR
Cada vegada que es canvia el TTR, la plataforma A envia per UNICAST a

totes les plataformes de la seva taula de decisi6 el nou TTR (figura 4.3).
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BROADCAST
TTL=1 BROADCAST

TTL=1

Figura 4.2: Fase de descobriment de plataformes

TTR| TTR TTR

Figura 4.3: Fase d’anunciaci6 de TTR
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H Camp \ Descripcio H

type_of | Indica si es tracta d’un enviament en BROADCAST, un en-
viament en UNICAST o bé es tracta d’una resposta a un
missatge d’anunciaci6 d’existencia.

ttr En la fase d’anunciacié d’existencia, la plataforma origen
emplena aquest camp amb el valor del seu TTR.

dtable | Contingut de la taula de decisi6 retornat en resposta a 1’a-
nunciament BROADCAST.

Taula 4.4: Capgalera dels missatges MTP_HELLO

3. Fase d’eliminacié d’entrada de la taula
Les plataformes que reben els missatges UNICAST han de respondre amb
un ACK. Si una plataforma no rep un ACK d’alguna de les plataformes,
I’esborrara de la seva taula. Si s’intenta enviar un agent pero el desti no és

accessible també s’esborrara la plataforma de la taula.

En aquest protocol ens apareixen nous tipus de missatges que les platafor-
mes han d’intercanviar: missatges d’actualitzacié de les taules de decisi6 (tant
BROADCAST com UNICAST) i missatges de confirmacié (ACK). En conse-
qiiencia, hem de crear dos tipus de paquets més 1 especificar la informacié con-
tinguda en les seves capcaleres. Els missatges d’actualitzaci6 els anomenarem
MTP_HELLO i podem veure els camps de la capgalera en la taula 4.4. En el cas
dels ACKs no necessitem afegir cap informacié en la capgalera ja que en aquest
cas no hi ha una transferencia d’informacié. Amb el camp generic que identifica
el tipus de paquet ja en tenim suficient.

En la figura 4.4 podem veure el diagrama de classes basic dels elements que
hem vist fins al moment. En el capitol d’implementacié veurem aquest diagrama

amb més detalls.

4.4 Control d’errors

Com hem vist en I’anterior capitol, un dels requisits del nostre sistema era la

tolerancia a fallades. Es a dir, el que no podem permetre és que la transferéncia
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class RESTTFP_Platformagent class AgentRegistry clas MobileAgert
AgentRegistry agents_; AgentMode first_; ——
- AgentMode current ; !nt id_ .
void send() - int code_size_;
void recu() int data_size_;
int stat_size_;
0,.*

class AgentNode

Mobilefgent agent_;

Agsnthods next ; clags ETTMA : public Mobilefgent

Figura 4.4: Diagrama de classes

d’algun dels recursos de 1’agent falli. Per tant, hem dissenyat un sistema molt
simple en el qual si falla la transferéncia d’algun dels recursos, informem a la
plataforma d’origen, cancelem la migracié i eliminen els recursos ja transferits.
Per altra banda, utilitzarem un esquema basat en ACKs en la fase de descobri-
ment de plataformes de I’agent ETTMA per tal d’actualitzar les taules de decisio.
En concret, per cada missatge que s’envia esperarem rebre un ACK. Aquest ACK

ens informara que, efectivament, la plataforma desti esta al nostre abast.

4.5 Conclusions

En aquest capitol hem vist quin és el disseny global del nostre model de simulacié
per la migraci6 d’agents. Hem vist que els principals elements son la plataforma,
que utilitza el protocol RESTTP, i els agents mobils. També hem vist com els
agents deixen de tenir el control sobre la migracid, sent la plataforma qui s’encar-
rega de controlar tot el procés i preguntar als agents si volen migrar o no. També
hem vist la necessitat de simular el comportament d’un tipus d’agent concret com
a prova de concepte. Hem escollit '"ETTMA com un possible candidat i hem defi-
nit un protocol pel descobriment de plataformes en un entorn MANET. Finalment,
hem vist com un esquema molt senzill de control d’errors ens pot proporcionar la

tolerancia a fallades.
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Capitol 5
Implementacio i prova

En aquest capitol veurem com s’ha dut a terme la fase d’implementaci6 del dis-
seny presentat en el capitol anterior. Comengarem veient I’implementacié des
d’un punt de vista global per anar centrant I’atenci6 en els detalls. Finalment,
veurem quines han estat les proves realitzades per comprovar el correcte funcio-

nament del sistema i unes breus conclusions sobre els resultats obtinguts.

5.1 Implementacio

Els elements centrals son la plataforma i els agents mobils, perd també hem vist
que necessitem paquets, temporitzadors, un registre d’agents 1 una taula de deci-

sid. Per aix0, hem decidit crear els segiients fitxers font:

o mtp_http_packets.h: conté la descripci6 de totes les estructures necessari-

es per implementar les capgaleres dels paquets HTTP, ACL i MTP_HELLO.

e resttp_platform.{h,cc}: contenen les classes corresponents a I’implemen-
taci6 de la plataforma (RESTTP_PlatformAgent), els temporitzadors i una
descripcid de la taula de decisi6 utilitzada per 'ETTMA.

e mobile_agent.{h,cc}: contenen les classes necessaries per 1’implementa-
ci6 dels agents mobils. Concretament, podem trobar I’implementacié de

la classe base amb el comportament basic dels agents i I’implementacié de

31
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ETTMA. També trobem la classe AgentRegistry, una llista de tots els

agents disponibles en la plataforma.

A continuacié veurem com s’implementen i quines son les particularitats de
cada un dels elements presentats anteriorment. El diagrama de classes global es

pot veure en la figura 5.1.

5.1.1 RESTTP_PlatformAgent

Com hem comentat anteriorment, inserirem la classe RESTTP_PlatformAgent a
la capa de transport del NS2 i per tant, hem de derivar de la classe Agent. Aquesta
classe ens oferira els serveis basics de transport. En conseqiiencia, necessitem els

segiients metodes per enviar i rebre paquets:

o send_req(ns_addr_t, int, int): metode que rep com a parametres 1’adreca
de la plataforma desti, que en NS2 es representa mitjangant 1’estructura
ns_addr_t, un identificador del recurs que es vol demanar i el nimero de
seqiiencia de la petici6 HTTP a enviar. S’encarrega de construir la capcalera
del missatge HTTP amb la informaci6 corresponent 1 enviar la peticio a la

plataforma desti.

e send_acl(ns_addr_t, int): metode que rep com a parametres 1’adreca de
la plataforma desti 1 un identificador del tipus de missatge ACL a enviar
(petici6 de transferencia, informe d’error, etc.). S’encarrega de construir la

capcalera del missatge ACL i enviar-lo a la destinacid.

o recv(Packet*, Handler*): és el metode que s’invoca des del NS2 quan un
paquet arriba a un agent de la capa de transport i se li passa una referéncia
al paquet rebut. S’encarrega de realitzar el corresponent processament en

funci6 del tipus de paquet rebut.

Hi ha un altre metode que es necessari implementar i aquest €s command(int
argc, const char*const* argv). Aquest metode ens permetra interaccionar amb

I’script oTCL i és on hem d’implementar totes les comandes que des d’aquest es
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class RESTTP_Platformagent 1. class AgentRegistry
AgentRegistry agents_; AgentMode first_;
AgentRegistry toSend_; AgentMode current_;
int resourcePool_[3]: int len_;

int comld;

int stat_; void insertiMobileAgent agent)

bool removelint Id)
void send_reqins_addr_t addr, int id, int seq) AgentMode detach(}
void send_sclins_addr_t addr, int type)
void recviPacket* p, Handler# b}

void recv_http(Packet# p) 0.*
void recv_acl{Packet* p)
int command(int arge, const char*const* argy) class AgentMode

Mobilefgent agent_;
AgentMode next_;

MobileAgent agent(}
AgentMode next()

Figura 5.2: Diagrama de classes de la plataforma

poden invocar. Per exemple, tenim la comanda create-agent que s’encarregara de
cridar els metodes necessaris de la classe MobileAgent per crear un nou agent i la
comanda migrate-agents que procedira a la migracié dels agents que expressin

aquesta voluntat.

El servei de pagines blanques de la plataforma estara representat per un Agent
Registry, sent aquest un atribut de la plataforma. L’ AgentRegistry sera una llis-
ta formada per elements de tipus AgentNode que contindran una referéncia a un
agent mobil 1 un punter al segiient agent mobil disponible en la llista. No només
mantindrem un registre dels agents residents en la plataforma sin6 també un re-
gistre del agents que estan preparats per migrar per poder aplicar una politica de

transferencia en cas que varis agents vulguin migrar al mateix temps.

Hem afegit també un atribut a la plataforma que representi el seu estat de
funcionament. Es a dir, podem tenir una plataforma en un node que si pot reen-
caminar paquets, perO no esta operativa per processar agents. Aixi podem parlar
d’un estat ONLINE o OFFLINE de la plataforma. En I’estat OFFLINE els agents

no podran migrar cap a aquesta plataforma.

En el diagrama de classes de la figura 5.2 podem veure 1’esquema basic de la

plataforma.
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5.1.2 MobileAgent

Per la implementacié dels agents mobils necessitem una classe base de la que
derivar tots els tipus concrets d’agents. Aquesta classe ens ha de proporcionar un
comportament basic, que €s el de migrar sempre. Hi ha una serie d’atributs que

sOn comuns a tots els agents i son:

e id_: identificador unic de 1’agent.

a_type_: tipus d’agent (p.e. ETTMA).

dst_: en el cas de migrar, 1’agent ha d’especificar I’adreca de la plataforma

desti a la que vol migrar.

e code_size_: mida del codi de I’agent.

data_size_: mida de les dades de I’agent.

state_size_: mida de I’estat d’execuci6 de 1’agent.

El metode principal d’aquesta classe, i que els agents que derivin d’aquesta
podran sobreescriure, és el metode int doNext(). La plataforma cridara aquest
metode per saber quina €s 1’accié que vol realitzar I’agent (MIGRAR, MORIR o
altres). En el cas de 1’agent base aquesta funcid retornara sempre una constant que
representa 1’acci6 de migrar.

Un agent que derivara d’aquesta classe base és 'ETTMA sobre el qual hem
parlat en el capitol de disseny. Aquest agent basa la seva decisi6 en una taula de
decisi6 que recull els diferents TTRs de les diferents plataformes que estan al seu
abast.

La taula de decisi6 la representarem mitjangant una taula hash indexada per
I’adreca de la plataforma i el valor corresponent a la clau sera una estructura
de tipus dstInfo amb tres camps: port_, que indica el port de la plataforma,
1tr_, que indica el TTR de la plataforma 1 nb_, que indicara si la plataforma

es troba en entrega directa o no. Tant la taula de decisié com el TTR seran
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atributs de la plataforma. Per tant, haurem de modificar I’esquema basic pre-
sentat en la figura 5.2 per afegir aquests nous atributs i els metodes de actua-
litzaci6 1 tractament d’aquests atributs. També haurem d’afegir un nou metode
int doNext(map<nsaddr_t,dstInfo> dt, int ttr) que incorpori aquesta modificacio.
Llavors I’agent decidira si ha de migrar o no en base a I’actual topografia de la
xarxa i el TTR de la plataforma en la qual es troba.

En la figura 5.1 podem veure un diagrama de classes integral de la implemen-
tacié feta. En aquest diagrama podem veure els atributs i metodes afegits a la

implementacié basica de la plataforma per tractar amb aquest nou tipus d’agent.

5.1.3 Paquets

En el capitol anterior hem vist que era necessari I’intercanvi de quatre tipus de
paquets diferents entre les diferents plataformes (ACL, HTTP, MTP_HELLO,
ACK). En canvi, el NS2 imposa que dos agents situats en els extrems d’una conne-
xi6 només es poden intercanviar un sol tipus de paquet. Podem solucionar aquest
problema definint una jerarquia en la que els paquets mencionats anteriorment
derivin d’un mateix paquet base.

Noves capcaleres de paquets son introduides al simulador definint una estruc-
tura C++ amb els camps necessaris i es guarden en una estructura de tipus Bag of
Bits. Llavors es proporciona un metode d’accés mitjancant un offset per recuperar
els camps de la capcalera. Aix0 no suposa un problema en el nostre cas perque
una estructura C++ €s pot veure com una classe els membres de la qual sén publics
per defecte.

Per tant, el que necessitarem és un atribut comu a totes capcaleres que indiqui
de quin tipus de paquet es tracta, i per mantenir la coheréncia en quant a I’accés,
necessitarem reservar un espai igual a la mida de 1’estructura més gran en el Bag of

Bits. En la figura 5.3 podem veure un petit diagrama de la jerarquia implementada.

5.1.4 Temporitzadors

A continuaci6 veurem els quatre cassos on el temps juga un paper important:
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class hdr_mtp

int pkt_type;

static int offset ;

static hdr_mtp access{const Packet* p)

class hdr_mtp_acl : public hdr_mtp class hdr_mtp_http : public hdr_mtp class hdr_mtp_hello : public hdr_mtp class hdr_mtp_ack : public hdr_mtp

int pkt_type; int pkt_type; int pkt_type; int pkt_type;

Figura 5.3: Diagrama de classes dels paquets

1. Enel capitol anterior ja hem vist que és la plataforma qui pregunta als agents
si volen migrar o no. Aquest interrogatori s’ha de produir constantment
ja que al llarg de la simulaci6 es poden crear nous agents 0 un agent pot
variar la seva decisié d’acord amb al seu comportament. La forma més facil
de solucionar aquest problema és interrogar als agents peridodicament. Per
tant, necessitem un temporitzador que ens marqui aquest periode, que en el

nostre cas sera d’1 segon.

2. Una altra acci6 que s’ha de dur a terme periodicament, en el cas de 1’agent
ETTMA, és el descobriment de plataformes ja que estem simulant un entorn
MANET. En una MANET la topologia de la xarxa és molt dinamica i canvia
molt freqlientment. Per tant, necessitarem un segon temporitzador que ens
marqui aquest periode d’actualitzacié de la topologia. Basant-nos en una

observaci6 empirica, hem decidit triar un periode de 10 segons.

3. Seguint amb 'ETTMA, en la fase d’anunciacié d’existéncia, no sabem a
priori quantes plataformes estan al nostre abast i per tant, ens hem d’esperar
un cert periode de temps per rebre totes les respostes. Després d’observar
empiricament I’'impacte del valor del temporitzador hem decidit triar un

temps d’espera de 0.2 segons.

4. Seguint amb el mateix escenari dels punts anteriors, ens cal un temporit-
zador per esperar els ACKs en resposta als missatges UNICAST d’actua-

litzacié. Utilitzarem el mateix temps d’espera que en el cas anterior: 0.2
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class TimerHandler

virtual void expire(Event* a)
woid resched(double delay)

é%

class Brdannounce_Timer : public TimerHandler class WwaitBrdResp_Timer : public TimerHandler | | class Waitack_Timer : public TimerHandler

void expire(Event* e) void expire(Event* e) void expire(Event* e}

class Migration_Timer : public TimerHandler

void expira(Event* e)

Figura 5.4: Diagrama de classes dels temporitzadors

segons.

En NS2 tots els temporitzadors deriven de la classe base TimerHandler 1 si
es vol implementar un nou timer el que hem de fer és sobreescriure el metode
expire(Event* e). Quan es dispara un temporitzador s’invoca el metode expire()
per saber quines accions s han de realitzar. Podem veure el diagrama de classes

en la figura 5.4.

5.2 Prova

Pel desenvolupament d’aquest projecte hem utilitzat una metodologia basada en
cicles evolutius per facilitar la detecci6 i correccié d’errors a mesura que s’anava
avancant. En I’apendix A podem veure com configurar i quines sén les modifica-
cions necessaries en NS2 per afegir el model implementat i realitzar simulacions
a partir d’aquest.

Per realitzar les proves, el que hem fet és dissenyar varis escenaris amb to-
pologia diferent 1 simular la migraci6 d’agents mobils dintre d’aquests escenaris.
Els escenaris han estat creats mitjancant el llenguatge oTCL, utilitzant el NAM
com eina de visualitzacié grafica de les simulacions. Pero, per supervisar totes
les accions, I’arribada de missatges, la presa de decisions dels agents no en te-
nim prou amb una simple eina de visualitzacié grafica. Per tant, utilitzarem els
fitxers de traca amb extensio .fr que ens proporciona també el NS2. En aquests

fitxers es guarda la seqiiencia de tots els paquets enviats durant la simulaci6 i d’a-
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©=2 |G|

T T

Figura 5.5: Escenari 1

questa manera podem comprovar que realment segueixen els passos del protocol
implementat, aixi com també la politica de decisi6 dels agents.

A continuaci6 veurem en quins escenaris s’han dut a terme les simulacions.

5.2.1 Escenari amb dues plataformes

El primer escenari, és un escenari molt basic en el qual tenim dos nodes connec-
tats mitjancant un cable. L’enlla¢ t€ un ample de banda de 1Mbps amb un delay
de 10ms 1 la politica de gestié de cues que utilitzarem en els dos extrems és la
DropTail. En la figura 5.5 podem veure aquest escenari.

Inicialitzem una plataforma en cada un dels nodes i establim com a destinaci6
per defecte dels agents de la plataforma 0, la plataforma 1. Creem un agent mobil
en la plataforma 0 i farem que en I’instant 0.2 de simulacid, la plataforma comenci
la migracio.

Hem pogut comprovar com els paquets s’envien segons la seqiiencia definida
pel protocol RESTTP i com I’agent primer es crea en la plataforma desti 1 després
es destrueix en la plataforma origen. També hem comprovat que el comporta-
ment €s identic si substituim el cable que connecta els dos nodes per un medi de
transmissié wireless.

Una cosa que podem observar a partir de la simulacié és el temps que tarda un
agent en realitzar una migraci6é completa. Es a dir, el temps que es tarda en migrar
auna altra plataforma i tornar a la plataforma origen. En la figura 5.6 podem veure
el temps que tarden en migrar varis agents de diferent mida.

El comportament esperat seria que el temps de migracié augmenti a mesura

que incrementem la mida de I’agent. La figura 5.6 precisament mostra aquest
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Figura 5.6: Temps en realitzar una migracié completa

comportament.

5.2.2 Escenari amb moviment de nodes

L’escenari anterior €s un escenari molt basic en el qual podem comprovar el cor-
recte funcionament del protocol, perd el que realment ens interessa €s la simula-
ci6 de la migraci6é d’agents en entorns molt més complexes, com ara una xarxa
MANET. En una xarxa MANET ens afrontem a un canvi dinamic de la topologia
i I’agent ha de saber reaccionar davant aquests canvis.

L’escenari que proposem aqui esta composat per 6 nodes en una xarxa mobil
ad-hoc (figura 5.7). L’algorisme d’encaminament que utilitzarem és el AODV
(Ad hoc On-Demand Distance Vector) [PE99]. A partir de I'instant 10.0 de la
simulaci6 provocarem que el node 0 comenci a desplacar-se cap a la posicié (0,0)
de la topologia, el node 1 es desplaci en direccid als nodes 2 1 5, el node 5 es
desplaci en direcci6 al node 4, i que els nodes 3 1 4 comencin a desplagar-se
horitzontalment.

Sobre cada un d’aquests 6 nodes hi haura una plataforma i el que farem sera

crear dos agents mobils que tindran com a destinaci6 la plataforma 1. El primer
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Taula 5.1: Assignaci6 de TTRs

agent migrara en I’instant de temps 5.0 mentre que el segon en I’instant 20.0. El
que veurem €és que la plataforma O dura amb exit la migraci6 del primer agent
ja que la plataforma 1 esta al seu abast. En canvi, la migraci6 del segon agent
no tindra lloc perque en I’instant de temps 20.0 la plataforma 1 restara fora del
radi de cobertura de la plataforma 0. Per tant, hem comprovat que les plataformes

tenen la capacitat de detectar canvis en I’entorn i actuar davant d’aquests.

En el mateix escenari hem creat un agent de tipus ETTMA en la plataforma
0 per veure que aquest és capa¢ de prendre una decisi6 basada en els TTR de les
diverses plataformes. Per fer aixd0 hem assignat a cada plataforma un valor de
TTR d’acord amb la taula 5.1.

Hem observat que la simulacié mostra exactament el comportament esperat.
Es adir, I’agent salta a la plataforma 4 (de les que té al seu abast en aquest moment,
la plataforma 4 té¢ un TTR menor) per després saltar a la plataforma 5 que és
la plataforma amb el minim valor de TTR 1 accessible des de la plataforma 4.
També hem pogut comprovar la correcta actualitzacié de la taula de decisi6 de la

plataforma 4 ja que inicialment no contenia una entrada per la plataforma 5.
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5.2.3 Escenari situacié d’emergencia

Fins ara hem comprovat diferents aspectes funcionals del nostre sistema, pero el
que ens interessa realment es simular escenaris reals 1 analitzar quin és el compor-
tament dels agents dintre d’aquests escenaris.

L’escenari que ens proposem simular aqui és el d’una situacié d’emergencia
provocada per un desastre com un terratrémol, un tsunami o un atemptat terrorista,
en la que es despleguen una series de nodes corresponents als serveis medics que
han d’atendre als ferits. Per donar-li un matis realista a la simulacid, hem creat un
escenari basant-nos en 1’accident aeri que va succeir a 1’aeroport de Barajas el 20
d’agost de 2008.

Degut a un error huma dels pilots i, a la mateixa vegada, a un problema amb la
mecanica de 1’avid, el vol JF3022 amb desti Gran Canaria de la companya Spanair
va caure al poc d’enlairar-se i es va estavellar al costat de I’aeroport. Les part de
I’avié es van dispersar en un radi de 200 metres del lloc on va caure I’avi6, al
costat d’un cami rural habilitat per a la circulaci6 de vehicles.

El dispositiu d’emergencia desplegat va ser impresionant [DEPOS, DPCO8] i
es va aconseguir localitzar 28 supervivents, tot i que en diferent estat de salut.

L’escenari té les segiients caracteristiques:

e 3 arees: area de I'incident (impacte de 1’avid), I’area de tractament de pa-
cients (situada al costat de ’area de 1’incident, amb 11 UVIs) i les arees
d’espera per fer sortir els ferits cap als hospitals i d’on surten les ambulan-

cies.

e [’area de I'incident fa 8000 m2, donat que les part de I’avié van quedar dis-
seminades en un radi de 200 metres des de I’impacte. Aquesta area compta
amb 15 nodes (cada grup de 4 persones compta com un node i s’han tingunt

en compte 60 persones desplacades).

e [’area de tractament de pacients esta situada al costat de I’area de I’incident

1 compta amb 11 nodes (un node per cada UVI mobil).

e [’area de sortida de la zona de 1’accident esta situada al costat de I’area de
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tractament de pacients 1 compta amb 35 nodes (un node per cada ambulan-

cia).

A la figura 5.8 podem veure les caracteristiques d’aquest escenari.

Per simplificar una mica aquest escenari 1 amb la finalitat de reduir el temps
de simulacié, hem reduit el nombre de nodes a 19 (15 a la zona d’incident, 2 a
la zona d’espera i 2 a la zona de sortida). Podem veure la disposici6 inicial dels
nodes en la figura 5.9. El que es tracta de simular és el recorregut del personal
sanitari des de la zona de tractament fins a la zona d’incidencia i a I’inrevés. El
temps durant el qual simularem aquest comportament sera de 3600 segons.

El que tenim en aquest escenari s6n una serie d’agents mobils ETTMA que
intentaran migrar el més rapid possible cap als nodes de la zona de sortida. El que
hem pogut comprovar és com les plataformes actualitzen les seves taules d’acord
amb la topologia actual de la xarxa i com els agents mobils salten sempre cap a les
plataformes que els ofereixen un TTR menor. Tots els agents creats han complert
amb el seu objectiu: arribar als nodes de la zona de sortida.

Tot i que no és I’objectiu dur a terme una prova de rendiment, si que €s interes-
sant veure si el modul afegit per la migracié d’agent introdueix algun overhead en

el temps d’execuciod de la simulacid. Per comprovar aixo, utilitzant aquest mateix
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escenari, hem substituit els agents mobils per connexions FTP. Hem crear dues
sessions FTP entre dues parelles de nodes de la zona d’impacte i una sessi6 entre
un node de la zona d’impacte i un altre situat a la zona de sortida. El temps d’e-
xecucio de la simulaci6 pels dos cassos anteriors es pot veure a la figura 5.10. Per
validar els resultats obtinguts hem repetit cinc vegades les simulacions.

Hem pogut comprovar que el fet d’utilitzar agents mobils no introdueix cap
overhead en el temps d’execuci6 de la simulacid, siné tot el contrari, el disminu-
eix. En la presentaci6 de I’escenari 2 ja veiem que el temps de migracié d’un agent
de mides fins 1 tot mitjanes €s baix (aproximadament 0.42 segons), 1 els resultats

obtingut en aquest escenari ens ho confirmen.

5.3 Conclusions

En aquest capitol hem vist quina ha estat I’implementacié del protocol de mi-
gracié d’agents mobils i del comportament de 1’agent ETTMA. Hem vist com las
classe RESTTP_PlatformAgent ens pot oferir els serveis basics de transport i com
un registre d’agents es pot implementar facilment mitjancant una llista. Hem vist

també com aplicar algunes propietats del llenguatge de programacié C++ per evi-
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tar la restriccié que imposa I’intercanvi d’un tnic tipus de paquet entre dos agents
de la capa de transport, i com s’implementen els temporitzadors en el NS2.
Finalment, hem vist tres escenaris de prova, en el quals hem pogut comprovar
el correcte funcionament de la nostra aplicacié. Hem vist com els resultats de
les simulacions s6n totalment coherents amb els resultats esperats, tant en xarxes
cablejades com en xarxes ad-hoc amb nodes mobils. Una observacié directa de
les simulacions és que el temps que un agent necessita per realitzar una migracio
completa augmenta linearment amb la seva mida. A més a més hem pogut com-
provar que la simulacié del comportament de 1’agent ETTMA compleix totes les
especificacions d’aquest (descobriment de plataformes de forma periodica, actua-
litzaci6 de les taules de decisé i presa de decisions). També hem pogut comprovar
que el modul de migracid no afegeix cap overhead en el temps de simulacid i1 per
tant, podrem dur a terme simulacions en temps raonables (aproximadament 90

segons de temps d’execuci6 per temps de simulacié de 3600 segons).
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Capitol 6
Conclusions

En aquest capitol veurem un recull dels objectius acomplerts, un resum de la fei-
na realitzada per acomplir aquests objectius, la planificacié temporal resultant i
algunes linies de treball futur. Finalment, exposarem una valoracié personal del

projecte.

6.1 Objectius acomplerts

Si recordem, el principal objectiu d’aquest projecte era construir un entorn de tre-
ball que ens permeti simular el comportament general dels agents mobils. Per fer
aixo necessitavem un pas previ d’estudi dels protocols de migracid i del simulador
NS2. Podem dir que hem assolit amb exit aquests objectius.

Hi ha diversos protocols de migracié d’agents mobils, un dels quals és el
RESTTP. Aquest protocol no esta soportat dintre del NS2, fet que ens ha por-
tat a dur a terme una implementacié del protocol i afegir-ho al simulador. Dintre
d’un escenari de simulacio els agents son capacos de migrar entre varies platafor-
mes disponibles. La decisi6 de quina sera la plataforma desti es pot fer de forma
estatica, on ’usuari especifica quina és aquesta plataforma, o bé de forma dina-
mica, on I’agent ha de prendre una decisi6 en base a una estructura més complexa
(taula de decisié) que s’actualitza de forma periodica per indicar canvis en I’en-

torn. Sera la propia plataforma qui interrogara als agents per determinar si volen
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migrar, 1 en cas afirmatiu portara a terme un procés de transferencia utilitzant el
protocol RESTTP. Una vegada finalitzada la transferéncia, I’agent quedara regis-
trat a la plataforma desti i sera eliminat de la plataforma origen. El propi protocol
RESTTP, amb I’utilitzaci6 dels protocols HTTP i ACL, ens ofereix un esquema
robust i tolerant a fallades de transferencia d’agents.

Un altre objectiu d’aquest projecte era dissenyar varis escenaris per la simula-
ci6 d’agents. També és un objectiu que hem assolit amb exit. El propi NS2 ens
aporta les eines necessaries per definir un escenari de simulacié. Mitjancant un
script descrit en llenguatge oTCL es possible definir tots els parametres i elements
d’una simulacié: nombre de nodes, topologia, models de propagacié i moviment
de nodes en el cas de la tecnologia wireless, etc.

Finalment, un objectiu important d’aquest projecte era poder implementar 1
simular el comportament d’un tipus d’agent concret. No només volem veure que
els agents poden migrar siné que ho fan en base a uns objectius ben definits, per
dur a terme una certa tasca. També podem afirmar que hem acomplert aquest
objectiu.

L’agent seleccionat ha estat el Electronic Triage Tag Mobile Agent. Utilitzat en
situacions d’emergencia, ’ETTMA porta informaci6 de la situaci6 de les victimes
al centre d’operacié el més rapid possible. Utilitza un servei de descobriment
de plataformes per saber quines plataformes té al seu abast. La decisi6 de la
plataforma desti ja no és estatica o aleatoria siné que 1’agent pren una decisid
en base a un atribut de la plataforma que indica quin és el seu temps restant per
tornar al centre d’operacié (TTR). Periddicament, es portat a terme un procés de
descobriment de plataformes i es selecciona la que tingui un TTR menor.

En conclusid, podem dir que s’han acomplert tots els objectiu proposat a I’inici

d’aquest projecte.

6.2 Planificaciéo temporal final

Com podem veure a la figura 6.1, la planificaci6 temporal final ha estat diferent

de I'inicial. Tot i aixi, la durada del projecte només s’ha vist incrementada amb
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set dies, la qual cosa no va afectar I’entrega final del projecte.

La part que es va veure afectada €s la codificacié del modul que simuli el
comportament d’un agent concret. Per una banda, I’integracié del model dintre
del NS2 no ha estat una tasca gens facil degut a les varies limitacions del simulador
1 a la poca ajuda que hi ha referent al desenvolupament en NS2. Aix0 ha fet que
hi dediquem més hores de les inicialment haviem previst. Per altra banda, hem
hagut de revisar el disseny de la part de descobriment de plataformes de I’agent
escollit perque no quedava molt clara la seva implementacié. En canvi, realitzar
les simulacions necessaries per prova el funcionament del model ens ha costat

menys de I’esperat, reduint la durada d’aquesta tasca a només sis dies.

6.3 Treball futur

Tot i finalitzat el projecte, resten alguns punts que acceptarien millores o encara
podem afegir funcionalitats addicionals, que per manca de temps no s’han pogut

dur a terme. Aquestes son algunes de linies d’ampliacié proposades:

1. Implementacié d’un nou modul que simuli el comportament d’un altre ti-
pus d’agent. Es podria implementar el comportament del Bundle Scheduler
proposat pel Carlos Borrego! per treballar amb cues. Aix0 ens permetria
realitzar simulacions d’aquest agent en diferents escenaris i veure quins s6n

els beneficis que aporta.

2. Dissenyar i implementar, si s’escau, un nou protocol per la fase de des-
cobriment de plataformes de 1’agent ETTMA escollit per fer la prova de
concepte. Per exemple, si es pensés una forma més eficient per descobrir
les les plataformes que hi ha a I’abast. D’aquesta forma es podrien realitzar

comparacions sobre I’impacte de diferents protocols.

3. Implementar varis protocols de migraci6. Hi ha altres protocols disponi-

bles per la migracié d’agents i es podria fer una implementacié d’aquests

I Carlos Borrego és un investigador del grup de recerca SeNDA i el treball al que es fa referéncia
esta pendent de publicacid, per aix0 encara no existeix una referéncia



50

CAPITOL 6. CONCLUSIONS

Figura 6.1: Planificaci6 temporal final
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protocols 1 veure quines son les seves diferencies. Aixo s’hauria d’integrar
dintre de I’arquitectura IPMA [FIPA-IPMA] i la plataforma hauria de poder

escollir quin és el millor protocol que necessita per migrar.

4. Modificar o millorar una eina per la generacié automatica d’escenaris, com
per exemple el Bonn Motion, desenvolupat per investigadors en el camp
de les xarxes MANET i les xarxes de sensors de la Universitat de Bonn.
Necessitem una eina que ens generi de forma automatica la posici6 inicial
i moviment dels nodes que s’adaptin a les caracteristiques d’un determinat

escenari.

Aquestes linies de treball futur es podrien convertir en propostes per a pro-
pers projectes relacionats amb 1’analisi del rendiment i comportament dels agents

mobils.

6.4 Valoracio personal

Amb aquest projecte hem fet la nostra petita aportacié al mén de les simulacions i
als interessats en la tecnologia d’agents mobils. Amb aquest projecte puc dir que
he aprés molt, tant a nivell técnic com a nivell personal. Es el final d’una etapa
de la meva vida, perod al mateix temps el punt de partida d’una nova etapa com a
futur enginyer informatic.

Amb aquest projecte he pogut viure totes les etapes necessaries en la realitza-
ci6 d’un projecte i notar en primera persona la complexitat que aixo suposa, des
de desviacions en la planificacio fins a I’estres provocat per I’acumulaci6 de feina.
Es un projecte que no només m’ha servit per posar en practica els coneixements
adquirits durant la carrera o per adquirir de nous, siné que també m’ha servit a
nivell personal. He pogut coneixer gent extraordinaria, veure amb uns altres ulls
el mén de la recerca i donar-me compte que molt cops la propia motivacio i la
satisfaccié per tenir una nova idea té molt més valor que una gran quantitat de
diners.

El fet de treballar amb un projecte de codi obert i saber que qualsevol persona
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pot utilitzar-lo en els seus futurs projectes suposa un motiu de satisfaccié addici-
onal. Es un sentiment molt afalagador el fet de que la teva feina sigui reconeguda

per altres persones.
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Apeéndix A

Guia per incorporar el framework
d’agents en el NS2

Hem implementat un nou protocol dintre del NS2, perd no hem acabat. Necessi-
tem dur a terme una series de canvis per integrar el nostre codi dintre del simula-
dor. L’ objectiu d’aquest annex és precisament donar a congixer quins sén aquests
canvis. Es com una mena de tutorial per facilitar la feina de futurs projectistes o

persones interessades en desenvolupar protocols pel NS2.

A.1 Decidir Pestructura de directoris

En aquest punt donem per fet que es disposa del simulador NS2 correctament
instal-lat amb totes les seves dependencies. La versio utilitzada per realitzar aquest
projecte és la 2.34.

Els fitxers font C++ amb I’implementacié del nou protocol han d’estar contin-
guts a la carpeta ns-2.34/, que la podem trobar dintre del directori on hem instal-lat
el NS2. Podem copiar-los directament en aquesta carpeta o podem crear una nova
carpeta dintre de I’estructura de directoris per posar els fitxers. Aquesta decisié
esta a la Iliure disposici6 del desenvolupador. En el nostre cas hem decidit crear
una nova carpeta, que anomenarem mizp.

A partir d’ara, suposarem que totes les referencies a fitxers de configuracio del
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NS2 estan en base a la carpeta ns-2.34.

A.2 Declarar nous tipus de paquets

Si recordem, hem tingut que declarar nous tipus de paquets i definir les seves
capgaleres (ACL, HTTP i MTP_HELLO). El primer pas és informar al NS2 de
I’existencia d’aquests nous tipus de paquets. Totes les declaracions de paquets
les podem trobar dintre del fitxer common/packet.h. En aquest fitxer podem veure
que els paquets es defineixen com nombres constants. Es defineix un nou tipus de
dades packet_t a partir del tipus basic unsigned int i els nous paquets es defineixen
de la segiient forma:

static const packet_t nom = constant

Hem de tenir en compte que la declaraci6 static const packet_t PT_NTYPE ha
de ser I’dltima. No es poden definir paquets després d’aquesta linia.

A partir d’ara, el NS2 ja sabra de I’existéncia d’un nou tipus de paquet, que
en el nostre cas li hem assignat el valor 62. El segiient pas és assignar un nom
textual al valor constant per identificar de forma més senzilla el nou paquet. Per
fer aixo, en el mateix fitxer hem de localitzar la classe p_info. Aquesta classe té
un atribut name_ que realitza el mapeig entre el valor constant assignat al paquet i
el seu nom. L’inicialitzacié d’aquest vector es duu a terme en la funci6 initName()
on haurem d’afegir una linia com la segiient:
name_ [nom] = valor textual

A partir d’aquest moment ja podem utilitzar la constant definida anteriorment

com a identificador del nous tipus de paquet.

A.3 Generacio de traces

Si recordem, I’objectiu de la simulacié €s obtenir un fitxer de traca que descriu
tots els events que han tingut lloc durant la simulacid. En el capitol 26 de [FV09]
podem trobar una descripci6 de les trages. L’informacié d’un paquet s’escriu en

un fitxer sempre que es rebut, enviat o descartat. La classe o objecte encarre-
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gat de fer aquest volcat €s un objecte de tipus Trace. En el cas de la tecnologia
wireless, aquesta funcionalitat s’obté mitjancat un objecte de tipus CMUTrace.
Podem trobar una descripcié més detallada sobre la generacié de traces en simu-
lacions wireless en el capitol 16 de [FV(09].

Per tant, haurem d’editar el fitxer trace/cmu-trace.h 1 afegir una nova funcié
dintre de la classe CMUTrace. El prototipus d’aquesta funcié podria ser el se-
glient:
void format_nom(Packet *p, int offset);

Hem d’implementar aquesta funcié dintre del fitxer trace/cmu-trace.cc. A
continuacié podem veure 1I’implementacié que hem fet nosaltres pels paquets
HTTP.

struct hdr_ip xih = HDR_IP (p);
struct hdr_cmn xch = HDR_CMN (p) ;
struct hdr_mtp_http hh = HDR_MTP_HTTP (p) ;

if (pt_—->tagged()) {
sprintf (pt_->buffer () + offset,

"-http:t %d —http:c %d —-http:r %d "
"-http:sn %d —-http:sz %d —-http:s %d "
"-http:sp %d —-http:d %d -http:dp %d HTTP",
hh->req,
hh->rcode,
hh->rid,
hh->seq,
ch->size_,
ih->src_.addr_,
ih->src_.port_,
ih->dst_.addr_,
ih->dst_.port_);

} else if (newtrace_) {

sprintf (pt_->buffer () + offset,
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"-P http -Pt %d -Pc %d -Pr %d -Psn %d "
"-Psz %d -Ps %d -Psp %d -Pd %d -Pdp %d HTTP",
hh->req,
hh->rcode,
hh->rid,
hh->seq,
ch—->size_,
ih->src_.addr_,
ih->src_.port_,
ih->dst_.addr_,
ih->dst_.port_);

} else {

sprintf (pt_->buffer () + offset,

"[%d %d %d %d %d [%d:%d %d:%d]] (HTTP)",
hh->req,
hh->rcode,
hh->rid,
hh->seq,
ch—->size_,
ih->src_.addr_,
ih->src_.port_,
ih->dst_.addr_,
ih->dst_.port_);

De I’ anterior codi podem deduir que hi ha tres tipus de trages: amb etiquetes, amb
un nou format i tradicionals. La sintaxi utilitzada és bastant senzilla i intuitiva com
es pot observar. Tant en el cas de les traces amb etiquetes com les de nou format
s’utilitzen etiquetes (tags) per identificar cada camp de la traca. En el nostre cas
hem utilitzat ¢ pel tipus de missatge HTTP (REQUEST, RESPONSE), ¢ pel codi
retornat en un RESPONSE, r pel recurs demanat 1 sn pel nimero de seqiiéncia.

Per poder utilitzar aquesta funcid, hem de modificar també la funci6 format()
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que es troba en el fitxer trace/cmu-trace.cc. En aquesta funci6 ens trobem amb un
selector del tipus de paquet i una crida a la funci6 que genera les trages per aquest
tipus de paquet. Per tant, haurem d’afegir un nou cas que es correspongui amb el

nostre nou tipus de paquet i que cridi a la funcié que acabem de crear.

A.4 Llibreries Tcl

Finalment, necessitem dur a termes algunes modificacions en els fitxers de confi-
guracio6 Tcl del NS2. El que farem sera afegir un nou tipus de paquet i proporcio-
nar valors per defecte a atributs disponibles en oTCL.

Com hem explicat en el capitol 2 d’aquesta memoria, en NS2 trobem dos
jerarquies: una jerarquia compilada (C++) i una jerarquia interpretada (Tcl). Per
poder utilitzar un nou tipus de paquet durant la simulacid, I’hem de definir també
en la jerarquia interpretada. Per fer aix0, modificarem el fitxer tcl/lib/ns-packet.tcl.

Hem de localitzar el segiient codi i afegir el nom del nou tipus de paquet:

foreach prot {

Encap # common/encap.cc
IPinIP # IP encapsulation
HDLC # High Level Data Link Control

MtpHTTP # MTP-HTTP protocol

PoA
add-packet-header Sprot

Una altra cosa que ens permet ’NS2 és accedir a atributs definits en les classes
C++ des de I’'script oTCL. Per exemple, si volem fer que des de I’script de si-
mulacié es pugui accedir directament a 1’atribut TTR de la plataforma, amb el
metode set, dins del constructor de la classe RESTTP_PlatformAgent hem de fer

el segiient:
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bind(nom de la variable Tcl, &atribut);

Llavors podrem accedir al atribut de la classe C++ utilitzant el nom especifi-
cat com a primer parametre de la funci6 bind(). Si fem aix0, també haurem de
proporcionar un valor per defecte de 1’atribut. El fitxer tcl/lib/ns-default.tcl conté
I’assignaci6 dels valors per defecte. Hem d’afegir al final d’aquest fitxer una linia
com la segiient:

Agent/RESTTP_PlatformAgent set ttr_ 100

D’aquesta forma estarem assignant un valor per defecte 100 a I’atribut #tr_ de

la classe RESTTP_PlatformAgent.

A.5 Makefile

Ara que ja ho tenim tot implementat, I’tnic pas que ens queda és compilar! Per fer
aixo haurem de modificar el Makefile per afegir els nostres fitxers. Hem d’afegir
els fitxers objecte en la variable OBJ_CC. Per exemple, si només tenim un fitxer

mtp-http.cc dins de la carpeta mtp hem d’afegir la segiient linia en el Makefile:

OBRJ_CC = \

wpan/p802_15_4trace.o wpan/p802_15_4transac.o \
apps/pbc.o \

mtp/mtp-http.o \

$ (OBJ_STL)

Ara ja podem executar la comanda make i disfrutar del nostre propi protocol (o

passar una estona resolent problemes de compilacid!).

A.6 Exemple

A continuacié podem veure un exemple d’script oTCL on es detalla la forma de
crear una plataforma, assignar-la a un node i com es pot dur a terme una migracio

entre dos nodes.
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#Creem un objecte simulador

set ns [new Simulator]

#Obrim dos fitxers de tracga per guardar els
#resultats de la simulacid

set tf [open out.tr w]

set nf [open out.nam w]

Sns trace-all stf

Sns namtrace—-all $nf

#Definim un procediment que sera cridat en
#Ultima instancia per tancar els fitxers de
#traca 1 aturar la simulacid
proc finish {} {

global ns nf tf

Sns flush-trace

close s$nf

close $tf

exec nam out.nam &

exit O

#Creem dos nodes i els connectem amb un enllag
#dedicat d’ 1Mbps, 10ms de delay i politica de
#gestié de cues Drop Tail

set nO0 [$ns node]

set nl [$ns node]

Sns duplex-link $n0 $nl 1Mb 10ms DropTail

Sns duplex-link-op $n0 $nl orient right

#Creem dues noves plataformes
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set a0 [new Agent/RESTTP_PlatformAgent]
set al [new Agent/RESTTP_PlatformAgent]

#Posem les plataformes sobre el primer i
#segon nodes respectivament

Sns attach—-agent $n0 $a0

$ns attach—-agent $nl S$Sal

#Especifiquem que les plataformes estan preparades
#per processar agents
$a0 on

Sal on

#Creem un nou agent mobil sobre la primer plataforma
#i especifiquem la seva mida
$a0 create-agent 1

$a0 set-agent-size 1 64 512 24

#Asignem una plataforma desti per defecte en cada
#plataforma. Tots els agents existents tindran com
#destinacid per defecte aquesta plataforma

$a0 set-default-dst $al

$al set-default-dst $a0l

#Planifiquem els events que s’han de dur a terme
#durant la simulacid.

Sns at 0.2 "$a0 migrate—agents"

#Aturem la simulacié en 1’instant 1.0 segons
Sns at 1.0 "finish"

Sns run



Apeéndix B
Proves de funcionament

L’ objectiu d’aquest apendix es donar a congixer els primers passos en 1’interpreta-
ci6 dels resultats de les simulacions amb NS2. Per aixo, veurem el contingut dels

fitxers de traca generats en els dos escenaris de prova.

B.1 Escenaril

En el primer escenari es simula la migracié entre dos nodes formant una petita
LAN. El resultat esperat és que es produeixi la seqiiencia de passos indicada pel

protocol RESTTP per migrar un agent del node 0 al node 1. El fitxer generat €s el

segient:

+ 0.2 0 1 MITP_ACL 36 ——————— 0 0.0 1.0 -10

- 0.2 0 1 MIP_ACL 36 ——————— 0 0.0 1.0 -10
0.210128 0 1 MTIP_ACL 36 ——————- 0 0.01.0-10
0.210128 1 0 MTP_HTTP 40 —-—————-— 01.0 0.0 -1 1

- 0.210128 1 0 MTP_HTTP 40 ——————- 01.0 0.0 -11
0.220288 1 0 MTP_HTTP 40 -—————— 01.0 0.0 -1 1
0.220288 0 1 MTP_HTTP 84 ——————— 00.01.0 -1 2

- 0.220288 0 1 MTP_HTTP 84 ——————— 00.01.0 -1 2
0.23096 0 1 MTP_HTTP 84 —-—————- 0 0.01.0 -1 2
0.23096 1 0 MTP_HTTP 40 —--—————- 01.0 0.0 -1 3

- 0.23096 1 0 MTP_HTTP 40 -—————— 01.0 0.0 -1 3
0.24112 1 0 MTP_HTTP 40 —-—————- 01.0 0.0 -1 3
0.24112 0 1 MTP_HTTP 532 —-—————— 0 0.0 1.0 -1 4

- 0.24112 0 1 MTP_HTTP 532 ——————- 0 0.0 1.0 -1 4

r 0.255376 0 1 MTP_HTTP 532 —-—————- 0 0.0 1.0 -1 4

65
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+ 0.255376 1 0 MTP_HTTP 40 ——————-— 0 1.0 0.0 -1 5
- 0.255376 1 0 MTP_HTTP 40 -——-———— 0 1.0 0.0 -1 5
r 0.265536 1 0 MTP_HTTP 40 ——————- 0 1.0 0.0 -1 5
+ 0.265536 0 1 MTP_HTTP 44 ——————- 0 0.0 1.0 -1 6
- 0.265536 0 1 MTP_HTTP 44 —-—————— 0 0.01.0-156
0.275888 0 1 MTP_HTTP 44 ——————- 0 0.01.0 -1 6
0.275888 1 0 MIP_ACL 36 ——————-— 01.0 0.0 -1 7
- 0.275888 1 0 MIP_ACL 36 ——————— 01.0 0.0 -1 7
r 0.286016 1 0 MTP_ACL 36 —-—————— 01.0 0.0 -1 7

Podem veure 24 traces generades durant la simulacid, 8 operacions d’encua-
ment (indicades amb el simbol “+” en la primera columna), 8 operacions d’elimi-
naci6 de la cua (indicades amb el simbol “-”) i 8 events de rebre paquets (indicats
amb el caracter “r’). La segona columna indica I’instant de temps en el que s’-
ha produit I’event. Les dos columnes segiients indiquen entre quins nodes s’ha
produit aquest event. El camp segiient mostra un nom descriptiu assignat al tipus
de paquet tractat (veure apendix A). La segiient columna ens indica la mida del
paquet incloent la mida de la capcalera IP.

El segiient camp conté alguns flags, que en aquest exemple no s’utilitzen.
Aquests flags s’utilitzen en alguns cassos pel control de la congestid, prioritat,
mida de la finestra i altres (capitol 26 [FV09]). El segiient camp és un indicador
del flux al que pertany el paquet. En NS2 podem identificar el flux de paquets
entre dos nodes per tal de diferenciar els paquets que pertanyen a una connexio.
Els segiients dos camps indiquen les adreces origen i destinacié respectivament
del paquet. La peniltima columna ens indicaria el nimero de seqiiéncia perd en
NS2, sén només aquells Agents interessats en implementar un esquema basat en
nimero de seqiiencia qui modificaran aquest camp. Per dltim, es proporciona un
identificador dnic del paquet. A cada paquet creat durant la simulacid se li assigna

un identificador dnic.

B.2 KEscenari 2

El segon escenari és un escenari més complex, s’utilitza un algorisme d’enruta-

ment wireless i es generen moviments de nodes. El que es vol comprovar €s que
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les plataformes tenen la capacitat d’adaptar-se a canvis en I’entorn i per aixo s’in-

tentaran realitzar dues migracions. En el primer cas, I’agent trobara un cami fins a

la plataforma desti i la migracié es completara amb exit. En canvi, el segon agent

no podra migrar perque la seva plataforma desti estara fora del radi de cobertura

de la plataforma origen. A continuacié podem veure part del contingut del fitxer

resultant de la simulaci6 amb un format diferent al que haviem vist anteriorment.

El diferent format es degut a que ara estem realitzant una simulaci6é wireless, 1 per

tant, I’informacié que necessitem és diferent.

s 1.000000000
[80 0 12 [O
r 1.000000000
[80 0 12 [O
s 1.000000000
[80 0 32 [0
r 1.001280587
[80 0 32 [O
r 1.001280587
[80 0 32 [O
r 1.001280662
[80 0 32 [O

_0_

:0 -1:0]1]

_0_

:0 -1:071]

_0_

:0 -1:071]

1

:0 -1:071]

1

:0 -1:071]

4

:0 -1:01]

r 1.001280662 _4_

[80 0 32 [O
r 1.001280667
[80 0 32 [O
r 1.001280667
[80 0 32 [O
s 1.100000000
[80 0 12 [1
r 1.100000000
[80 0 12 [1
s 1.100000000
[80 0 32 [1
r 1.101380586
[80 0 32 [1
r 1.101380586
[80 0 32 [1
r 1.101380587
[80 0 32 [1
r 1.101380587
[80 0 32 [1
s 1.101380587
[81 1 22 [O
r 1.101380587

4

:0 -1:071]

_3_

:0 -1:01]

_3_

:0 -1:071]

1

:0 -1:01]

1

:0 -1:0711]

1

:0 -1:071]

_4_

:0 -1:01]

_4_

:0 -1:0]1]

_0_

:0 -1:071]

_0_

:0 -1:071]

0

:0 1:

_0_

AGT

RTR

RTR

RTR

AGT

RTR

AGT

RTR

AGT

AGT

RTR

RTR

RTR

AGT

RTR

AGT

AGT

011]
RTR

-—-— 0 HELLO
(MTP_HELLO)
—--— 0 HELLO
(MTP_HELLO)
—-—-— 0 HELLO
(MTP_HELLO)
—--— 0 HELLO
(MTP_HELLO)
---— 0 HELLO
(MTP_HELLO)
—--— 0 HELLO
(MTP_HELLO)
---— 0 HELLO
(MTP_HELLO)
--— 0 HELLO
(MTP_HELLO)
—--— 0 HELLO
(MTP_HELLO)
—--— 1 HELLO
(MTP_HELLO)
—--— 1 HELLO
(MTP_HELLO)
—--— 1 HELLO
(MTP_HELLO)
—--— 1 HELLO
(MTP_HELLO)
--— 1 HELLO
(MTP_HELLO)
—--— 1 HELLO
(MTP_HELLO)
—---— 1 HELLO
(MTP_HELLO)
—--— 2 HELLO
(MTP_HELLO)

—-—— 2 HELLO

12

12

32

32

32

32

32

32

32

12

12

32

32

32

32

32

22

22

[0

o

o

fEEfffefef

fEfEEffeef

fEEEffefeef

fEfEfEffef

fEEEEE~fee~f

fEfEFEEF~f

fEfEfEfef

fEfEEffef

fEEfffefef

fEEEEffe~f

-—== [0:0 -1:0 2
=== [0:0 -1:0 2
-——= [0:0 -1:0 2
800] ——————— [0
800] ——---—- [0:
800] ——————— [0:
800] ——---—- [0:
800] ——————v [0:
800] ——---—- [0:
== [1:0 -1:0 2
=== [1:0 -1:0 2
———= [1:0 -1:0 2
800] ———--—- (1
800] ———-——- (1
800] ———-——- (1
800] ———--—- (1
———= [0:0 1:0 32
-——= [0:0 1:0 32

0]
0]
0]
:0 -1
0 -1
0 -1
0 -1
0 -1
0 -1
0]
0]
0]
:0 -1
:0 -1
:0 -1
:0 -1
0]
0]



68

-

r

r

r

r

APENDIX B. PROVES DE FUNCIONAMENT

[81 1 22 [0:0 1:0]] (MTP_HELLO)
1.101380750 _5_ RTR —--- 1 HELLO 32
[80 0 32 [1:0 -1:0]] (MTP_HELLO)
1.101380750 _5_ AGT --- 1 HELLO 32
[80 0 32 [1:0 -1:0]] (MTP_HELLO)
1.107296284 _0_ RTR —--— 2 HELLO 42
[81 1 42 [0:0 1:0]] (MTP_HELLO)
1.110197369 _1_ AGT --- 2 HELLO 42
[81 1 42 [0:0 1:0]] (MTP_HELLO)
5.000000000 _0_ AGT --- 22 ACL 16 [
[16 [65 1 1804289383 846930886 16816
5.000000000 _0_ RTR --- 22 ACL 16 [
[16 [65 1 1804289383 846930886 16816
5.000000000 _O0_ RTR —-— 22 ACL 36 [
[16 [65 1 1804289383 846930886 16816
5.001529761 _1_ AGT --- 22 ACL 36 [
[16 [65 1 1804289383 846930886 16816
5.001529761 _1_ AGT -—--- 23 HTTP 20
[1 0 1804289383 1714636915 20 [1:0 O
5.001529761 _1_ RTR -—--— 23 HTTP 20
[1 0 1804289383 1714636915 20 [1:0 O
5.001529761 _1_ RTR —--—- 23 HTTP 40
[1 0 1804289383 1714636915 40 [1:0 O
5.003435523 _0_ AGT --- 23 HTTP 40
[1 0 1804289383 1714636915 40 [1:0 O
5.003435523 _0_ AGT --- 24 HTTP 84
[2 200 1804289383 1714636916 84 [0:0
5.003435523 _0_ RTR --—- 24 HTTP 84
[2 200 1804289383 1714636916 84 [0:0
5.003435523 _0_ RTR --- 24 HTTP 104
[2 200 1804289383 1714636916 104 [O:
5.006253284 _1_ AGT -—--- 24 HTTP 104
[2 200 1804289383 1714636916 104 [O0:
5.006253284 _1_ AGT --- 25 HTTP 20
[1 0 846930886 1714636917 20 [1:0 O:
5.006253284 _1_ RTR —--- 25 HTTP 20
[1 0 846930886 1714636917 20 [1:0 O:
5.006253284 _1_ RTR —-— 25 HTTP 40
[1 0 846930886 1714636917 40 [1:0 O:
5.008419046 _0_ AGT -—--- 25 HTTP 40
[1 0 846930886 1714636917 40 [1:0 O:

5.008419046 _0_ AGT --—- 26 HTTP 148
[2 200 846930886 1714636918 148 [0:0
5.008419046 _0_ RTR -—-— 26 HTTP 148
[2 200 846930886 1714636918 148 [0:0
5.008419046 _0_ RTR —--— 26 HTTP 168

[0 ff£ff£f£fff 1 800]

[0 f££ff£f£fff 1 800] ——————-

[0 O 0 0]

[13a 1 0 800]

0000] ——————- [0:0 1:0 32 0]
927771 16 [0:0 1:0]11 (ACL)
000 0] ——————- [0:0 1:0 32 0]
927771 16 [0:0 1:0]] (ACL)
0000O0] ——————- [0:0 1:0 30 1]
927771 36 [0:0 1:0]11 (ACL)
13a 1 0 800] —-—————- [0:0 1:0 30 1]
927771 36 [0:0 1:0]1]1 (ACL)
[000 0] ——————— [1:0 0:0 32 0]
:0]1] (HTTP)
[000 0] ——————- [1:0 0:0 32 0]
:0]] (HTTP)
[000 0] ——————- [1:0 0:0 30 0]
:0]] (HTTP)
[13a 0 1 800] —-—————— [1:0 0:0 30 0]
:0]] (HTTP)
[000 0] ——————- [0:0 1:0 32 0]
1:0]] (HTTP)
[00 0 0] ——————- [0:0 1:0 32 0]
1:0]] (HTTP)
[000 0] ——————- [0:0 1:0 30 1]
0 1:011 (HTTP)
[13a 1 0 800] ——————- [0:0 1:0 30 1]
0 1:0]] (HTTP)
[000 0] ——————- [1:0 0:0 32 0]
011 (HTTP)
[000 0] ——————- [1:0 0:0 32 0]
0]1 (HTTP)
[000 0] ——————- [1:0 0:0 30 0]
011 (HTTP)
[13a 0 1 800] —-—————- [1:0 0:0 30 0]
011 (HTTP)
[000 0] ——————- [0:0 1:0 32 0]
1:0]] (HTTP)
[000 0] ——————~ [0:0 1:0 32 0]
1:0]]1 (HTTP)
[000 0] ——————- [0:0 1:0 30 1]
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[2 200 846930886 1714636918 168 [0:0 1:0]] (HTTP)

r 5.011628807 _1_ AGT --- 26 HTTP 168 [13a 1 0 800] -—————-
[2 200 846930886 1714636918 168 [0:0 1:0]] (HTTP)

s 5.011628807 _1_ AGT --- 27 HTTP 20 [0 O O 0] —-—————— [1
[1 0 1681692777 1714636919 20 [1:0 0:0]] (HTTP)

r 5.011628807 _1_ RTR --- 27 HTTP 20 [0 O O 0] —-—————- [1:
[1 0 1681692777 1714636919 20 [1:0 0:0]] (HTTP)

s 5.011628807 _1_ RTR -—-—-- 27 HTTP 40 [0 O O 0] —-—————— [1:
[1 0 1681692777 1714636919 40 [1:0 0:0]] (HTTIP)

r 5.013674568 _0_ AGT --- 27 HTTP 40 [13a 0 1 800] -—————-
[1 0 1681692777 1714636919 40 [1:0 0:0]] (HTTP)

s 5.013674568 _0_ AGT --- 28 HTTP 44 [0 0 0 0] —-———=—— [0:
[2 200 1681692777 1714636920 44 [0:0 1:0]] (HTTP)

r 5.013674568 _0_ RTR --- 28 HTTP 44 [0 0 0 0] —-—————- [0:
[2 200 1681692777 1714636920 44 [0:0 1:0]] (HTTP)

s 5.013674568 _0_ RTR —--- 28 HTTP 64 [0 0 0 0] —-—————- [0:
[2 200 1681692777 1714636920 64 [0:0 1:0]] (HTTP)

r 5.015992330 _1_ AGT --- 28 HTTP 64 [13a 1 0 800] —-—————-
[2 200 1681692777 1714636920 64 [0:0 1:0]] (HTTP)

s 5.015992330 _1_ AGT --- 29 ACL 16 [0 O O 0] —-—————-
[17 [0 0 0 0 0] 16 [1:0 0:0]] (ACL)

r 5.015992330 _1_ RTR --- 29 ACL 16 [0 0 O 0] —-—=———-
[17 [0 O 0 0 0] 16 [1:0 0:0]] (ACL)

s 5.015992330 _1_ RTR —--- 29 ACL 36 [0 0 O 0] —-—————-
[17 [0 0 0 0 0] 36 [1:0 0:0]] (ACL)

r 5.017886091 _0_ AGT --- 29 ACL 36 [13a 0 1 800] -—————-
[17 [0 O 0 0 O] 36 [1:0 0:0]] (ACL)

s 20.000000000 _O_ AGT --- 78 ACL 16 [0 0 0 0] —-—————— [0
[16 [65 2 1957747793 424238335 719885386] 16 [0:0 1:0]]

r 20.000000000 _0_ RTR —--- 78 ACL 16 [0 O 0 0] —-—————- [0
[16 [65 2 1957747793 424238335 719885386] 16 [0:0 1:0]]

s 20.000000000 _O_ RTR —--—- 78 ACL 36 [0 O O 0] ——————— [0
[16 [65 2 1957747793 424238335 719885386] 36 [0:0 1:0]]

D 20.026045000 _0_ RTR CBK 78 ACL 36 [13a 1 0 800] -————-
[16 [65 2 1957747793 424238335 719885386] 36 [0:0 1:0]]
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[0:0 1:0 30 1]

:0 0:0 32 0]

32 0]

30 0]

0:0 30 0]

32 0]

32 0]

30 11

:0 1:0 30 1]

[1:0 0:0 32 0]

[1:0 0:0 32 0]

[1:0 0:0 30 0]

[1:0 0:0 30 0]

:0 1:0 32 0]

(ACL)

:0 1:0 32 0]

(ACL)

:0 1:0 30 1]

(ACL)
[0:0 1:0 30 1]
(ACL)

El que podem aqui son les trages generades durant la fase de descobriment de

plataformes, la primera migracio i la segona migracié respectivament. Hi ha varis

camps que sOn comuns a totes les traces 1 que podem arribar a deduir facilment,

pero el que ens interessa més son els camps especifics dels diferents tipus de

paquets utilitzats durant la simulacid.

En el cas dels paquets MTP_HELLO, el primer camp ens indica si es tracta
d’un paquet enviat en BROADCAST, en resposta a un missatge en BROADCAST,
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o bé es tracta d’un paquet enviat en UNICAST. EI segon camp ens indica el nom-
bre d’entrades de la taula de decisi6 que s’envien. El segiient camps indica la mida
en bytes del paquet. Finalment, els ultims dos camps indiquen 1’origen i desti del
paquet en format adreca:port.

En el cas dels paquets ACL, el primer camp indica si es tracta d’una petici6 de
migracid, un informe d’exit de la migracié o un informe d’error. Els cinc segiients
camps ens ofereixen informacio sobre 1’agent a transferir (en el cas d’una peticié
de transferéncia), aixi com tipus d’agent, identificador i identificadors Unics esco-
llits pel codi, dades i estat d’execucidé respectivament. Finalment, tenim un camp
que ens indica la mida del paquet, i igual que en el cas anterior, informacié sobre
I’origen i desti del paquet.

En el cas del paquets HTTP, el primer camp indica si es tracta d’una petici6 o
d’una resposta. Si es tracta d’una resposta, el segon camp indica un codi resultant
del processament de la petici6. El segiient camp és un identificador del recurs que
s’esta demanant o s’esta servint en aquest moment. També necessitem nimeros
de seqiiencia per identificar el flux de missatges HTTP, nimero de seqiiencia que
queda reflectit en el quart camp. I ja per acabar, igual que en els dos cassos
anteriors, els dltims camps indiquen la mida del paquet i informaci6 sobre el seu

origen i desti.
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Resum
Avui en dia, estem assistint a una expansio de la tecnologia d’agents mobils 1
noves aplicacions basades en aquesta s’estan obrint pas constantment. Les apli-
cacions han de demostrar la seva viabilitat sobretot en entorns heterogenis i com-
plexos com les xarxes MANET. En aquest projecte es desenvolupa un sistema per
simular el comportament dels agents mobils, ampliant I’actual simulador de xar-
xa NS2, i també es comprova la viabilitat de I'implementacié de 'ETTMA pel

triatge de victimes en situacions d’emergencia.

Resumen

Hoy en dia, estamos asistiendo a una expansion de la tecnologia de agentes
moviles y nuevas aplicaciones basadas en esta se estdn abriendo paso constante-
mente. Las aplicaciones han de demostrar su viabilidad sobretodo en entornos
heterogéneos y complejos como las redes MANET. En este proyecto se desarrolla
un sistema para simular el comportamiento de los agentes méviles, ampliando el
actual simulador de red NS2, y también se comprueba la viabilidad de la imple-
mentacion del ETTMA para la seleccion de victimas en situaciones de emergen-

cia.

Abstract
Nowadays we are attending an expansion of the mobile agents technology
and new applications based on it are arising constantly. The applications need to
prove their viability specially in heterogeneous and complex environments such
as MANET networks. In this project a new system to simulate the behaviour of
the mobile agents is developed by extending the existing network simulator NS2.
Also the viability of the implementation of ETTMA for victim classification in

emergency situations is proved.



