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Presentacion

Antes de comenzar, me gustaria agradecer al sefior Marc Tallo Sendra el soporte y la
confianza que ha tenido en mi y en este proyecto. También dar las gracias a los
compaiieros, amigos y familiares que me han dado su apoyo.

Asi pues, comencemos con la exposicion del proyecto:

La necesidad de monitorizar redes ha estado presente casi desde que existe la necesidad
de usarlas y con la evolucion de las nuevas tecnologias en los tltimos afos, las redes de
computadoras han sufrido un crecimiento enorme, permitiendo que estas sean cada vez
mayores en cuanto a tamafio y complejidad.

Siendo varios los motivos que nos pueden llevar a querer monitorizar una red, el mas
comun es el hecho de saber cuando algo esta fallando, permitiéndonos incluso poder
llegar a predecir situaciones determinadas y facilitar posibles planes de ampliacion.

Partiendo como base de la mezcla de pasion y curiosidad que siento por la arquitectura
y funcionamiento de las redes de computadoras, entenderemos la eleccion de desarrollar
este proyecto, y ademds hacerlo siempre al nivel mas bajo posible, evitando el uso de
frameworks, librerias, y software de terceros, en la medida de lo posible.
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

1 - Introduccion

1.1 - Presentacion

El presente proyecto pretende cubrir las necesidades de monitorizacion de una red por
definir. Principalmente deberan ser monitorizados tanto los servidores como las
estaciones de trabajo.

Todos estos host tendrdn en comun que funcionardn con sistemas operativos
GNU/Linux, intentando en la medida de lo posible abarcar diversas distribuciones,
aunque principalmente se trabajara para las basadas en Debian, y mas concretamente en
Ubuntu.

1.2 - Objetivos

Los objetivos basicos que debe cubrir la aplicacion son tres:
- Monitorizacién de los nodos de red en tiempo real.

- Creacidon de un sistema de alarmas que permita alertar via e-mail y/o sms cuando
algunos de los aspectos parametrizados supere los rangos establecidos.

- La aplicacion debe ser accesible desde cualquier nodo de la red, y debera ser
valorada la opcion de poder acceder desde fuera de la misma siempre y cuando
se disponga de medios que lo hagan posible como la permision de acceso por
parte de los proxys de red, o conexiones VPN.

Cabe destacar que un requisito no funcional, sera tratar de desarrollar la totalidad del
proyecto, usando para ello Unicamente software libre. Este requisito abarca desde los
entornos de desarrollo, sistemas operativos y bases de datos, hasta los lenguajes de
programacion y tecnologias utilizadas, sin pasar por alto las herramientas ofimaticas
utilizadas para elaborar la documentacion del mismo.

1.3 - Estado del arte

Dado que en la actualidad existen multitud de aplicaciones orientadas a la
monitorizacidon de redes, debera valorarse el coste y las funcionalidades de las mismas,
en comparacion al desarrollo de un proyecto a medida.

Algunas de las aplicaciones mas conocidas y extendidas en entornos de trabajo bajo
sistemas operativos Unix o GNU/Linux son:
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

— Nagios
— Hobbit
— Zenos

Nos centraremos en el andlisis de estos tres productos para valorar los pros y contras de
cada uno de ellos.

1.4 - Estructura de la memoria

Incluyendo el apartado que nos ocupa, la memoria consta de 8 capitulos, a través de los
cuales se expondra toda la informacion relativa al desarrollo del proyecto.

Capitulo 2: Estudio de Viabilidad

En este capitulo se analizaran desde un punto de vista mas técnico los objetivos
expuestos en esta introduccion y se realizard un estudio con el fin de verificar la
viabilidad del proyecto.

Capitulo 3: Fundamentos tedricos

En un documento en el que detalla el desarrollo de un proyecto en un &mbito como es la
Ingenieria Informatica, se dan por supuestos muchos conceptos técnicos. Sin embargo,
hay ciertos aspectos mas especificos que deben ser explicados con mas detalle. Serd en
este apartado en el que se explicaran y resumiran algunos de estos conceptos.

Capitulo 4: Analisis

Detallaremos el software utilizado en el desarrollo del proyecto, y analizaremos el
disefio del sistema, asi como sus casos de uso y la estructura de la base de datos de la
aplicacion.

Capitulo 5: Implementacion

Capitulo dedicado a los detalles relativos a la implementacion del sistema.
Explicaremos detalladamente la arquitectura de la aplicacidon, asi como los detalles
técnicos relacionados con el funcionamiento de la misma.

Capitulo 6: Pruebas

Se expondran detalladamente la totalidad de los test realizados, conjuntamente con las
valoraciones de los resultados obtenidos, asi como el entorno en el que han sido
realizados los mismos.
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

Capitulo 7: Conclusiones

En este apartado repasaremos las conclusiones resultantes de la elaboracion de este
proyecto, y analizaremos posibles lineas futuras de ampliacion del mismo.

Capitulo 8: Bibliografia

Referencia de la documentacion consultada.
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

2 - Estudio de viabilidad

2.1 - Introduccion

Son varias las razones por las que podemos querer monitorizar una red, pero la mas
comun es el deseo de saber cuando algo esta fallando. Ademas de para encontrar fallos,
monitorizar sirve para poder predecir posibles situaciones y actuar en consecuencia para
prevenirlas. Si sabemos, por ejemplo, que uno de los discos duros de nuestro servidor se
encuentra al 95% de su capacidad, podemos anticiparnos y realizar una ampliacion
antes de quedarnos sin espacio.

Otra ventaja de la monitorizacion es que facilita los planes de ampliacion. Por ejemplo,
una tendencia que busca en el pasado y proporciona datos de histéricos nos informara
sobre que discos o cuotas de usuario se ven incrementadas en un 10% mensual,
ayudandonos a decidir si en X meses serd necesario un nuevo servidor de ficheros o no.

Cualquiera de las tareas que implica monitorizar una red deben ser automatizadas, pues
nos seria imposible analizar personalmente todo lo sucedido, debido a que en todo
momento hay bytes de informacion volando a través de los cables, servidores de bases
de datos aceptando y registrando transacciones y CPUs ejecutando millones de
instrucciones por segundo.

Podemos clasificar las aplicaciones de monitorizacion en tres areas distintas:

- Monitorizacion de estados
- Monitorizacion de rendimientos
- Monitorizacion de registros o logs

En la actualidad existe multitud de software relacionado con la monitorizacion de redes
en general y de servidores en particular, y es que la necesidad de monitorizar redes ha
estado presente casi desde que existe la necesidad de usarlas. Para acotar un poco la
cantidad de aplicaciones existentes, nos centraremos en las que trabajan en entornos
Linux.

Dentro de estas cotas podemos encontrar desde aplicaciones como Nagios, tan potente y
extensible, como complicada de configurar, hasta “monit”, una aplicacion
aparentemente sencilla y ligera, pero que es capaz de controlar y monitorizar procesos,
servicios, archivos, directorios y otras variables del sistema, tanto local como
remotamente. Hobbit, Munin, mon y Zenos son so6lo algunos ejemplos mas de
aplicaciones de monitorizacion en entornos Linux.
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

Descartando el sobresaturado mercado de aplicaciones orientadas a grandes redes por
motivos relacionados con los recursos y el tiempo disponible, el proyecto a desarrollar
se centrara en posibles implantaciones en redes de tamafios de pequenos y medios.

La idea principal del proyecto es crear un software ligero, facilitando al maximo la
configuracion y el uso de este por parte del usuario final.

2.2 - Objetivos

Este proyecto parte desde cero y su implantacion no esta orientada a ningln tipo de red
en concreto. Debido a esta condicion inicial, se partira de una topologia de red basica,
intentando cumplir tres objetivos, dos de los cuales son considerados como prioritarios
mas un tercero secundario.

8§

Los objetivos prioritarios seran:
- Monitorizacion de los nodos de red en tiempo real.

- Creacion de un sistema de alarmas que permita alertar via e-mail y/o sms cuando
algunos de los aspectos parametrizados supere los rangos establecidos.
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

- La aplicacidon debe ser accesible desde cualquier nodo de la red, y debera ser
valorada la opcion de poder acceder desde fuera de la misma siempre y cuando
se disponga de medios que lo hagan posible como la permision de acceso por
parte de los proxys de red, o conexiones VPN.

La solucién obvia para permitir el acceso a la aplicacion desde cualquier equipo, tanto
dentro como fuera de la red, es desarrollar una interfaz Web que pueda ser accesible
desde cualquier navegador. En este apartado cabe destacar que dadas las caracteristicas
del proyecto, descartaremos el acceso a la interfaz desde smartphones u otros
dispositivos moviles, centrando los esfuerzos de desarrollo en los principales
navegadores Web para estaciones de trabajo. Por lo que se buscara obtener una
completa compatibilidad con:

- Mozilla Firefox 3.3 o superior
- Google Chrome 5.0 o superior
- Internet Explorer 6.0 o superior
- Opera 9.0 o superior

Para cumplir el requisito de la monitorizacioén en tiempo real, deberemos hacer uso de la
tecnologia AJAX, pudiendo de esta manera ofrecer una interfaz Web dindmica en
tiempo real de calidad.

En cuanto al sistema de alarmas, se estudiara la posibilidad de utilizar el protocolo
SNMP para obtener datos de los equipos vigilados, y establecer traps, que nos alerten
de manera automatica cuando se produzca algun tipo de alerta sobre los valores
configurados.

Una alternativa al uso del protocolo SNMP, seria desarrollar un modelo de aplicacion
cliente-servidor, para poder establecer comunicaciones entre la aplicacion central y los
host monitorizados, tanto para obtener informacién, como para enviar las alarmas.

Para evitar posibles usos indebidos de la aplicacion que puedan comprometer el sistema,
se crearan dos perfiles de usuario distintos:

- Administrador
Tendra acceso ilimitado a la aplicacién

- Usuario
Se le limitaran opciones tales como altas, bajas y edicion tanto de usuarios y
hosts, como de alarmas. Sin embargo podréd consultar toda la informacién
relacionada con los campos anteriormente mencionados, ademas de tener acceso
a la monitorizacion en tiempo real.
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

El desarrollo se llevara a cabo siguiendo un método lineal, el cual debera pasar por las
siguientes fases:

1 - Formaciéon

2 - Estudio y disefio del sistema

3 - Desarrollo de la interfaz grafica

4 - Implementacion de las bases de datos

5 - Desarrollo de la aplicacion central

6 - Desarrollo y configuracion de los clientes

7 - Implementacion, cohesion y pruebas locales del sistema
8 - Pruebas en real

9 - Documentacion del proyecto y manual de usuario

2.2.1 - Esquematizacion de los objetivos

1 — Formacién

Ol.1 - Incluye el estudio referente a materias desconocidas o profundizar en
conocimientos especificos como el desarrollo con la tecnologia AJAX, el protocolo
SNMP, la configuracion del servidor Apache2 o la obtencion de los pardmetros
deseados a monitorizar en sistemas Linux.

2 — Estudio y disefio del sistema
02.1 - Concretar el funcionamiento, los modulos necesarios y la arquitectura de estos

3 — Desarrollo de la interfaz grafica

03.1 — Interfaz basica desarrollada con HTML, CSS, PHP y Javascript
03.2 — Control de usuarios a la interfaz de la aplicacion

03.3 — Implementacion de un motor AJAX para la interfaz grafica

4 — Implementacion de la base de datos
04.1 — Cumplimiento de los estdndares de BBDD
04.2 — Desarrollo e implementacién del la BBDD

5 — Desarrollo de la aplicacion central

05.1 - Control de acceso a la aplicacion

05.2 — Gestidn de usuarios

05.3 — Gestion de dispositivos de red

05.5 — Monitorizacidon y muestreo de los parametros de los dispositivos de red
05.6 — Deteccion de dispositivos de red

05.7 — Sistema de alertas (Email, SMS)

05.8 — Monitor fisico de alertas

6 — Desarrollo y configuracion de los clientes

06.1 — Desarrollo de la aplicacion cliente encargada de suministrar la informacion.
06.2 — Aplicacion de configuracion/instalacion automatizada de los clientes.

06.3 — Aplicacion de configuracion para soporte de herramientas basadas en mrtg.
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

7 — Implementacion, cohesion y pruebas locales del sistema.
07.1 — Diseio de las pruebas del sistema
07.2 — Aplicacion de los modelos de test

8 — Pruebas en real
08.1 — Disefio y montaje de la red de pruebas.
08.2 — Aplicacion de los modelos de test en real

9 - Documentacion del proyecto v manual de usuario
09.1 - Redaccion del documento del PFC.
09.2 — Redaccion del los respectivos manuales de usuario.

2.2.2 - Priorizacion de los objetivos

Critico Prioritario Secundario

Ol.1 X

02.1 X

03.1 X

03.2 X

03.3 X

04.1 X

04.2 X

05.1 X

05.2

olle

053

054

05.5 X

05.6 X

05.7 X

05.8 X

06.1

i

06.2

<

06.3

07.1

07.1

08.1

08.2

it lialls

09.1

09.2 X
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

2.2.3 - Partes interesadas

Se describiran todas las partes interesadas en el proyecto, como los stakeholders, los
perfiles de usuario que interactuaran con la aplicacion, y los componentes del equipo de
trabajo.

- Stakeholders
Nombre | Descripcion Responsabilidad
SH1 Responsable de la entidad Patrocinador. Aprobacion del proyecto.

Participa en su definicion y realiza
seguimiento del proyecto.

SH2 Administrador, usuario experto | Participa en la definicién de requisitos,
subministro de informacion, representa
al usuario tipo. Participa en la
validacion del proyecto.

SH3 Director del proyecto Supervisa el trabajo del alumno.
Avalua el proyecto.

- Perfiles de usuario

Nombre | Perfil Responsabilidad

Ul Administrador del sistema Administrador del sistema.

U2 Usuario experto Usuarios con acceso a la aplicacion con
un grado de conocimiento alto sobre la
red.
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

- Equipo de trabajo

Nombre | Descripcion Responsabilidad

PT1 Encargado de proyecto Define, gestiona, planifica y controla el
proyecto

PT2 Analista Colabora con el encargado de proyecto

en el estudio de viabilidad y la
planificacion. Analiza la aplicacion:
arquitectura, metodologia,
especificaciones, estdndares. Participa
en el disefio y la validacion

PT3 Programador Disefia y desarrolla la aplicacion de
acuerdo con el andlisis y planificacion
prevista. Participa en el proceso de
validacion e implantacion.

PT4 Técnico de pruebas Participa en el disefio de las pruebas
internas y externas. Realiza las pruebas
y participa en el proceso de control de

calidad.

PT5 Director del proyecto y tutor Supervisa el trabajo del alumno,
también  realiza  funciones  de
stakeholder.

2.3 - Requisitos del proyecto

A continuacion se exponen de forma esquematizada los requisitos del proyecto:

2.3.1 - Requisitos funcionales

Control de acceso de los usuarios a la aplicacion

Mantenimiento (altas/bajas/modificaciones) de los dispositivos a monitorizar
Mantenimiento (altas/bajas/modificaciones) de los usuarios de la aplicacion
Generacion de informes

Alertas via mail

Alertas via sms

Sistema de deteccion de dispositivos

Panel luminoso de alertas

Sistema de ayuda en linea

2.3.2 - Requisitos no funcionales

Tolerancia a errores y acciones incorrectas
Seguridad fisica del servidor
Garantizar la disponibilidad y estabilidad
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SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

- Documentacion del proyecto y manuales de usuario
- Normalizacion de la base de datos y acceso seglin el estandar SQL 99 (ISO/IEC
9072:1999)

2.3.3 - Restricciones del sistema
- La aplicacion se tiene que implementar en un entorno Linux
- El proyecto ha de estar finalizado antes del 20 de Junio de 2010

- Enla medida de lo posible, las herramientas que se usaran para su desarrollo
seran software libre.

2.4 - Estado del arte

Tal y como se comentd en la introduccion, evaluaremos algunas de las soluciones
software existentes en el mercado orientadas a la monitorizacion de redes.

Para cada una de las alternativas se incluirda un breve resumen descriptivo de la
aplicacion, un resumen de sus funcionalidades mas destacadas, el coste de la misma y
finalmente una breve conclusion.

Procedemos a evaluar cada una de las alternativas:
2.4.1 - Alternativa 1: Nagios

Sistema open source de monitorizacion de redes ampliamente utilizado, que vigila los
equipos (hardware) y servicios (software) que se especifiquen, alertando cuando el
comportamiento de los mismos de aparta del especificado.

Funcionalidades:

- Monitorizacion de servicios de red.

- Monitorizacion de los recursos de equipos hardware.

- Monitorizacidén remota, a través de tuneles SSL cifrados o SSH.

- Chequeo de servicios paralizados.

- Permite distinguir entre host caidos y host inaccesibles.

- Notificaciones a los contactos cuando ocurren problemas en servicios o hosts,
asi como cuando son resueltos.

- Visualizacion del estado de la red en tiempo real a través de interfaz Web, con la
posibilidad de generar informes y graficas de comportamiento de los sistemas
monitorizados.

Costes:
Software bajo licencia GNU General Public License Version 2 publicada por la Free
Software Fundation.
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Resumen:

Nagios es una herramienta muy potente y extensible utilizada ampliamente en el mundo
profesional por muchos administradores de sistemas para la monitorizacion de redes. El
mayor inconveniente de esta aplicacion es su curva de aprendizaje, ya requiere mucho
tiempo y experiencia instalar y configurar correctamente la aplicacion.

2.4.2 - Alternativa 2: Hobbit

Hobbit es un software de monitorizacion ideal para redes de tamafio medio. Funciona
como un sistema centralizado, por lo que necesitamos un servidor central mas un
software cliente en cada maquina que queramos monitorizar.

Caracteristicas:

- Interfaz de administracion GUL

- Binarios preempaquetados para distintos sistemas operativos con gran cantidad
de plugins.

- Notificacion por E-mail o SMS.

- Facilmente configurable.

- Proporciona soporte comercial

Costes:
Software bajo licencia GPL Open source.

Resumen:

Se trata de una aplicacion ligera e intuitiva capaz de cumplir de sobras con las
expectativas para las que fue creado. Interfaz grafica muy basica y sencilla aunque
extremadamente funcional.

La version release mas reciente data de Agosto de 2006, aunque actualmente se ha
hecho cargo del proyecto un nuevo grupo de desarrolladores bajo el nombre de Xymon,
para el que si podemos encontrar versiones algo mas recientes.

2.4.3 - Alternativa 3: Zenos

Zenoss nos proporciona una herramienta de monitorizacion muy versatil y con una
interfaz muy amigable e intuitiva.

Caracteristicas:

- Monitoreo de disponibilidad de dispositivos en la red utilizando SNMP

- Monitoreo de servicios de red (HTTP, POP3, NNTP, SNMP, FTP).

- Monitoreo de recursos de méaquinas anfitrionas (Microprocesador, utilizacion de
disco) en la mayoria de los sistemas operativos.

- Herramientas de gestion de eventos para anotar las alertas de un sistema.

- Detecta automaticamente recursos de una red y cambios en su configuracion.
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Costes:
Licencia Publica General de GNU (GPL) version 2.

Resumen:

A pesar de su relativa facilidad de uso, se combinan una instalacién bastante
complicada, y una potencia, aunque aceptable, ni mucho menos comparable con la de
Nagios.

2.4.4 - Alternativa 4: Desarrollo de una aplicacion de monitorizacion de servidores

Permite ajustarse a los requisitos del patrocinador o a los recursos disponibles del
sistema a monitorizar.

Caracteristicas:

- Control de acceso de los usuarios a la aplicacion

- Mantenimiento (altas/bajas/modificaciones) de los dispositivos a monitorizar
- Mantenimiento (altas/bajas/modificaciones) de los usuarios de la aplicacion
- Generacion de informes

- Alertas via mail

- Alertas via sms

- Sistema de deteccion de dispositivos

- Panel luminoso de alertas

- Sistema de ayuda en linea.

Costes:
Segutin la planificacion prevista

2.5 - Planificacion

El proyecto se desarrollara de Diciembre de 2009 a Junio de 2010, con una dedicacion
de 15 horas semanales. El total de horas dedicadas al proyecto serd de 310 horas.

- Fecha de inicio: 9 de diciembre de 2009.
- Fecha de finalizacion: 9 de Mayo de 2010.

Las herramientas de planificacion i control del proyecto serdn DotProject y la siute
OpenOffice.
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2.5.1 - Recursos del proyecto: Humanos 1 materiales

Recursos humanos Valoracion
Jefe de proyecto 100 €/h
Analista 50 €/h
Administrador 40 €/h
Programador 30 €/h
Técnico de pruebas 20 €/h
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2.5.2 - Tareas del proyecto

0~ M | B W R =

11
12
13
14
15
16
17
18
19
20
M
22
23
24
25
26
27
26
29
30
3
32
33
54
35
3
37
36
39
40
4
42
43

Q

Mombre de tarea

Inicio del provecto: assignacion | matriculacion del provecto
=1 Planificacion
Estudio de viabilicad
Aprovacion del Estudio de Yishilidad (Purto de contral)
-l Analisis de la aplicacion
Anfializiz de requisitos (caszos de usa)
Andlizis de datos (baze de datoz)
Andliziz de seguridad v legalidad
Documentacion del analisis
Afrovacion del anélisis (Purto de contral)
=l Implementacion de la base de datos
Preparacion del entorno
Desarrollo de la BEOD
Test
-l Diseiio de la interfaz grafica
Interfaz bazics
Cortral de acceso usuarios
Dizefio y desarrollo motor 2.0
= pesarrollo de la aplicacion central
Preparacidn ertorno de desarrollo
Miculo gestion usuarios
hddulo gestion dizpositivos de red
Monitorizacian v muestren de parametros
Midulo de deteccion de dispostivos de red
Mddulo de zistema de alertas
-1 Desarrollo configurador clientes
Configurador clientes bazados en Debian
Configurador atras argquitecturas
Configuradar METG
= Test y pruebas
Pruehas unitarias
Pruehas de irtegracidn
Prughas de estrés
Pruehas de comunicacion v atto rendimiento
Documentacion de dezarrollo v test
Aprovacion del dezarrollo y pruebas (Punto de control)
=l Implantacion
Dizefio v mortaje de la red de prushas
Instalacion
Pruebas en real
Generacion de documentos (memaria del provecto
Cierre del proyecta

Defensa del proyecto
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Duracion

2 horas

30 horas
1 hora

15 horas
10 horas
3 haras
3 horas
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3 hotas
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o7

2.5.3 - Planificacion temporal
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2.6 - Avaluacion de riesgos

2.6.1 - Lista de riesgos

R1

R2.

R3.

R4.

RS.

R6.

R7.

R8.

RO.

. Planificacion temporal optimista:
Estudio de viabilidad. No se acaba en la fecha prevista, aumentan los recursos.

Falta de alguna tarea necesaria:
Estudio de viabilidad. No se cumplen los objetivos del proyecto

Cambio en los requisitos:
Estudio de viabilidad, analisis. Retardo en el desarrollo y resultado.

Equipo del proyecto demasiado reducido:
Estudio de viabilidad. Retardo en la finalizacion del proyecto, no se cumplen los
objetivos del proyecto.

Herramientas de desarrollo inadecuadas:
Implementacion. Retardo en la finalizacion del proyecto, menor calidad, ...

Dificultad para acceder a los stakeholders:
Estudio de viabilidad, analisis, pruebas, formacion. Faltan requisitos o son
inadecuados, retardos, insatisfaccion de los usuarios.

No se realiza correctamente la fase de test:
Desarrollo, implantacion. Falta de calidad, deficiencias en la operatividad
insatisfaccion de los usuarios perdidas econémicas.

Incumplimiento de alguna norma, reglamento o legislacion:
En cualquier fase. No se cumplen los objetivos, repercusiones legales.

Falta de implantacion de medidas de seguridad:
Estudio de viabilidad, analisis, desarrollo. Perdida de informacion,
incumplimiento legal, perdidas econdémicas.

R10. Abandono del proyecto antes de la finalizacion:

En cualquier fase. Pérdidas econdmicas, frustracion. Posibles repercusiones
legales.
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2.6.2 - Catalogacion de riesgos

Probabilidad Impacto

R1 Alta Critico
R2 Alta Critico
R3 Alta Marginal
R4 Alta Critico
R5 Baja Critico
R6 Baja Critico
R7 Alta Critico
R8 Media Critico
R9 Alta Critico
R10 Baja Catastrofico

2.6.3 - Plan de contingencia

Soluciones a adoptar

R1 Aplazar alguna funcionalidad, afrontar posibles perdidas, contratar un
seguro.

R2 Revisar el estudio de viabilidad, modificar la planificacion

R3 Renegociar con el cliente, aplazar funcionalidad, modificar planificacion y
presupuesto.

R4 Solicitar un aplazamiento, negociar con el cliente, afrontar perdidas.

RS Mejorar la formacion del equipo. Prevenir herramientas alternativas,
mejorar la calidad.

R6 Fijar un calendario de reuniones, mejorar el contacto con el cliente.

R7 Disefiar los test con antelacion, realizar tests automaticos, negociar
contrato de mantenimiento, dar garantias, afrontar perdidas econémicas.

R8 Revisar las normas y legislacion, consultar a un experto, afrontar posibles
repercusiones de caracter penal.

R9 Revisar la seguridad en cada fase, aplicar politicas de seguridad activas.

R10 No tiene solucion.

2.7 - Presupuesto

Debido a que la totalidad del software utilizado para el desarrollo del proyecto se trata
de software libre, no aplica el valorar los costes del mismo, asi que inicamente
estimaremos los costes de personal:

UNB 18-

Universitat Autonoma

de Barcelona




SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

Estimacion costes de personal

Costes de personal imputables directamente al proyecto.

Estimacion costes de personal
Jefe de proyecto 38 h 3.800 €
Analista 50 h 2.500 €
Administrador 15h 600 €
Programador 150 h 4.500 €
Técnico de pruebas | 25 h 500 €

Total: 11.900 €

2.8 - Conclusiones

Una vez analizados los costes y la planificacion del proyecto, llegamos a la conclusion
de que la realizacion del mismo es viable.

Con este estudio hemos podido comprobar que los objetivos prioritarios del proyecto
pueden llegar a cumplirse con facilidad, y dado que la prevision no ha sido demasiado
ajustada, podrian llegar a llevarse a cabo algunos de los objetivos secundarios
planteados.
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3 - Fundamentos teoricos

En este capitulo ser realizard una breve descripcion de algunos de los conceptos tedricos
que abarca el desarrollo de este proyecto.

Como se ha expuesto en capitulos anteriores, este proyecto se ha desarrollado
practicamente en su totalidad usando software libre, tanto para la edicion de la memoria
con la suit ofimatica OpenOffice, como para el desarrollo de la aplicaciéon mediante el
uso de entornos de desarrollo graficos, aplicaciones como apache para el servidor, o
lenguajes de programacion y base de datos sujetos a licencias libres. Es por eso de vital
importancia, que ademas de explicar detalladamente en que consiste un sistema de
monitorizacion de redes, aclarar conceptos como software libre, GNU/Linux o la
licencia GPL.

3.1 - Que es GNU/Linux?

GNU/Linux es uno de los términos empleados para referirse a la combinacién del
nucleo o kernel libre similar a Unix denominado Linux, que es usado con herramientas
de sistema GNU. Su desarrollo es uno de los ejemplos mas prominentes de software
libre; todo su codigo fuente puede ser utilizado, modificado y redistribuido libremente
por cualquiera bajo los términos de la GPL (Licencia Publica General de GNY) y otra
serie de licencias libres.

A pesar de que Linux (nucleo) es, en sentido estricto, el sistema operativo, parte
fundamental de la interaccion entre el nucleo y el usuario ( o los programas de
aplicacidon) se maneja usualmente con las herramientas del proyecto GNU o de otros
proyectos como GNOME. Sin embargo, una parte significativa de la comunidad, asi
como muchos medios generales y especializados, prefieren utilizar el término Linux
para referirse a la unién de ambos proyectos.

A las variantes de esta union de programas y tecnologias, a las que se les adicionan
diversos programas de aplicacion de propdsitos especificos o generales se las denomina
distribuciones. Su objetivo consiste en ofrecer ediciones que cumplan con las
necesidades de un determinado grupo de usuarios. Algunas de ellas son especialmente
conocidas por su uso en servidores y supercomputadoras, donde tiene la cuota mas
importante del mercado. Segiin un informe de IDC, GNU/Linux es utilizado por el 78%
de los principales 500 servidores del mundo. Con menor cuota de mercado el sistema
GNU/Linux también es usado en el segmento de las computadoras de escritorio,
portatiles, computadoras de bolsillo, teléfonos moviles, sistemas embebidos,
videoconsolas y otros dispositivos.

La distribucion elegida para desarrollar el proyecto en un principio fue Debian, que es
de sobras conocida por su estabilidad y utilidad, aunque ciertamente implica una cierta
complejidad de uso en usuarios no avanzados. Es por eso que se optd por Ubuntu, una
distribucion basada en Debian, que actualmente goza de gran popularidad en gran
medida debido a la estabilidad y eficiencia heredada de Debian, y una gran facilidad de
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uso, con una GUI (Graphic User Interface) amigable e intuitiva que facilita su uso a
todo tipo de usuarios.

La versiéon de ubuntu elegida fue la 9.10 denominada Karmic Koala, publicada en
Octubre de 2009 y soportada hasta Abril de 2011. La comunidad de Ubuntu gira
alrededor de las ideas expresadas en la Filosofia Ubuntu: que el software debe estar
disponible de forma gratuita, que las herramientas de software deben poder ser
utilizadas por la gente en su idioma local, y que la gente debe tener la libertad de
personalizar y alterar su software de la manera que necesiten. Por esos motivos, segin
comentan en la propia pagina oficial de Ubuntu:

- Ubuntu siempre serd gratuito y no tiene costes adicionales en la “enterprise
edition”, haciendo accesible el mejor trabajo a cualquiera en los mismos
términos de gratuidad.

- Usa lo mejor en infraestructura de traducciones y accesibilidad que la
comunidad de software libre es capaz de ofrecer, para hacer que Ubuntu sea
utilizable por el mayor nimero de personas posible.

- Se publica de manera regular y predecible; se publica una nueva version cada
seis meses. Puede usar la version estable actual o ayudar a mejorar la version
actualmente en desarrollo. Cada version estd soportada al menos durante 18
meses.

- Ubuntu esta totalmente comprometido con los principios del desarrollo de
software de codigo abierto; animando a la gente a utilizar software de codigo
abierto, a mejorarlo y a compartirlo.

3.2 - Que es el provecto GNU?

Aunque hayamos comentado el binomio GNU/Linux, merece la pena hacer hincapié y
resaltar la importancia del proyecto GNU, ya que habitualmente suele pasarse por alto,
sin darle la importancia que le pertoca.

El Proyecto GNU fuel lanzado en Enero de 1984 por Richard Stallman, para desarrollar
un sistema operativo completo estilo Unix compuesto de software libre: El sistema
GNU. Actualmente se usan ampliamente variantes del sistema operativo GNU, que usa
el nticleo Linux.

El proyecto GNU esta fuertemente relacionado con la filosofia del software libre, que es
central en los proyectos que derivan de ¢l, como Ubuntu.

3.3 - Que es el software libre?

“Software Libre” no significa que no haga falta pagar por él. Lo que significa es que le
puede dar al software el uso que quiera: el codigo fuente que forma la base del software
libre estd disponible para que cualquiera lo descargue, modifique y en general usarlo
como le parezca. Ademés de los beneficios ideologicos, esta libertad trae ventajas
técnicas: cuando un programa es desarrollado, el sudor que los autores han invertido en
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¢l puede ser aprovechado para construir sobre €l. Por el contrario, el software que no es
libre no se presta para que otros construyan sobre ¢€l, sino que hay que empezar desde
cero.

En el libro escrito por Richard M. Stallman, “Softare libre para una sociedad libre”,
encontramos la siguiente definicion de software libre seguido de las libertades que este
debe cumplir para ser libre:

El “software libre” es una cuestion de libertad, no de precio. Para comprender
este concepto, debemos pensar en la acepcion de libre como en “libertad de expresion”
y no como en “barra libre de cerveza’.

Con software libre nos referimos a la libertad de los usuarios para ejecutar,
copiar, distribuir, estudiar, modificar y mejorar el software. Nos referimos
especialmente a cuatro clases de libertad para los usuarios de software:

- Libertad 0: la libertad para ejecutar el programa sea cual sea nuestro
proposito.

- Libertad 1: la libertad para estudiar el funcionamiento del programa y
adaptarlo a tus necesidades — el acceso al codigo fuente es condicion
indispensable para esto.

- Libertad 2: la libertad para redistribuir copias y ayudar asi a tu vecino.

- Libertad 3: la libertad para mejorar el programa y luego publicarlo para el

bien de toda la comunidad — el acceso al codigo fuente es condicion
indispensable para esto.

Que es un sistema de monitorizacion de red?

En una red nos encontramos con que en cada momento hay docenas de procesos
funcionando, archivos volando a través de los cables, servidores Web sirviendo paginas,
servidores de datos aceptando y registrando transacciones, y CPUs ejecutando millones
de instrucciones por segundo.

Es por esto por lo que es necesario un sistema que controle lo sucedido en nuestra red y
nos informe de sucesos que pueden ser de nuestro interés, ya que nos es imposible
controlar en todo momento lo que esta sucediendo, las 24 horas al dia, los 365 dias del
afo.

Hay infinidad de parametros que nos puede interesar que analice un sistema de
monitorizacidon de red, pero en nuestro caso nos centraremos en la monitorizacion de
servidores, y concretamente en los consumos de CPU, memoria RAM, espacio en disco,
y el estado de los servicios que seleccionemos.
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4 - Analisis

Uno de los principales objetivos, ha sido disefiar y desarrollar la totalidad del proyecto,
utilizando para ello Unica y exclusivamente software libre.

A continuacion se repasaran las herramientas, lenguajes y tecnologias utilizadas

analizdndolas brevemente, para acabar exponiendo las cuestiones relacionadas con el
disefio de la aplicacion.

4.1 - Software utilizado

Ubuntu

Ubuntu ha sido la distribucién Linux elegida para desarrollar el proyecto. Se trata de
una distribucion Linux basada en Debian GNU/Linux que proporciona un sistema
operativo actualizado y estable para el usuario medio, con un fuerte enfoque en la
facilidad de uso y de instalacion del sistema. Es por esto que se ha centrado el desarrollo
del proyecto en buscar la compatibilidad total con esta distribucidon, aunque también es
totalmente compatible con la mayoria de distribuciones como Mandriva, Red Hat,
Fedora, Debian, Open Suse, etc.

MySQL

MySQL es un sistema de gestion de base de datos relacional, multihilo y multiusuario
propiedad de Sun Microsystems, y ésta a su vez de Oracle Corporation.

Licencia
MySQL es desarrollado como software libre en un esquema de licenciamiento dual.

Por un lado se ofrece bajo la GNU GPL para cualquier uso compatible con esta licencia,
pero aquellas empresas que quieran incorporarlo en productos privativos deben comprar
a la empresa una licencia especifica que les permita este uso.

La licencia GNU GPL de MySQL obliga a que la distribucién de cualquier producto
derivado (aplicacion) se haga bajo esa misma licencia. Si un desarrollador desea
incorporar MySQL en su producto pero desea distribuirlo bajo otra licencia que no sea
la GNU GPL, puede adquirir una licencia comercial de MySQL.

MyISAM

MyISAM es la tecnologia de almacenamiento de datos usada por defecto por el sistema
administrador de bases de datos relacionales MySQL. Este tipo de tablas estan basadas
en el formato ISAM pero con nuevas extensiones. El formato ISAM (Indexed Squential
Acces Method), se trata de un método para almacenar informacion a la que se pueda
acceder rapidamente.
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La principal caracteristica de este tipo de almacenamiento es la gran velocidad que
obtiene en las consultas, ya que no tiene que hacer comprobaciones de la integridad
referencial, ni bloquear las tablas para realizar las operaciones por la ausencia de
caracteristicas de atomicidad. Este tipo de tablas estd especialmente indicado para
sistemas que no tienen un nimero elevado de inserciones, como es nuestro caso.

Tal y como hemos comentado, dado que en nuestra aplicacion hay baja concurrencia en
la modificacion de datos y en cambio el entorno es mas intensivo en la lectura de datos,
hace de MySQL el motor ideal para la base de datos de nuestra aplicacion.

Apache

El servidor HTTP Apache es un servidor Web http de codigo abierto desarrollado
dentro del proyecto HTTP Server (httpd) de la Apache Software Foundation.

La version utilizada es la XX, la ultima release estable publicada en el momento de
iniciar el disefio de la aplicacion.

La decision de utilizar el servidor HTTP Apache como servidor Web del proyecto se ha
basado en caracteristicas como su modularidad, su robustez, fiabilidad y eficiencia.
También se han tenido en cuenta aspectos como el hecho de ser de codigo abierto, y la
popularidad de la que goza, lo cual facilita la consecucion de ayuda y soporte técnico.
Ademas Apache es el componente de servidor Web en la popular plataforma de
aplicaciones LAMP, junto a MySQL y los lenguajes de programacién PHP/Perl/Python,
lo cual, debido a la utilizacién de estas mismas tecnologias en el desarrollo del proyecto,
hace que esta eleccion sea la mas adecuada.

Licencia

La licencia de software bajo la cual el software de la fundacién Apache es distribuido es
una parte distintiva de la historia de Apache HTTP Server y de la comunidad de cédigo
abierto. La Licencia Apache permite la distribucion de derivados de cddigo abierto y
cerrado a partir de su codigo fuente original.

La Free Software Foundation no considera a la Licencia Apache como compatible con
la version 2 de la GNU General Public License (GPL), en la cual el software licenciado
bajo la Apache License no puede ser integrado con software distribuido bajo la GPL

Sin embargo, la version 3 de la GPL incluye una provision (Seccion 7e) que le permite

ser compatible con licencias que tienen cldusulas de represalia de patentes, incluyendo a
la Licencia Apache.

Aptana Studio

Aptana Studio ha sido el entorno de desarrollo elegido debido a que se trata de una
distribucion focalizada en el desarrollo para aplicaciones Web 2.0, con soporte a
HTML, CSS y Javascript, asi como otras tecnologias utilizadas como PHP o AJAX.
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La version utilizada es la Aptana Studio Community Edition, que es la version gratuita,
y contiene la mayoria de las funcionalidades del IDE, como edicion, debugging,
sincronizacion y administracion de proyectos. Con soporte para todas las tecnologias
que veniamos comentando.

La version utilizada se encuentra licenciada bajo una licencia dual: GPL V3 y la
freeware APL (Aptana Public License).

4.2 - Lenguajes utilizados

PHP

Aunque la cantidad de ventajas que ofrece PHP es enorme, las que han propiciado su
eleccion como lenguaje de programacion Web del lado del servidor han sido las
siguientes:

- Completamente orientado al desarrollo de aplicaciones Web dindmicas con
acceso a informacion almacenada en una Base de Datos.

- El codigo fuente escrito, es invisible al navegador y al cliente ya que es el
servidor el que se encarga de ejecutar el cédigo y enviar su resultado HTML al
navegador. Esto hace que la programacion en PHP sea segura y confiable.

- Capacidad de conexion con la mayoria de los motores de base de datos que se
utilizan en la actualidad, destacando su conectividad con MySQL y PostgreSQL,
las dos opciones principales para utilizar en el proyecto.

- Capacidad de expandir su potencial mediante la utilizacion de modulos.

- Posee una amplia documentacion.

- Eslibre.

- Permite aplicar técnicas de programacion orientada a objetos.

- Biblioteca nativa de funciones sumamente amplia e incluida.

- Tiene manejo de excepciones.

JavaScript

Es el lenguaje de programacion utilizado para aplicar dinamismo a la parte del cliente
que opera desde el navegador Web. Es utilizado tanto para aplicar dinamismo a la
interfaz Web mediante la implementacion DOM de la que viene provisto y el lenguaje
CSS, como para realizar peticiones de datos de forma asincrona mediante AJAX al
servidor. Gracias al uso de este lenguaje combinado con la tecnologia AJAX, podemos
obtener y actualizar dinamicamente el contenido de la Web mostrada, sin necesidad de
volver a cargar la pagina al completo.

Perl

Perl es un lenguaje de proposito general originalmente desarrollado para la
manipulacion de texto y que ahora es utilizado para un amplio rango de tareas
incluyendo administracion de sistemas, desarrollo Web, programacion en red, y mas.
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Precisamente estas caracteristicas son las que lo hacen idoneo para implementar los
scripts que obtendran los datos de los sistemas y realizaran la comunicacién via sockets
con las interfaces desarrolladas tanto en este mismo lenguaje como en PHP. También se
ha tenido en cuenta para su eleccion su integracion y las facilidades que ofrece para
trabajar en entornos Linux.

HTML y CSS

Como no podia ser de otra manera, al tratarse de una aplicacioén con interfaz Web, la
base de la implementacion y el disefio y posicionamiento que se muestran a través del
navegador se ha realizado con estos dos lenguajes.

AWK

Para la obtencion de algunos datos relacionados con el entorno del sistema operativo se
ha utilizado este lenguaje de programacion conjuntamente con comandos Bash.
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4.3 - Protocolo SNMP vs. diseiio propio

Inicialmente se estudid la posibilidad de usar el protocolo simple de administracién de
red SNMP para realizar las tareas de monitorizacion de equipos dado que este protocolo
ofrece gran facilidad para obtener informacion de administracion de dispositivos de red.

Para poder obtener dicha informacion de los distintos dispositivos que nos interesen,
debemos configurar el respectivo demonio o servicio de SNMP en las maquinas cliente
o dispositivos administrados. Una vez configurado el cliente de SNMP en los
dispositivos a monitorizar, podemos mediante polling, obtener de estos la informacién
necesaria para mostrarla en nuestra aplicacion. También podemos configurar en ellos lo
que se conoce como Traps, que son un comando de notificacion usado por los
dispositivos administrados para reportar eventos en forma asincrona. Cuando un cierto
tipo de evento ocurre, es decir, cuando alguno de los parametros que estamos
controlando, se escapa del margen acotado, el dispositivo administrado envia una
notificacion a nuestra aplicacion central (NMS). Mediante la correcta configuracion de
los Traps, solucionariamos facilmente el sistema de alertas del proyecto que nos ocupa.

Ademas, dada la estandarizacion de este protocolo, podriamos llegar a monitorizar no
tan solo servidores, sino workstations, impresoras, routers, y una extensa lista de
dispositivos de red con unos minimos cambios.

Hasta aqui todo han sido halagos hacia este protocolo, por lo que en el momento de
realizar los estudios previos al inicio del disefio y codificacion del proyecto, SNMP era
el candidato ideal sobre el cual basar el sistema de monitorizacion.

Pero eso solo fue sobre el papel, ya que en el momento de realizar pruebas con las
primeras versiones de la aplicacion, se vio de forma clara que los resultados de estas no
eran satisfactorios, pues imposibilitaban o complicaban en exceso algunos de los
requisitos funcionales y/o caracteristicas con las que se deseaba que contara el proyecto.
Pero fueron concretamente dos, las que impulsaron la decision de eliminar el uso del
protocolo SNMP.

La primera fue la intencion de crear una aplicacion cliente que fuera lo mas sencilla
posible de instalar y configurar en los dispositivos a monitorizar. En los primeros test
realizados, se pudo observar, que la instalacion en entornos Windows era relativamente
sencilla, pero al dar el paso a entornos con sistema operativo Linux, la configuracion no
resultaba tan trivial, llegando a complicarse en exceso en algunas distribuciones
concretas. Con el uso de una aplicacion cliente propia, nos vemos obligados a descartar
su uso en dispositivos como routers, impresoras, y equipos que no corran un sistema
operativo Linux, o al menos momentdneamente, dejandolo para posteriores lineas de
ampliacion del proyecto. Sin embargo, la instalacion y configuracion se convierte en un
proceso muy sencillo en cualquier entorno Linux.

La segunda caracteristica que impulso el disefio de aplicaciones cliente propias, fue el
deseo de tener total libertad para controlar el funcionamiento y la obtencion de datos
deseados. El uso de los Traps del protocolo SNMP, no se acababa de adaptar al
funcionamiento deseado para el sistema de alarmas del sistema de monitorizacion.
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Con este cambio se perdid la gran facilidad de disefio y desarrollo que nos brindaba el
uso del protocolo SNMP, e hico aumentar considerablemente la complejidad del
proyecto. Por otra parte se gano flexibilidad absoluta ya que se al disefiar y programar
desde cero las aplicaciones tanto del cliente, como del servidor, y como consecuencia
disefiar y decidir el proceso de entre ambos.

4 .4 — Diseno del sistema

Una vez tomada la decision de abandonar el uso del protocolo SNMP para obtener datos
de los dispositivos a monitorizar, se opto por disefiar una nueva arquitectura de
comunicacion con dos premisas a cumplir bajo cualquier concepto:

- Scripts cliente-servidor: La mejor opcién para obtener informacion de los
dispositivos de red, ha sido desarrollar un script en Perl que, corriendo como
demonio en los nodos a monitorizar, atendera las peticiones que lleguen desde el
servidor, y servira los datos correspondientes. Con esto podremos monitorizar su
estado y configurarlo desde el servidor central.

Por otra parte, tendremos otro script funcionando en el servidor central, el cual
atenderd las peticiones que le envie cualquiera de los nodos monitorizados y
efectuara el proceso correspondiente. Con este segundo caso, nos referimos
basicamente al proceso de alertas, ya que serdn los propios nodos los que tengan
conciencia de que aspectos de su sistema han de controlar, y sobre que
pardmetros deberan enviar una alerta. Por su parte el servidor central, recibira
dicha alerta y la procesara correspondientemente.

- Acceso desde Internet: Otro de los principales propdsitos que hay que respetar,
es el acceso a la aplicacion, no solo localmente desde una estacion de trabajo, o
servidor, sino desde cualquier nodo de la red, o incluso desde fuera de ella, por
ejemplo desde Internet. Para ello el frontend de la aplicacién deberd basarse en
un interfaz Web, accesible desde cualquier navegador.
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4.5 - Base de datos

MySQL ha sido el sistema gestor de base de datos elegido para la implementacion de la
base de datos de la aplicacion.

A parte de las caracteristicas que de sobras conocidas que hacen de MySQL un potente
gestor, hay que mencionar la integracion, compatibilidad y facilidad de uso que
proporciona conjuntamente con el servidor Apache y el lenguaje PHP. Ademas de ser
un producto licenciado bajo GPL.

Debido al funcionamiento de la aplicacion no ha sido necesario crear un complejo
disefio, ni establecer relaciones, pues con un disefio simple cubre a la perfeccion las
necesidades basicas. En el caso de posteriores ampliaciones que se comentaran mas
adelante si que seria necesario modificar el disefio, estableciendo relaciones entre las
tablas y anadiendo nuevas.

Base de datos PFC

El conjunto de tablas que almacenan la totalidad de la informacién que debe manejar la
aplicacion del lado del servidor, se encuentran reunidas en la base de datos llamada
PFC.

A continuacion veremos el conjunto de tablas que forman PFC, enumerando y
describiendo los campos que las forman.
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Tabla nodos

En esta tabla almacenamos toda la informacidn necesaria sobre cada nodo que es dado
de alta en la aplicacion.

Campo Tipo Null Key Extra

id int(5) NO Primaria auto_increment
nombre varchar(14) | SI

ip varchar(15) | SI

mac varchar(17) | SI

tipo varchar(20) | SI

descripcion | varchar(150) | SI

id: es el identificador tUnico.

nombre: nombre de red del host.

ip: direccion IP del host.

mac: direccion MAC del host

tipo: nos informa del tipo host (workstation, server, ...)

descripcién: En este campo es posible afiadir informacion relativa al host, como podrian
ser caracteristicas, funcionalidades que ofrece, fecha de alta o ubicacion fisica.

Tabla usuarios

Campo Tipo Null Key Extra

id int(4) NO Primaria auto_increment
nombre varchar(14) SI

password varchar(14) SI

descripcion varchar(60) SI

privilegios tinyint(4) SI

ultimolog date SI

activo tinyint(1) SI

id: identificador nico. Es autoincremental, por lo que se incrementara de forma
automatica cada vez que afiadamos un nuevo usuario en el sistema.

nombre: nombre del usuario.

password: password del usuario.

descripcion: campo en el que podremos introducir una breve descripcion sobre el
usuario, como fecha de alta, fecha de baja, tipo de usuario, etc.

privilegios: mediante este campo se asignan los permisos del usuario a la hora de
interactuar con la aplicacion. Se ha elegido un valor entero y no un booleano para poder
facilitar posibles ampliaciones de inclusion de nuevos perfiles de usuario.
ultimolog: ultima fecha en la que el usuario realizo un login en el sistema.
activo: nos indica si el usuario se encuentra activado o desactivado, permitiendo
denegar el acceso al sistema a un usuario sin necesidad de eliminar su perfil.
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Tabla alarmas

Campo Tipo Null Key Extra

id int(5) NO Primaria auto_increment
tipo varchar(8)

fecha varchar(10)

hora varchar(5)

umbral varchar(10)

consumo varchar(10)

alarma varchar(6)

host varchar(14)

atendida varchar(1)

id: identificador unico. Es autoincremental, por lo que se incrementara de forma
automatica cada vez que afiadamos un nuevo usuario en el sistema.

tipo: especifica si se trata de una alarma por consumo de CPU, consumo de memoria
RAM, espacio en disco, o si se ha alterado el estado de un servicio monitorizado.
fecha y hora: especifica la fecha y la hora en la que se produjo la alarma en el equipo
cliente.

umbral: es el umbral que especificamos para que una vez sobre pasado dicho consumo o
cambiado el estado de un servicio, sera cuando el equipo cliente genere una alarma.
consumo: consumo real, en el momento en el que se sobrepasa el umbral.

alarma: especifica si debemos tratar el sobrepaso del valor umbral como un aviso o
como una alerta.

host: nombre del host en el que se ha producido la alarma

atendida: especifica si la alarma ha sido avistada por el usuario y atendida.

4.6 - Diagramas de casos de uso

A continuacion se exponen los diagramas de los casos de uso disefiados para establecer
los requisitos de comportamiento. El disefio de estos es primordial en el disefio de
cualquier proyecto para permitirnos capturar los requisitos potenciales del nuevo
sistema a desarrollar.

Como veremos, cada caso de uso nos proporciona uno o mas escenarios que indican

como deberia interactuar el sistema con el usuario o con otro sistema para conseguir el
objetivo especifico de cada uno.

Acceso a la aplicacion

En el momento de conectar con la aplicacion, la interfaz inicial es un interfaz de login.
Para poder acceder, los usuarios deberan identificarse mediante un nombre de usuario y
un password. Los datos seran verificados, permitiendo o denegando el acceso,
dependiendo de si el usuario es valido en el sistema o no.
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Los actores pueden ser tanto administradores, como usuarios.

Administrador -
R |

Usuario

Gestion de usuarios

Los usuarios del sistema, unicamente pueden ser gestionados por un administrador. Los
usuarios sin permisos no podran afadir, eliminar o editar usuarios, ni tan siquiera
tendran acceso a la informacién completa de los mismos. Unicamente podran visualizar
los listados de usuarios en los que se muestra un breve resumen de los datos de cada
uno.

Gestidn de usuarios

% —b.—b

Administrador

Anadir
usuario

Editar
usuario

Eliminar
usuario

Gestion de nodos

Para poder acceder a las interfaces correspondientes y gestionar los nodos del sistema,
el usuario debera tener permisos de administrador.

Al contrario que en el caso del acceso a la informacion de los usuarios del sistema, en
este caso, el perfil de usuario simple, si que podra acceder sin restricciones a los
listados, y a la totalidad de la informacion relativa a los nodos dados de alta en la
aplicacion. Sin embargo, no podra afiadir nuevos nodos, ni eliminar o editar los
existentes.
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En las interfaces de monitorizacion en tiempo real, las opciones que puedan
comprometer la estabilidad de los nodos observados, permaneceran desactivadas para
excepto para los usuarios con perfil de administrador.

% —'—.

Administrador

Gestion de nodos

Afadir Editar Eliminar
nodo nodo nodo

Gestion de alarmas

Unicamente los usuarios con perfil de administrador, podran gestionar las alarmas del
sistema.

L@

Administrador

Gestién de alarmas

a7 \J g
Ahadir Editar Eliminar
alarma alarma alarma
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5 - Implementacion

A lo largo de este capitulo, comentaremos los aspectos mas técnicos relativos a la
implementacion del proyecto.

Comenzaremos detallando la arquitectura de la aplicacion y su funcionamiento desde un
punto de vista mas general, para ir profundizando en cada uno de los apartados mas

significativos de la misma.

Una vez vista la arquitectura, nos centraremos en la interfaz de usuario, en la que
veremos las funcionalidades a medida que detallamos el mapa web de la aplicacion.

5.1 - Arquitectura

Como hemos visto en capitulos anteriores, el proyecto consta de una aplicacion central,
y unas aplicaciones cliente desarrolladas en Perl, que funcionan en los nodos
monitorizados.

El planteamiento inicial es un modelo cliente-servidor, aunque por temas funcionales,
no siempre actua como servidor la aplicacion central y los nodos como clientes, sino
que por ejemplo para la monitorizacién de los nodos, es la aplicacioén central, la que
actia como cliente realizando la peticion de datos y estos como servidores devolviendo
la informacion.

&’

{\ccgso ala Proxy
aplicacion central

Servidor web
Nado MNodo Aplicacion central
(script cliente)  (script cliente)  (script servidor)

Nodo Nodo Nodo
(script cliente)  (script cliente)  (script cliente) | |
‘ Nodo Nodo
Ackessa e (script cliente)  (script cliente)
aplicacion central Nodo

(script cliente)
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5.1.1 - Aplicacion central

Se trata del nucleo del proyecto, y consta de los scripts Perl, las interfaces Web, y la
base de datos. Principalmente todo el conjunto debe hallarse instalado en el mismo
servidor.

El acceso se lleva a cabo desde un navegador Web, desde donde podremos acceder a las
interficies de usuario. Desde estas, y segun en la parte de la aplicaciéon en la que nos
encontremos, nos mostrara la informacion correspondiente, obteniéndola de los host
mediante peticiones directas a través de sockets en el caso de la monitorizacion de
nodos, de la base de datos ubicada en el propio servidor, o de ficheros temporales
también ubicados en el propio servidor.

5.1.2 - Script servidor

Se trata de un script sencillo, cuya unica finalidad es crear un socket que permanece a la
escucha de peticiones entrantes.

Dichas conexiones se producen en el momento que se genera un aviso o una alerta en
cualquiera de los nodos, y estos envian la informacion relativa a lo sucedido a este
script. La informacion simplemente es almacenada en un fichero temporal, para ser
procesada por la aplicacion central, que a intervalos de tiempo predefinidos, analiza la
existencia y el contenido de dicho fichero.

En el caso de que la aplicacion central encuentre alguna alarma almacenada en el
fichero temporal, la procesara, decidiendo segun su nivel de prioridad que acciones
tomar, como enviar un e-mail en el caso de los avisos, o un sms en el caso de las
alarmas. Una vez llevadas a cabo estas acciones, la informacién es guardada en la base
de datos y publicada inmediatamente en la interfaz grafica. Tal y como veremos mas
adelante, cuando comentemos las interfaces Web, veremos que en cada una de ellas hay
un espacio reservado para la publicacion de estos sucesos.

5.1.3 - Script nodos

Este script es el que se encuentra procesandose en todas y cada una de las estaciones
monitorizadas. Como hemos comentado anteriormente, el script ha sido desarrollado en
Perl, y es iniciado como un demonio del sistema. Consta de diversos archivos que
constituyen las librerias donde se encuentran todas las funciones adicionales que dan
soporte al script principal.

A pesar de que es iniciado desde un mismo fichero, consta de dos aplicaciones que
trabajan por separado. La primera es la encargada de crear un socket que permanece a la
espera de peticiones por parte del servidor. Dichas peticiones pueden ser para obtener
informacion sobre el estado del host, o bien para modificar su configuraciéon, como
sucede en el caso de las alarmas, o en el listado de servicios del sistema de los que
deseamos visualizar su estado.
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La segunda aplicacion es la encargada de manejar los procesos relativos al sistema de
alarmas. Esto es debido a que tanto las alertas como los avisos, no estan controlados
desde la aplicacion central, sino que es cada nodo el que se responsabiliza de su propia
monitorizacién en este aspecto. Es por ello que cada cierto intervalo de tiempo
predefinido, realiza las comprobaciones sobre su propio estado, comparandolo con los
umbrales de alarma establecidos, y decidiendo si enviar un aviso, una alerta, o si todo
esta funcionando correctamente. En el caso de que alguno de los umbrales configurados
se vea rebasado, el script creara un socket que conectara con el script ubicado en el
servidor central para enviarle la informacion de lo que esta sucediendo para que este
segundo lo valore y sea procesado adecuadamente, realizando las acciones pertinentes.

Obviamente cada uno de ellos trabaja en puertos distintos, para evitar que puedan
producirse denegaciones de servicio.

UNB 36

Universitat Autonoma
de Barcelona



SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

5.2 - Mapa Web
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5.3 - Descripcion de interfaces

5.3.1 - Login
Interfaz inicial de la aplicacidon, que proporciona el control de acceso a la misma.

El control de acceso se permite mediante la validacion de un nombre de usuario y su
password correspondiente. Tras comprobar la existencia de texto en los campos, y su
formato, enviamos la informacion de forma asincrona utilizando la tecnologia AJAX, a
la pagina “login.php”, la cual mediante el acceso a la base de datos de usuarios, nos
confirmara si son o no correctos la pareja nombre de usuario y password, devolviendo
dicha respuesta de forma asincrona a la interfaz, que permitira el acceso a la aplicacion
o nos denegara el acceso informandonos del tipo de error ocurrido.

Tsuatio: |
Password:

L,

5.3.2 - Home

Esta se trata de la pagina inicial de la aplicacion, la cual nos sirve de guia, facilitando el
acceso a las  diversas funcionalidades de la aplicacion, separando el acceso a las
mismas de forma tematica.
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Tnicio
Nodaos
Configuracidn =

Descargar cliente

Ayuda

& Aplical2 cpu

A Aplica02 ram

En esta interfaz vemos por primera vez el ment situado en la parte izquierda, que nos
acompafara en todas las interfaces posteriores, facilitando en todo momento el acceso a
cualquier funcionalidad de la aplicacion.

Configurar Modos
Download clhent Configurar Usuarios
Ayuda Configurar Alertas

Al igual que en el resto de interfaces y situado debajo del menu, nos encontramos con la
ventana de alarmas, en la que se nos mostraran en tiempo real las alarmas que se hayan
producido y que atn no hayan sido marcadas como atendidas por algin usuario. En esta
ventana se muestra un pequefio resumen de la alarma, indicando la gravedad de la
misma, si se trata de un aviso o una alerta, el nombre del host en que se ha producido y
el tipo de campo monitorizado al que afecta: consumo de cpu, memoria RAM, espacio
de disco, o servicios. Desde cualquiera de los avisos que nos aparecen, podemos acceder
mediante el link correspondiente, a la pantalla de publicacion de alarmas, en la que
veremos con todo detalle la informacion de lo ocurrido. Profundizaremos mas en este
tema y en las funcionalidades que ofrece el sistema de alarmas en el apartado dedicado
a su interfaz.
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Alarmas

& Aplical2 cpu

& Aplicatz ram

En el momento de acceder a la aplicacion, se iniciara una sesion con el perfil de usuario
con el se ha autentificado en la pantalla de login. Esta sesion se mantendra para todo el
conjunto de paginas que forman la aplicacion, permitiendo en cada caso el acceso a las
funcionalidades pertinentes, segun el perfil de usuario y los permisos del mismo. Es por
eso que en el encabezado superior, se nos mostrara siempre la opcion de “cerrar sesion”,
para poder abandonar de forma controlada la aplicacion.

5.3.3 - Listado de Nodos

En esta interfaz se nos muestra un listado de todos los nodos dados de alta en la base de
datos, junto con una breve descripcion de cada uno, los datos mas relevantes y el estado
de su conexion a la red. Dicho estado es mostrado en tiempo real gracias a la
implementaciéon de funciones que hacen uso de la tecnologia AJAX que van
comprobando periddicamente la conexion de dichos nodos y modificando su estado
inmediatamente en caso de que este cambie, sin necesidad de volver a cargar la pagina.
A través de esta interfaz podemos acceder a la interfaz encargada de mostrar los
parametros monitorizados en tiempo real, mediante el link incluido en el nombre del
host. También podemos acceder mediante los links correspondientes, a la edicion de la
informacion del nodo, o a la configuracion de alarmas del mismo.

Nombre P MAG Tipo Estado
il wall-laptop | 127.0.0.1 00:13:02:dd: 9e:f7 | servidor Editar | Alarmas
ledas Aplica02 | 192.168.0.130|00:17:de:48:a5:08 | servidor Editar | Alarmas

nfiguracién =

Comigiasin Mai01 192.168.05 |00:17:12:54:a5:09 | servidor Editar | Alarmas
Descargar cliente 3 - v

Aplica0i 192.168.0,129 | 00:17:12:58:a85:07 | servidor Editar | Alarmas
Asyuda
b Aplicadd 192162806 | 00:54:dd:4%:a5:01 | servidor Editar | Alarmas

Alarmas

& 2plical2 cpu

& Aplica02 ram
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5.3.4 - Monitorizacion de nodos

Esta es una de las interfaces que mas relevancia tiene dentro de la aplicacion. En ella se
nos muestran los parametros monitorizados en tiempo real.

Tal y como hemos comentado anteriormente, esta interfaz también implementa
funciones que hacen uso de la tecnologia AJAX, para poder mostrar dindmicamente los
cambios producidos en el estado del nodo, sin necesidad de cargar de nuevo la pagina
Web. Esto se consigue realizando la peticidon, recepcion y muestreo de los datos
mediante conexiones de forma asincrona, lo cual produce un resultado dindmico y
totalmente transparente para el usuario.

Tricio Al
Modos Host: | [walwlapop | |1P: hizronn || mac: | [poi30zasger
Configurarién Tipo: |[sevidr  ||versionaFos:|[ ]
Descargar cliente
Lyuda CPU
Consumo:  [20.3 Arquitectura; |Genuine[nte| |Core5: 2
Alarmas o Genuine Intel(R) CPU
& Aplicad? cpu i T2500 @ 2.00GHz
& Aplicad2 ram e
RAM total: | 1025400 kB RAM usada: | 151328 kB |RAM libre: | 874072 kB
SWAP total: | 1052216 kB SWAP uzada: | 22440 kB | SWAP libre: | 1029776 kB
Servicios
apache2 on
bluetooth on

La informacion relativa a la descripcion del equipo, como el nombre de host, tipo de
estacion, etc. se consigue a través de una consulta a la base de datos ubicada en el
servidor, mientras que la obtencion de el resto de pardmetros monitorizados, se obtienen
directamente del nodo, a través de la creacion de sockets, conectando directamente con
la aplicacion cliente instalada en el nodo monitorizado y publicando los datos.

Desde esta interfaz también podemos configurar los servicios que deseamos
monitorizar, pudiendo seleccionarlos desde un listado que nos muestra todos los
servicios existentes en el equipo. En la nueva ventana, se nos muestra tanto los servicios
hallados en el sistema remoto, como su estado. Una vez seleccionados, se incluirdn o se
eliminaran de la monitorizaciéon en tiempo real.
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Toioin Host
Nodos Host: | [walulaptop {e: [iz7o01 ] MAC:|}DD-13D2-uu9w “
Configuracién > Tip ] | >
i -~
Descargar cliente ) Servicio Estado ¥
Ayuda cpll O acpi-support 2345
cofl O acpid off = . _2
Alarmas ; O alsa-utils off
& Aplicad2 cpu (] anacron off
& pplicat2 ram K1 apache2 on
E O apparmor on libre:
S8 O apport off P libre: | Mahy
= O atd off
[gef] O atieventsd on
?D O avahi-daemon off
[l O binfrt-support on
T Rklblietooth o
Co Cancelar

Comando:

En el caso de tratarse de un usuario con permisos de administrador, aparecerd en la
interfaz un nuevo grupo de opciones que nos permitiran ejecutar comandos de consola
en la estacion monitorizada y obtener los resultados producidos por la ejecucion del
mismo, como si de una consola virtual se tratara. Por ejemplo, si ejecutdramos el
comando 'ifconfig', se mostrara los detalles de las interfaces de red del nodo
monitorizado. A continuacién exponemos una captura de pantalla de la aplicacion en la
que se puede apreciar el resultado del envio del comando date.

UNB e

Universitat Autonoma
de Barcelona



SISTEMA DE MONITORIZACION DE SERVIDORES LINUX

Consola Virtual

Comando:

date

Envia

jue jul

5.3.5 - Configuracion de los nodos

Interfaz sencilla en la que se nos muestran todos los datos relativos a un nodo concreto,
permitiéndonos la edicion de los mismos.

| Editar | [Actualiza | [ Cancelar |

Tnicio
HNodes 10 §
Configuracidn = MNombre: AplicaD2
Hedeati 1P: 192.168.0.130
Ayuda

MAC: 0017 de:48: a5:08

Alarmas Tipo: senidor

& Aplical2 cpu

Servidor de

Descripcion: ; :
aplicaciones =

& pplicad2 ram

Estado:
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Inicialmente se muestra la informacién del nodo solicitado, y mediante las opciones
situadas en la parte superior del formulario, podemos editarlas. Tanto la edicion, como
la creacion o eliminacion de nodos, utiliza la tecnologia AJAX, para proporcionar al
usuario una experiencia mas agradable, al no tener que recargar la pagina cada vez que
se lleve a cabo una accion.

5.3.6 - Listado de usuarios

Muestra un listado de todos los usuarios dados de alta en la aplicacion, permitiendo
afnadir nuevos usuarios, eliminar existentes, y acceder a toda la informacion relativa a
un usuario concreto, para poder consultar o modificar dicha informacion.

T I Muevo Usuario] [ Listadu]
Inicio
Nombre Privilegios Descripcion Activo
MNodos
- Wictor i Administrador 0 Editar
Configuracién =
, Carlos 2 Lsuario 0 Editar
Descargar cliente
Ayuda
Alarmas

5.3.7 — Configuracion de usuarios

De igual forma que con la configuracion de nodos, esta interfaz nos muestra los datos
relativos a un usuario concreto, permitiéndonos la edicion del mismo.

Inicialmente se muestra la informacién del nodo solicitado, y mediante las opciones
situadas en la parte superior del formulario, podemos editarlas. Tanto la edicion, como
la creacion o eliminacion de nodos, utiliza la tecnologia AJAX, para proporcionar al
usuario una experiencia mas agradable, al no tener que recargar la pagina cada vez que
se lleve a cabo una accion.

5.3.8 - Alarmas

Este apartado es conjuntamente con la interfaz dedicada a la monitorizacion de nodos en
tiempo real, uno de los mas relevantes dentro del proyecto, pues de encarga de gestionar
todo lo relativo al sistema de alarmas que implementa el proyecto. Nos referimos en
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este caso al mismo como apartado, en vez de interfaz como hemos echo hasta ahora,
debido a que la funcionalidad del sistema de alarmas consta de varias interfaces visibles
para el usuario, algunas dedicadas exclusivamente y otras que estan incluidas en otras
interfaces, como la ventana de alarmas que hemos comentado cuando detalldbamos la
interfaz 'home'. También consta de varios modulos no visibles para el usuario, que se
encargan de revisar periodicamente la existencia de nuevas alarmas, y en el caso de que
estas existan, de la generacion y envid de las mismas mediante e-mail o sms.

A continuacion procederemos a detallar el funcionamiento de las interfaces.

- Listado de alarmas

En esta interfaz se nos muestra un listado de todas las alarmas generadas por los
distintos clientes, que atn no han sido atendidas.

Se muestra un breve resumen, en el que podemos observar la gravedad de la alarma, el
host en el que se ha producido, el tipo de parametro al que afecta, la fecha y hora en la
que se produjo, el umbral del pardmetro que especifico el usuario para esta alarma, y el
consumo o estado real que se ha dado.

A través del link ubicado en el nombre del host, podemos acceder a la interfaz de
monitorizacidon del nodo, para comprobar el estado del mismo y decidir las acciones
correspondientes a tomar, valorando el estado actual. Una vez valorado y llevadas a
cabo las actuaciones correspondientes, podemos marcar como atendida la alarma, para
que esta desaparezca tanto del listado de alarmas, como de la pantalla presente en todas
las interfaces de la aplicacion.

- Configuracién de alarmas

Desde esta parte de la aplicacion, es donde podemos configurar las alarmas para un
nodo concreto.

Los aspectos que podemos configurar son:

— Consumo de CPU

— Consumo de memoria RAM
— Espacio libre en disco

— Servicios

Para los consumos de CPU, RAM vy disco, la configuracion es idéntica, ya que podemos
definir un umbral de aviso y otro de alerta. El umbral de alerta siempre debera ser mas
critico que el de aviso. Por critico se entiende, que por ejemplo en el caso del consumo
de CPU, el umbral de alerta debe definir un consumo mas elevado que el de aviso. En el
caso de la memoria RAM y de espacio en disco, en los que se define la cantidad de
memoria libre, el umbral de alerta, siempre debera ser un valor inferior al de aviso.
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En el caso de los servicios, se especificara un servicio existente en el host y se
especificara cual es el estado para el que queremos que se nos avise si se produce. Por
ejemplo, podemos seleccionar el servicio 'apache2' y seleccionar 'off. Dicha
configuracion nos avisara si el estado del servicio 'apache2' pasa a ser 'off', lo que nos
indicaria que se ha detenido. Obviamente también se puede configurar a la inversa, por
si nos interesara saber si se ha activado un servicio que deberia estar inactivo.

Todas las alarmas generadas por servicios, seran tratadas siempre como alertas,
otorgandoles de esta manera siempre, el cardcter mas critico.

A continuacion de las opciones de configuracion de las alarmas, nos aparece un listado
de las alarmas configuradas en el mismo. Desde este listado podremos eliminar las que
no deseemos.

No podremos modificar alarmas existentes, pero tampoco podremos generar dos
alarmas distintas para un mismo tipo, como por ejemplo para el consumo de CPU. Por
lo que si disponemos de una alarma configurada para el tipo CPU y deseamos
configurarla, inicamente deberemos configurar las opciones de la misma, y esta sera
modificada sin la necesidad de que haya sido eliminada previamente.

Debido al disefio del sistema, dos condiciones indispensables para poder configurar
alarmas en un host concreto, son que el equipo este dado de alta en la aplicacion, y que
en el momento de configurar la alarma, disponga de conexion de red. Estas dos
condiciones son valoradas en el momento de acceder a la interfaz de configuracion, de
manera que si el equipo se encuentra dado de alta y con conexiéon a red, podremos
configurarlo. En caso contrario, se nos avisara del error correspondiente, impidiéndonos
el acceso a la interfaz. Esta comprobacion es necesaria debido a que es el propio cliente
el que almacena sus propias alarmas y se monitoriza a si mismo, interviniendo el
servidor inicamente cuando se produce una alarma y esta es enviada desde el cliente, o
bien cuando desea acceder al mismo para visualizar su configuracion de alarmas.

- Envio de e-mail

Para realizar el envio de e-mail, se ha configurado PHP para usar un servidor local de
mail, haciendo uso de la aplicacion sendmail.

Una vez configurado correctamente, cada vez que la aplicacion central recibe una

alarma, esta es procesada, y si se trata de un aviso, se enviara un e-mail a la direccion de
correo preestablecida a través de la interfaz en PHP correspondiente.

- Envio de SMS

Para el envio de SMS, se ha optado por hacer uso de los servicios ofrecidos por la
empresa MENSATEK.

Mediante este sistema se consigue la comunicacion entre los servidores de
MENSATEK vy nuestro servidor, utilizando el protocolo HTTP para el envio de
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mensajes SMS. El proceso basico de comunicacion es el siguiente: MENSATEK recibe
la peticion GET o POST de nuestro servidor segin los parametros especificados y
procesa la peticion.

Las peticiones se pueden realizar por HTTP o HTTPs (conexion segura) y los
pardmetros pueden ser enviados en peticiones GET o POST.

Para hacer uso de los servicios ofrecidos por MENSATEK, unicamente ha sido
necesario incluir la API proporcionada, y crear un script en PHP, detallando los
parametros necesarios como nimero de mévil o moviles a los cuales deseamos enviar
los SMS, remitente y el cuerpo del mensaje.

Para el envio de SMS, es necesario que el nivel de alarma sea de alerta, en cuyo caso se

enviara un SMS al numero de movil o moviles especificados, y un e-mail a la direccién
correspondiente.

5.3.9 - Descarga del script cliente

Nos permite descargar el script de instalacion del cliente de la aplicacion.

Este link es de gran utilidad, cuando necesitemos instalar el cliente en una estacion en la
que nos encontramos trabajando fisicamente o mediante conexion remota. Unicamente
tendremos que acceder a la aplicacion desde cualquier navegador Web, y seleccionar
esta opcion para poder descargar en el equipo es script y proceder a su instalacion.

5.3.10 - Ayuda

Nos proporciona acceso a la ayuda de la aplicacion, que incluye el manual de usuario.
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6 - Pruebas

6.1 - Entorno de pruebas

Se ha tratado de disefiar un entorno de pruebas que incluyera todos los aspectos
posibles, tanto a nivel de los sistemas operativos utilizados por los servidores, como por
la arquitectura de la red, sin olvidar el uso de distintos navegadores para acceder a la
aplicacion.

Se han utilizado siete estaciones, seis de ellas con distribuciones GNU/Linux y una de
ellas con el sistema operativo Windows XP, con la finalidad de probar el acceso desde
el navegador Internet Explorer. También se ha dispuesto de un router, que ademas
desempeiia el papel de proxy de la red, permitiendo ademas acceso a Internet. El router
utilizado ha sido un Thomson SpeedTouch v6, con el que se ha creado una intranet con
cinco equipos conectados fisicamente a ¢l, mas uno conectado de forma inaldmbrica.

Ubuntu @ Windows XP

Fedora Mandriva Open Suse

| | |
( | I,

Ubuntu
{Aplicacion central)

Debian
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6.2 - Navegadores Web

Como se comento en el estudio de viabilidad, uno de los requisitos del sistema, es que
pudiera ser accesible desde cualquiera de los principales navegadores Web existentes en
la actualidad. Asi pues recordemos que estos eran:

- Mozilla Firefox 3.3 o superior
- Google Chrome 5.0 o superior
- Internet Explorer 6.0 o superior
- Opera 9.0 o superior

Las pruebas realizadas han consistido en acceder a la aplicacion desde cada uno de
ellos, y simular una sesion de trabajo, en la que se navegara por las distintas interfaces
de la aplicacidn, interactuando con ellas afiadiendo o modificando configuraciones.

Todos superaron las pruebas satisfactoriamente. Esto es debido a que tanto las
funcionalidades aportadas por la tecnologia AJAX, la programacion en JavaScript y la
magquetacion de las interfaces Web, que son cominmente los apartados en los que
suelen aparecer un mayor grado de incompatibilidad entre los distintos navegadores,
fueron tenidas en cuenta de antemano.

6.3 - Distribuciones GNU/Linux

Otro de los requisitos iniciales, era que el proyecto fuera compatible con algunas de las
distribuciones GNU/Linux, mds reconocidas, evitando centrarse Unicamente en alguna
de ellas.

Para realizar las pruebas se han utilizado versiones estables de las siguientes
distribuciones:

- Open Suse 10.2

- Fedora 12

- Mandriva 2010 Spring
- Ubuntu

- Debian 4.0 Etch

A parte de instalar el script cliente en cada uno de los servidores, el unico dato que hay
que tener en cuenta, es instalar las librerias de Perl adecuadas. En el caso que nos ocupa,
las utilizadas fueron las de la version 5.12.1, por lo que no podemos garantizar
compatibilidad con versiones anteriores.

Al tratarse de distribuciones similares, basadas en un mismo nucleo, antes de iniciar el
desarrollo del sistema se tuvo en cuenta el estudio de las herramientas como comandos,
o los lenguajes soportados por las shell de los sistemas, que serian utilizados para
obtener informacion de los servidores.
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Las pruebas realizadas con cada una de las distribuciones ha sido similar a la efectuada
para testear los navegadores Web, que consistio en simular una sesion de trabajo con la
aplicacion interactuando con la totalidad de las interfaces.

Las pruebas de este apartado fueron superadas correctamente por todas y cada una de
las distribuciones.

6.4 - Disponibilidad de la conexion

Este es quizés uno de los apartados mas importantes a la hora de testear la aplicacion, ya
que es sumamente importante para un sistema que trabaja en red, ser tolerante a errores
relacionados con la disponibilidad de la conexion de los recursos con los que trabaja.

Dadas las caracteristicas del sistema, estas pueden darse tanto a la hora de establecer
conexidén con un equipo, como cuando esta se pierde al estar conectado al mismo. El
primer caso podria darse en el momento de establecer la configuracion de las alarmas en
un servidor, y donde tendriamos que comprobar es estado del equipo antes de permitir
que se modifiquen. El segundo caso podria darse, en el momento en que estamos viendo
el estado en tiempo real de uno de los host. En este caso ya nos encontramos conectados
al equipo, pero que pasaria si por cualquier circunstancia, el equipo se viniera abajo
inesperadamente. Es aqui donde, aun a pesar de que tenemos una conexion establecida,
debemos detectar que ha cambiado el estado del equipo, controlar el error y informar
adecuadamente al usuario.

A continuacidn, se muestra una captura de pantalla en la que se refleja como ha sido
controlado un error de conexion:

Elnode 2405 3.1 no esta dispontble.

Thicio

Nodes
Configuracién =
Download chent
Asmda

A AplicalZ2 cpu
A Aplical? ram
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Han sido comprobados ambos casos, tanto en distintos equipos, como accediendo desde
distintos navegadores Web. La comprobacion se ha realizado por una parte tratando de
establecer conexion con equipos de los que previamente conocemos estan apagados o
sin conexion de red, y de igual manera, se han desconectado equipos en los que la
aplicacion se encontraba monitorizandolos en tiempo real. Todos los resultados han sido
satisfactorios, controlando adecuadamente los errores, ¢ informando adecuadamente al
usuario.
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7 - Conclusiones

7.1 — Conclusiones

Durante la realizacion del proyecto se ha podido comprobar la dificultad de cumplir la
planificacion temporal prevista. Inicialmente se habia previsto que el tiempo no seria un
problema, pero la implicacidon en ciertos proyectos paralelos, no contemplados durante
la planificacion del proyecto ha complicado mucho la dedicacion temporal.

Las tecnologias de desarrollo de paginas Web ha crecido mucho durante los ultimos
afos, haciendo que la programacion de estas sea mucho mas facil obteniendo resultados
mucho mads interesantes para el usuario final. Aun asi, la linealidad aun es demasiado
grande, aunque cada vez esta mas implantada la programacion orientada a objetos, lo
que nos aporta una mayor potencia y flexibilidad.

Uno de los objetivos del proyecto, a nivel personal, ha sido el estudio y aprendizaje del
funcionamiento de sistemas de monitorizacién de red. Debido al tremendo interés y
curiosidad que siento por el funcionamiento de las redes y por la programacion, se ha
tratado en todo momento, desarrollar el sistema al nivel més bajo posible, evitando
siempre el uso de frameworks o librerias de funciones. La satisfaccion una vez
finalizado el mismo es indescriptible, tanto por el resultado, como por la cantidad de
conocimientos adquiridos.

Por lo tanto la valoracion final es muy positiva, dado que se han cumplido en mayor o

menor medida todos los objetivos establecidos inicialmente, ademas de algunos que han
ido surgiendo sobre la marcha durante el desarrollo del sistema.

7.2 — Futuras ampliaciones

Han sido bastantes las lineas de posibles ampliaciones futuras que se han ido detectando
durante el desarrollo del proyecto. Esto es debido a que como hemos comentado
anteriormente en le capitulo dedicado a fundamentos tedricos, un sistema de
monitorizacion de redes, es un concepto de aplicacion o sistema bastante general, con lo
que puede abarcar multitud de campos y ofrecer infinidad de funcionalidades.

Algunas de las ampliaciones posibles que se podrian desarrollar serian:

- Deteccion automatica de recursos de red: Se trataria de dotar al sistema de un
modulo dedicado al escaneo y deteccidon automatica de dispositivos de red como
servidores, estaciones de trabajo, routers, etc.

- Sistema de logs: Aunque si que es cierto que el sistema de alarmas mantiene un
historico de las alarmas sucedidas, esto mismo se podria aplicar tanto a los
nodos, como a los usuarios. También es cierto que en el sistema de logs
implementado para el sistema de alarmas podria mejorarse.
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- Generar graficos: Implementar funciones para visualizar estadisticas en formato
grafico. Esta ampliacion iria ligada directamente al desarrollo de un sistema de
logs.

- Mayor interaccion con los nodos monitorizados: Si bien es cierto que la
monitorizacion en tiempo real de nodos de red, ha superado con creces los
objetivos establecidos inicialmente, siempre es posible y positivo dotar de mayor
control al sistema, tanto a la hora de recabar mayor informacién, como para
permitir una mayor interaccion con dichos sistemas.
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Anexo I: Manual de usuario

Manual de usuario

Autor: Victor Arrebola Real
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Introduccion

Aifos, es una herramienta de monitorizacion de redes, centrada en la monitorizacion de
servidores y estaciones de trabajo que funcionen bajo sistemas operativos GNU/Linux.

El acceso a la aplicacion central se realiza a través de un navegador Web, entre los que
se recomiendan:

- Mozilla Firefox 3.3 o superior
- Google Chrome 5.0 o superior
- Internet Explorer 6.0 o superior

Para el correcto funcionamiento, las interfaces Web deberan ser servidas desde un
servidor Web, preferiblemente Apache 2, en el que ademas se debera ejecutar un script
encargado de gestionar las comunicaciones entrantes provinentes de los host
monitorizados. Para ello se deberd instalar el script cliente en cada uno de los hosts que
se quiera monitorizar.

La aplicacion central, formada por el conjunto de interaces web, debera tener acceso a la
base de datos de la aplicacion, pudiendo estar instalada o no en el mismo servidor fisico.
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Inicio

Al intentar acceder a la aplicacion, se nos presenta la interfaz de login, donde debemos
introducir un usuario y su password correspondiente, que sean validos en el sistema, ya
que en caso contrario se denegara el acceso.

TTauatio: |

Paszword: |

Una vez logeados, entraremos en la pagina de inicio, que consta de un menu en la parte
superior izquierda, que nos acompaiiara a través de todas las interfaces, facilitdndonos la
navegacion por la aplicacion. Los componentes del ment son muy intuitivos, aunque
seran detallados a lo largo del manual.

En la parte central encontramos expuesta de una forma mas visual, un resumen de las
interfaces que nos ofrece el sistema clasificadas por categorias.
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Inicio

Nodaos
Configuracidn =
Descargar clhiente

Ayuda

& Aplical2 cpu

A Aplicad2 ram

En todo momento se nos ofrece en la parte superior derecha de la ventana, la opcion de
cerrar la sesion del usuario con el que nos encontramos trabajando, para volver asi a la
pantalla de login.

Otra de las funcionalidades que encontramos en esta pantalla inicial, y que de igual
manera que el menu, nos acompanara por el resto de interfaces, es la ventana de
alarmas. Su funcionalidad se detallard en el apartado relativo a las alarmas del sistema,
aqui simplemente avanzamos, que se trata de un listado en el que se nos muestran las
alarmas sucedidas y registradas por la aplicacion central, pero que aun no han sido
atendidas por el usuario.
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Usuarios

En Aifos, podremos trabajar con dos perfiles distintos de usuario:

- usuvario
- administrador

El primero serd el utilizado por actores del sistema que podran consultar toda la
informacion que el mismo nos ofrece, pero no podran modificar configuraciones, ni
anadir, eliminar o editar la informacion relativa tanto a usuarios como a nodos.

El perfil administrador, tendra un acceso sin restricciones a la aplicacion, pudiendo dar
de alta, editar o eliminar tanto nodos como usuarios, configurar nuevas alarmas en los
nodos, modificar las configuraciones relativas al sistema de alarmas, y trabajar con
partes de la interfaz de monitorizacion en tiempo real como la consola virtual.

La manera habitual de acceder a la informacion relativa a usuarios, es a través de: menu
-> Configuracién -> Configurar usuarios.

Con esta accion conseguiremos mostrar por pantalla un listado de los usuarios dados de
alta en el sistema, junto con su informacidon mas relevante.

T I Muevo Usuario] [ Listadu]
Inicio
Nombre Privilegios Descripcion Activo
MNodos
- Wictor i Administrador 0 Editar
Configuracién =
, Carlos 2 Lsuario 0 Editar
Descargar cliente
Ayuda
Alarmas

Desde esta intefaz, siempre y cuando nos encontremos trabajando con un perfil de
administrador, podremos dar de alta un nuevo usuario mediante el botdn situado en la
parte superior del listado, o editar alguno existente mediante la opcion “editar” situada
en la parte derecha del listado.

A través del formulario de edicion, podremos consultar la totalidad de la informacion
relativa a un usuario y modificarla.
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Nodos

Como hemos comentado al inicio del manual, todos los host que deseemos monitorizar,
deberan tener instalado y ejecutandose el script cliente.

Para poder acceder a las opciones relativas a los nodos, debemos dirigirnos a: ment ->
Configuracion -> Configurar nodos.

Se nos mostrara por pantalla un listado con todos los nodos dados de alta en el sistema,
ademas de la informacion mas relevante de cada uno de ellos. Desde este mismo listado,
en la columna de estado, podemos ver el estado o conexion de red en tiempo real del
nodo en cuestion.

MNombre P MAC Tipo Estado
L walu-laptop | 127 .0.0.1 00:13:02:dd:9e:f7 | servidor| = Editar | Alarmas
Rl fplica02 | 192.168.0.130 |00:17 de:48:a5:08 | servidor| % |Editar | Alarmas
Configuracién =
R Mailo 1 192.168.05 |00:17:12:54:45:09 | servidor| %  |Editar | alarmas
Descargar cliente - -

Aplicati 192.168.0.129 (00:17:12:58:a5:07 | servidor| e Editar | Alarmas
Ayuda
2 Aplicani 192.168.0.6 00:54:dd: 48:a5:01 | servidor x Editar | Alarmas

Alarmas

& Aplicadz cpu

& AplicadZ ram

Para poder acceder a la monitorizacién en tiempo real de uno de los host, inicamente
debemos clickar en su nombre. Echo esto, se nos mostrara la interfaz de monitorizacion
en tiempo real.
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Tnicio Host
Wodes Host: |[walwlaptop | |1F: [izrom | | Mac: ‘ [00:13.02 e Ge:7 | ‘
Configuranién > Tipo: [[sevidor  ||versionawros:|[ |
Descargar cliente
Agida CcPU
Consumo: | 20.3 Arguitectura: |Genuinelnte| |Cores: |2 ‘
Alarmas stelo Genuing [ntel{R) CRU
& Aplicanz cpu : T2500 @ 2.00GHz
& Aplicadz ram Memoria
RAM total: | 1025400 kB RAM usada: | 151328 kB |RAM lbre: | 874072 kB
SWAP total: | 1052216 kB SWAP usada: | 22440 kB SWAP libre: | 1029776 kB
Servicios
apache2 on
bluetaath an

Podemos diferenciar tres tablas diferentes. En la primera, se nos muestra la informacién
relevante del nodo respecto a la red, obtenida de la base de datos del sistema. El resto de
tablas, obtienen la informacion en tiempo real del nodo en cuestion, actualizdndola a
intervalos cortos de tiempo.

En la segunda tabla, encontramos toda la informacion relativa al tipo de procesador y su
consumo actual, y la memoria tanto RAM como SWAP utilizada y disponible en el
nodo.

En la tabla de servicios, se nos ofrece una vision del nombre y el estado de los servicios
que previamente hayamos configurado para que aparezcan. Esto podemos hacerlo desde
el boton situado en la parte superior de la tabla. Esta accion nos mostrara un listado de
la totalidad de los servicios existentes en el nodo monitorizado y su estado actual.
Podemos seleccionar o deseleccionar los que deseemos que nos aparezcan en la interfaz
principal.
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Toioin Host
Modos Host: | [ walw-laptop | [127.001 | [Mag: | [p0:13:02: 00967 \‘
Configuracién = Tip
i -~
Descargar cliente ) Servicio Estado ¥
Ayuda cpll O acpi-support 2345
cofl O acpid off = . _2
Alarmas ; O alsa-utils off
& Aplicad2 cpu (] anacron off
& pplicat2 ram K1 apache2 on
E O apparmor on libre:
S8 O apport off P libre: | Mahy
= O atd off
[gef] O atieventsd on
?D O avahi-daemon off
[l O binfrt-support on
T Rklblietooth o
Col Cancelar

Comando:

Las funcionalidades mostradas hasta el momento en la monitorizacion de nodos, son las
accesibles tanto por el perfil de usuario, como por el perfil administrador. Sin embargo,
a continuacién exponemos una nueva funcionalidad que unicamente serd mostrada si
estamos trabajando con una sesién con un usuario con perfil de administrador, ya que la
interaccion con esta parte del sistema puede tener repercusiones en el funcionamiento
normal del estado de la estacion monitorizada.

Se trata de una simulacion de linea de comandos, en la que podremos enviar y ejecutar
remotamente comandos de shell y obtener los resultados producidos por la ejecucion del
comando. En la siguiente figura, se nos muestra un ejemplo de la interfaz, una vez ha
ejecutado el comando “date”.
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Consola Virtual

Comando:

date

Enwia

jue jul

Podremos ejecutar cualquier comando disponible en el sistema remoto, pero no
podremos escalar directorios. El nivel de permisos con el que se ejecutan los comandos,
es el mismo que el del usuario que ha iniciado el script en el nodo monitorizado.

Edicion

Volviendo al listado de nodos, para cada uno de los que aparecen, tenemos en la parte
derecha de la tabla una opcion para editarlos. Desde este formulario, podremos
consultar la totalidad de la informacion relativa a un nodo, y siempre y cuando nos
encontremos trabajando con un perfil de administrador, eliminarlo, editarlo, o dar de
alta uno nuevo.
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Trucio

HNodos
Configuracién =
Descargar cliente

Ayuda

Alarmas

& 2plicad2 cpu

r Y Aplical2 ram
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Mombre;
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Tipo:

Estado:
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Alarmas

Este apartado es conjuntamente con la interfaz dedicada a la monitorizacion de nodos en
tiempo real, uno de los mas relevantes dentro del proyecto, pues de encarga de gestionar
todo lo relativo al sistema de alarmas que implementa el sistema Aifos.

Comenzaremos por explicar con mas detalle la funcionalidad de la tabla de alarmas que
nos acompaia en todas las interfaces en la parte izquierda de la pantalla, debajo del
menu.

Alarmas

& Aplica02 cpu
& Aplical2 ram

En este listado, las que nos aparecen, son todas las alarmas emitidas por los nodos, que
aun no han sido marcadas como atendidas por ningin usuario. Para poder ver mas
informacion deberemos clickar en la que nos interese, y nos aparecerd toda la
informacion relativa a la alarma seleccionada, con la opcién de poder acceder a la
monitorizaciéon en tiempo real del nodo para poder comprobar su estado, inicamente
clickando en el nombre del host. Una vez llevadas acabo las acciones necesarias,
debemos clickar en la opcion “atendida”, para indicar que la alarma ha sido atendida, y
no se muestre mas en esta tabla.

Las alarmas se clasifican en dos tipos, segin cual sea su gravedad:

Aviso: es el nivel de alarma considerado menos critico, y asociado al cual, se procede a
publicar la alarma en la aplicacidn central y enviar un e-mail a la direccidon configurada.

Alerta: es el nivel de alarma mads critico. Junto a la publicacion de la alarma en la
aplicacion central, se envia un e-mail a la direccion especificada, y ademas un SMS al o
los teléfonos moéviles especificados.
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- Configuracién de alarmas

Desde esta parte de la aplicacion, es donde podemos configurar las alarmas para un
nodo concreto.

Los aspectos que podemos configurar son:

— Consumo de CPU

— Consumo de memoria RAM
— Espacio libre en disco

— Servicios

Para los consumos de CPU, RAM vy disco, la configuracion es idéntica, ya que podemos
definir un umbral de aviso y otro de alerta. El umbral de alerta siempre debera ser més
critico que el de aviso. Por critico se entiende, que por ejemplo en el caso del consumo
de CPU, el umbral de alerta debe definir un consumo mas elevado que el de aviso. En el
caso de la memoria RAM y de espacio en disco, en los que se define la cantidad de
memoria libre, el umbral de alerta, siempre debera ser un valor inferior al de aviso.

En el caso de los servicios, se especificara un servicio existente en el host y se
especificara cual es el estado para el que queremos que se nos avise si se produce. Por
ejemplo, podemos seleccionar el servicio 'apache2' y seleccionar 'off. Dicha
configuracidon nos avisara si el estado del servicio 'apache2' pasa a ser 'off', lo que nos
indicaria que se ha detenido. Obviamente también se puede configurar a la inversa, por
si nos interesara saber si se ha activado un servicio que deberia estar inactivo.

Todas las alarmas generadas por servicios, seran tratadas siempre como alertas,
otorgandoles de esta manera siempre, el cardcter mas critico.

A continuacion de las opciones de configuracion de las alarmas, nos aparece un listado
de las alarmas configuradas en el mismo. Desde este listado podremos eliminar las que
no deseemos.

No podremos modificar alarmas existentes, pero tampoco podremos generar dos
alarmas distintas para un mismo tipo, como por ejemplo para el consumo de CPU. Por
lo que si disponemos de una alarma configurada para el tipo CPU y deseamos
configurarla, inicamente deberemos configurar las opciones de la misma, y esta sera
modificada sin la necesidad de que haya sido eliminada previamente.

Debido al disefio del sistema, dos condiciones indispensables para poder configurar
alarmas en un host concreto, son que el equipo este dado de alta en la aplicacion, y que
en el momento de configurar la alarma, disponga de conexion de red. Estas dos
condiciones son valoradas en el momento de acceder a la interfaz de configuracion, de
manera que si el equipo se encuentra dado de alta y con conexion a red, podremos
configurarlo. En caso contrario, se nos avisara del error correspondiente, impidiéndonos
el acceso a la interfaz. Esta comprobacion es necesaria debido a que es el propio cliente
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el que almacena sus propias alarmas y se monitoriza a si mismo, interviniendo el
servidor unicamente cuando se produce una alarma y esta es enviada desde el cliente, o
bien cuando desea acceder al mismo para visualizar su configuracion de alarmas.

Elnodo 240.5 3 1 no esta dispontble.

Iricio

Hodos
Configuracién =
Dowmload chent
Ayuda

A Aphcal2 cpu
A Aphical? ram

- Listado de alarmas

En esta interfaz se nos muestra un listado de todas las alarmas generadas por los
distintos clientes, que atin no han sido atendidas.

Se muestra un breve resumen, en el que podemos observar la gravedad de la alarma, el
host en el que se ha producido, el tipo de pardmetro al que afecta, la fecha y hora en la
que se produjo, el umbral del parametro que especificod el usuario para esta alarma, y el
consumo o estado real que se ha dado.

Como hemos comentado, través del link ubicado en el nombre del host, podemos
acceder a la interfaz de monitorizacion del nodo, para comprobar el estado del mismo y
decidir las acciones correspondientes a tomar, valorando el estado actual. Una vez
valorado y llevadas a cabo las actuaciones correspondientes, podemos marcar como
atendida la alarma, para que esta desaparezca tanto del listado de alarmas, como de la
pantalla presente en todas las interfaces de la aplicacion.
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