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{Tienen alguna utlidad las técnicas de Inteligencia Artificial en el desarrollo de la investigacion en Ar-
queclogia Tedrica? Yo pienso que si, y por eso un buen dia de Noviembre de 1990 empecé a escribir este li-
bro. En un principio pensaba limitarme a escribir una simple introduccion a los Sistemas Expertos y como de-
bian usarse en Arqueoclogia; crefa que era un tema adecuado para un libro, y que encontraria un amplic mercado
para €l, lo que facilitaria su publicacién. Sin embargo, como todo libro que se precie, Arqueologia Automadtica
pronto empezo a adquirir vida propia, por lo que su apariencia actual es muy distinta de mis proyectos inicia-
les. ' L

¢Qué hace un libro como éste en una coleccion de trabajos sobre Arqueologia Mediterrinea? La razon
mas evidente es porque la practica totalidad de los casos y programas de ordenador que en él se estudian ha-
cen referencia de una manera u otra a la Arqueologia de la cuenca mediterrinea. No todo en Arqueologogia se
reduce a la descripcién de piedras polvorienias y cacharros rotos mis o menos bonjtos. Y este libro pretende
ser un ¢jemplo de ello: Arqueologia Mediterranea entendida como una reflexion acerca de ¢omo hacemos ar-
queologia en el mediterraneo, y uha propuesta teérico y practica acerca de qué arqueologia debemos hacer para
estudiar las sociedades que han vivido, a lo largo de la Historia, en algtin lugar de ese mar que puedo ver a ira-
vés de mi ventana.

En este libro no s¢ propone ninguna renovacion radical de lo que hemos convenido en denominar Ar-
queologia, sino que se presentan algunas de las técnicas de programacion que podemos aplicar al estudio de
los métados de inferencia en Arqueologia. La idea general es relativamente sencilla: el libro expone la nocion
de problema que sc deriva de los recientes trabajos en Psicologia Cognitiva, aplicandola a la caracterizacidn de
los problemas arqueclogicos (en especial aquello que hacen referencia al pasado del Mediterraneo). A continuacion
se detallan las diferentes técnicas informdticas encargadas de resolver problemas de diagnéstico, disefio y mo-
nitorizacion, intentando sicmpre explicar las semejanzas entre esas téenicas y los modos de razonamiento cla-
sicos: deduccidn, induccidn, analogia.

He intentado escribir un libro facil de leer, sin embargo la materia de la cual trata es ciertamente dificil,
y requerird del lector una atencidn constante, milltiples lecturas complementarias y, sobre todo, desprenderse
de muchos de los apriorismos que sobre informatica, logica o filosofia de la ciencia haya aprendido. Los dos
primeros capitulos son, probablemente, los mas dificiles de todo el libro. jQue nadie se asuste! Constituyen tan
solo una introduccion general al tema. lodas y cada una de las cuestiones que tratan son desarrolladas, con di-
versos cjemplos arqueoldgicamente relevantes, en los capitulos siguienies. Al final del libro descubrira el lec-
tor que aquello que no acababa de entender al principio, se ha hecho mucho mis claro.

Pienso que el libro puede ser comprendido por cualquier estudiante con algunos conocimientos basicos
de Arqueologia y de Logica de Predicados. Pucede interesar tambicn al lector familiarizado con la Inteligencia
Attificial, en tanto que introduce un dominio de aplicacién hasta hace poco insospechado. Este segundo tipo
de lector enconirard a faltar referencias a los métodos débiles (reak methods) de resolucion de problemas. Esa
omisién es voluntaria. En general, se trata de t¢enicas interesanies para representar el pensamicnto cotidiano,
el sentido comiin, pero que me han parecido completamente fuera de lugar en una obra cuyo objetivo es la si-
mulacién informatica del razonamiento cientifico.

No estd de mds insistir en ¢l hecho que este libro ¢s una introduccion, de ahi que haya abordado tan
s0lo la superfice del tema. Nadie debe esperar convertirse en un experto en Inteligencia Artificial después de
haber leido las paginas que siguen. Ilabré cumplido con los objetivos que me planteé al escribirlo si alguno de
sus lectares potenciales considera que «e ha sabido a pocor y se decide a desarrollar por su cuenta alguno de
los temas. Con cse fin aparece al final de cada capitulo una serie de lecturas recomendadas. Ademds, el Ane-
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x0 finalincluye una lista de programas de ordenador <asequibles-, para que el arquedlogo empiece a ejercitar-
sc en el arte de programar arquedlogos automaticos.

Tampoco debe confundirse este libro con un recetario de cocina. No ofrezco ni téenicas perfectas, ni for-
mulas milagrosas que solucionen todos los problemas que la Arqueologia Mediterrinea tiene planteados; sino
una descripcion «desde dentror del razonamiento arqueoldgico. Aunque hay algunas referencias prdcticas, no
es éste un libro para aprender a construir un Sistema Experto o que explique ¢cémo se usa una Red Neuronal.
Para ello lo mejor es referirse a los manuales que acompanan los diferentes programas recomendados al final
del texto. La utilidad del libro radica, meramente, en reconocer que existe una manera distinta de estudiar qué
es y cOmo es la Arqueologia. Los resultados de ese estudio es algo que dejo en manos de aquellos lectores que
elijan desarrollar los contenidos del libro. Hoy por hoy la Arqueologia Automdtica es mas una promesa futura
que una realidad; es un dominio por explorar que proporcionard resultados extraordinarios e impredecibles en
los proximos afos. Animo a los lectores a no ser simples espectadores de esos avances, sino a participar acti-
vamente en la aplicacion y desarrollo de la Inteligencia Artificial en Arqueologia.

Alo largo de la elaboracion de estas paginas he recibido la ayuda de bastantes investigadores, la mayo-
ria de los cuales han tenido la amabilidad de ponerme al dia acerca de sus trabajos. Deseo expresar mi agra-
decimiento, por tanto a; Christiane Bron-Pury (Université de Lausanne), Costis Dallas (Benaki Museum, Saloni-
ca), Frangois Djindjian (CNRS, Paris), Jim Doran (University of Essex), Henri-Paul Francfort (CNRS, Paris), J. Ganascia
(Université de Paris), Jean Claude Gardin (CNRS, Paris), Paul Gibson (University of York), Amador Gonzalez (Uni-
versidad Politécnica de Madrid), Marie-Salomé Lagrange (CNRS, Paris), Jean Le Dizes (CETE-Mediterranée), Ruth
Maicas (Universidad Autdnoma de Madrid), Mike Palmer (University of Lssex), Raquel Piqué (Universitat Auto-
noma de Barcelona), Paul Reilly (IBM Research-Center), Robert Reynolds (Wayne Stale University, Detroit), Ste-
ve Shennan (University of Southampton), Wiktor Stoczowski (CNRS, Paris), Arthur Stutt (The Open University),
Vanda Vitali (Ontario Museum), Bert Voorrips (Universidad de Amsterdam). Ninguno de ellos es responsable de
las inexactitudes v omisiones que yo hubiese podido cometer al comentar sus investigaciones.

Empezado en Paris, conclui este libro en Barcelona. En ambas ciudades recibi el apoyo y la amistad de
los miembros de dos soberbias organizaciones cientificas: el Equipe de Recherche No. 315 del Centre National
“de la Récherche Scientifique (bajo la direccién de Henri-Paul Francfort), y el departament de Historia de les So-
cietats Precapitalistes i Antropologia Social de la Universitat Auténoma de Barcelona, convertido recientemen-
te en Divisién de Prehistoria.

Con Aureli Alvarez, Jordi Estévez, Luis Lumbreras, Raquel Piqué y Asuncién Vila tuve ocasion de discu-
tir muchos de los temas que aqui aparecen, vy de llevar a la prictica aplicaciones que antes creia irealizables.

En la Universidad Autdnoma de Barcelona, utilicé a mis alumnos del curso de doctorado <Técnicas de
Inteligencia Artificial en Arqueoclogia-, como conejillos de indias: si eran capaces de entender el contenido del
libro, otros lectores podrian. Ana Delgado, Elisenda Curia, Maria Pallarés y Mercedes Parraga, especialmente,
supieron ensenarme que un profesor no siempre acierla cuando cree estar acertado. Gracias a cllos y ellas, ¢l
volimen inicial de mis de 400 paginas, llenas de férmulas matemdticas y demostraciones de teoremas de 16gi-
ca formal, se ha convertido en lo que el lector tiene hoy en sus manos.

Mis compafieras y compafieros del equipo «Guadalhorce» (Maria Fugenia Aubet, Pedro Bascones, Elisenda
Curid, Ana Delgado, Antonio Fernandez, Mercces Parraga, Apen Ruiz y Magda Salas (el nombre del equipo de-
riva del nombre del yacimiento fenicio que excavan) son también deudores de mi gratitud, ya que aceptaron
una tecnologia «excéntrica» por el mero hecho de ser yo el que la defendia, y ademas acogiceron al excéntrico
tecndlogo que la proponia. Su amistad y colaboracion me han permitido no s6lo acabar un libro que parecia
no tener fin, sino que todos ellos me ensefiaron que la arqueologia no acaba ni en el método ni en la técnica.

Mis amigos vy mi familia también han contribuido lo suyo. Con unos he discutido de todo lo divino vy lo
humano, y muchas de esas discusiones aparecen de una forma u otra en este libro. Los otros se han limitado
a soportarine, lo cual, conociendome, es todo un mérito,

Y finalmente, pero no en Gltimo lugar, a alguien (1) sin cuya ayuda todo el proyecto habria quedado en
el reino de los suefos. Aun cuando pueda parecer una herejia, doy las gracias a mi ex-sufrido ordenador (un
Macintosh SE/30, adaplado a mi imagen y semcjanza), del cual me “divorcié” hace un afio, sustituyendolo por
un flamante Power Mac 6100, con el cual vivo aparejado, para estupor de mi familia. Entre virus (jel pavoroso
WDELT-B!) y otras incomprensiones hemos podido trabajar juntos, aunque sin entendernos del todo.

Y como no solo de investigaciones vive el investigador, ¢s preciso agracedecer a la fuente de toda ayu-
da crematistica que nos permita sobrevivir: el Ministerio Espafiol de Educacidn y Ciencia ha sufragado toda la
investigaciébn mediante la concesion de una Beca Postdoctoral en el Extranjero y de una Beca de Reincorpora-
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cién de Doctores v Tecndlogos. Algunas de las aplicaciones fueron desarrolladas con softeare adquirido para
el «Proyecto Guadalhores, dirigido por la Profesora M.E. Aubet y subvencionado por la DGICIT (PB090-0680).

Creo que debiera dedicar este libro a los arguedlogos automadticos que, un dia u otro, nos suslituiran en
la ingrata tarea de cstudiarnos a nosotros mismos. Sin embargo, como atin no existe ninguno capaz de llevar a
cabo esa tarea, tendré que dejar cste libro sin dedicatoria.

Comentarios bibliograficos

Como s¢ verd mis adelante, todos los capitulos de este libro cucntan con una scleccion de libros y arti-
culos de consulta recomendada. ;Es posible sugerir un titulo acorde con lo dicho en esta introduccién? Aunque
pueda parecer sorprendente, la respuesta a esa pregunta es un rotundo si. Y se trata de una novela: Hermes
and the Golden Ihinking Machine, de Alexander Tzonis, que podriamos traducir por Hermes v la Dorada Md-
guina Pensante. Publicada por el prestigioso Massachussets Institute of Technology (que no es, evidentemen-
te, una editorial dedicada a la comercializacion de novelas de evasién) cuenta la historia de un arquedlogo (Her-
mes Steganos), famoso por ser el primero en aplicar téenicas de Inteligencia Artificial en el estudio de la
iconografia de la cerdmica griega de pinturas negras, que vuelve a utilizarlas... para resolver el asesinato de su
tio. No cuento quien es el asesino, porque para eso esta la novela. Lo interesante de la misma (y por eso la pu-
blicd el MIT) es la sencillez y precision con que explica las técnicas de Inteligencia Artificial. Si ademds anadi-
mos que ¢l asunto trata de arquedlogos y demds cacharros, su lectura pasa a ser muy recomendable.
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1. PROBLEMAS CIENTIFICOS -~ =

Vg L RO i b P - B ' . . .

¢Qué es un Problema cientifico?
Utilizamos la palabra «problema- en distintas ocasiones de la vida cotidiana:
* COMO uNna cuestion o interrogante por resolver
* como un conjunto de hechos o circunstancias que dificultan 1a consecucion de un objetivo
* como una proposicion dirigida a averiguar el modo de obtener un resultado cuando ciertos datos
son conocidos.

Todos esos usos diferentes del (Ermino parceen ener algo en comtin: ain problema es una dificultad que
no puede resolverse automdticamente, sino que requiere una investigacion conceptual o empirica», En otras pa-
labras, nos planteamos un problema en cuanto nos hallamos en una situacion en la que queremos obtener o
hacer algo y no conocemos las acciones que hay que emprender para obtencer lo que queremos o hacer lo que
deseamos.

Si aplicisemos esta idea general al ambito cientifico, tendriamos que concluir que toda interpretacion, todo
significado, no son mas que la solucion 4 un determinado problema. Un ejemplo clasico en nuestra disciplina
seria: Cuil es la cronologia del objeto con el nimero de invemario CA-56917/857 En términos formales re-
presentaremos este interrogante por medio de la siguiente proposicion:

«Cudl ¢s ¢l valor de x, para que la expresion «Cronologia de CA-56917/85 = (x)» sca verdadera?

Solo hay un modo de resolver este problema: disponiendo de un conjunto de soluciones posibles alter-
nativas (cronologias que puede tener ese objeto arqueoldgico) y decidiendo cual de ellas es la mas apropiada
en el caso en cuestion, segin clertos criterios bien especificados. En otras palabras,

«dado un dominio D, es necesario encontrar en un conjunio X de soluciones posibles, los elemen-
tos x que cumplan un conjunto de condiciones Kx) bien especilicadas y definidas por ¢l propio enun-
ciado del problemas.

#Qué es D7 El tema o ¢l dominio del saber en ¢l cual se ha planteado ¢l problema. Es decir, un conjun-
to de unidades de conocimiento tanto factuales (hechos, axiomas, hipétesis) como procedurales (reglas para pro-
ducir nuevas unidades de conocimiento). Este conjunto suele denominarse generddor o espacio del problema.
El generador de un problema arqueoldgico estd formado por ¢l conjunto de hechos cientificos vilidos, inter-
pretaciones posibles e hipotesis de trabajo en un dominio concreto; asi, en el ejemplo cronolégico anterior, el
espacio del problema estaria formado por un conjunto finito de categorias, representando cada una de ellas una
fase cronologica u horizonte cultural en el cual el artefacto CA-56917/85 pudiera incluirse.

El estado inicial de un problema coincide con lo que los légicos denominan explanans, csto ¢s, aque-
llo que queremos interpretar. El estado inicial de un problema arqueoldgico es obvio: el registro arqueoldgico,
el arrefacto o la disposicién de artefactos que queremos interpretar. En términos operativos, dicho estado ini-
cial no es mas que un conjunto de rasgos descriptivos. En otros dominios, la definicion del estado inicial no ¢s
siempre tan evidente.

No debemos confundir el término solucién con el término objetivo. Ll primero hace referencia al expia-
nandum y sucle denominarse estado final del problema. Al igual que ¢l estado inicial, ese estado final no con-
siste en un simple predicado del tipo «siglo xx», sino en el conjunto de caracteristicas de ciertos objetos del si-
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glo xx: «blancos, estrechos, 8 em. de largo, con forma de tubo, malolientes, reflenos de hojas de 1a planta Ni-
colina Tabacum finamente picadas). En olras palabras, el Estado Final de un problema esta definido por todas
aquellas caracteristicas que diferencian esa solucion precisa de las demds posibles. Cuanto més generales sean
Jos términos que describen esa solucion, tanto mds amplio serd su dmbito de aplicacién, y responderi a mas
problemas.

Ahora bien, para que una unidad de conocimiento asi caracterizada sea realmente una solucion precisa-
mos de un conjunto de criterios de validaciéon o requisitos para aceptarla como vilida; ese conjunto de requi-
sitos constituyc ¢l objetivo , que puede ser definido en términos sencillos como: saquello que desea obtenerses.
Fn cierto sentido podria decirse que los objetivos son las entidades estrictamente opuestas a los operadores, que
suelen definirse como «unidad de conocimiento necesaria para alcanzar un fine, Segin csto, todo objetivo esta-
da representado por la deteccidn de una fala de informacidone para obtener algo, en tanto que los operadores
eslarian representaclos por el «uso- de cierta informacién para poder llenar ese vacio de conocimiento. Ni que
decir tiene que el conocimiento al que se reficren objetivo y operador son distintos, puesto que uno depende
del otro.

Usando de nuevo el ejemplo inicial,

s «cdalcular la cronologia del arieficto CA-56917/85» ¢s el objelivo

s ¢l artefacto CA-56917/85» es el estado inicial, caracterizado por: «decoracién a base de motivos ge-
ométricos, altura 11,25 cm.».

s «presencia de cerdmica pintada, decoracion con motivos geométricos, borde exvasado, altuva entre
10y 15 cm., ...»es el operador

s siglo IX antes de nuestra era» es la solucion,

A muchos lectores puede sorprenderles esta caracterizacion del mecanismo de solucion de un proble-
ma: ¢no habiamos definido un problema como «aquello que deseamos obtener v no sabemnos como=? Ahara re-
sulta que ese «no sabemos cdmo- estd constituido, en realidad, por un conjunto de soluciones posibles, una de
las cuales se convertird en la solucion idénea 4l final de un procedimiento especifico de blisqueda y seleccion.
Lo cierto es que no hay problema que pueda responderse si no se conocen previamente, de una manera u otra,
un cierto nimero de soluciones; y este principio es vilido en cualquier 4mbito del saber, incluso en los mas
formalizados, como las matemdlicas.

La expresion «onjunto de soluciones posibles» puede resultar confusa. Es cevidente que en muchos ca-
sos -sobre todo en Arqueologia- las soluciones posibles estan totalmente definidas, v que el mecanismo de so-
lucion se limita a una basqueda entre todas ellas y la seleccidon de la mejor. Bs, precisamente, esa metifora de
la bisqueda- de solucidn lo que da razon de ser al simil geométrico en el ermino «spacior del problema. Fl
procedimiento o argumento utilizado para elegir una de las soluciones constituye el operador del problema. En
otros ambitos del saber, especialmente en las disciplinas mas formalizadas, las soluciones posibles son tantas,
que un operador basado en 14 basqueda v seleccidon de la mejor entre ellas no resultaria efectivo. En Matema-
ticas, por ejemplo, el conjunto de las soluciones posibles a una ecuacion -¢l Generador de ese problema- estd
constituido por el conjunto de los Numeros Reales. No hay manera de construir un operador que busque en
ese conjunto infinito, porque esa biisqueda no acabaria nunca. En Inteligencia Artificial denominamos a esa di-
ficultad explosion combinaroria. Para evitarlo, podemos hacer que ¢l generador coincida con el operador. Es
decir, que el conjunto de soluciones no esté definido en términos de las caracteristicas individuales de cada so-
lucion, sino en términos de las operaciones necesarias para qroducirlas o «generarlar | usando como material
de construccion el estado inicial. Aunque pucda parecerlo, este procedimiento no esta renido con la necesidad
de hisqueda y seleccidn, solo que ahora la bisqueda no tendri lugar entre soluciones, sino entre opceradores
posibles.

De todo lo dicho hasla aqui s¢ deduce que los problemas cientificos deben estar enunciados, necesaria-
mente, en un dominio concreto, puesto que sin conocimiento previo nunca habrd solucion. La solucion a un
problema -ya sea arqueoldgico o propio de la vida cotidiana- surge de la manipulaciéon de un conjunto de uni-
dades de conecimiento, las cuales pueden llegar a ser muy numerosas. Cuanto mas estructurado esté ese con-
junto de unidades de conocimiento, mas se parezca a una Teoria Cientifica y mas integrado esté el operador
en esa Teoria, mds facil serd resolver el problema y mis adecuadas las soluciones obtenidas.

Por consiguiente, puede considerarse la resolucion de un problema como el conjunto de acciones suce-
sivas que conducen de la descripeion empirica de un fendmeno arqueoldgico a su inlerpretacion o significa-
do. Esas «acciones: son, en realidad, la aplicacion de distintos operadores cuya funcion es poner ¢n contacto ¢l
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estado inicial (descripcion del fendomeno) con el estado final (o mterpretaclcm considerada vilida). En dcfini-
tiva, para resolver un problema necesitamos:

e la definicidén de un espacio del problema ¢ generador que contenga todas las interpretaciones po-
sibles a un fendmeno dado. Ese espacio es, en realidad, una Teoria Cientifica acerca de ciertos fe-
nomenos.

o la especificacion de uno o mis estados que scan interpretaciones aceptables (vilidas) de ese fe-
nomeno

* la especificaciéon de un conjunto de reglas (u operadores) derivadas de la Teoria ¢n la cual s¢ ha
definido ¢l problema, que describan las acciones permitidas para pasar de la descripeidén empirica
del fendmeno a su interpretacion

No obstante, no tenemos suficiente con estos requisitos; para que un problema sea soluble es preciso que

_este bien ecrmrcmma’o y para ello:
1. el conjunto de todas las soluciones posibles (X ) -0 espacio del problema - y las condiciones de cada
solucion real [K(x) ] han de ser totalmente conocidas por el agente encargado de resolver el proble-
ma;

r

L

debe existir un criterio definido para verificar cualquier solucién propuesta, v un procedimiento «me-

canizable» para aplicar ese criterio;

3. en el espacio del problema ha de estar representado el estado inicial y su estado final, asi como to-

dos los operadores necesarios para ponerlos en relacion,

los cambios o transiciones permitidos en los estados de un problema (generados por un «operadors

o regla especifica) pueden representarse en el espacio de estados del problema -conjunto de todas

las soluciones posibles-, como transiciones entre estados sucesivos, es decir, como soluciones parciales

entre ¢l estado inicial y ¢l estado final del problema;

5. cualquier informaciton que el agente encargado de resolver el problema pueda usar ha de estar re-
presentada en vno o mis estados del mismo;

a. todas esas condiciones exigen una cantidad de calculos y un tiempo de computacion practicables.

[

JCOmo se resuelven los Problemas cientificos?

La resolucién de un problema empieza siempre con la identificacion de la dificultad que debe resolver-
se. Una vez identificada recurrimos a la informacién disponible {conocimienio previo) y decidimos el punto de
partida del procedimiento «mecdnicor de resolucion, es decir, construimos un estado inicial sobre el cual apli-
caremos ¢l operador o los operadores necesarios. A continuacion estimamos la diferencia existente entre nues-
tro punto de partida y al punto al que queremos llegar (el objetivo), eligiendo para ello un procedimiento u
operador que reduzca esa diferencia y permita que nos traslademos del punto de pantida hasta el punto de He-
gada o solucion (Fig. 1.1.).

Tanto el estado inicial como el estado final de ese proceso constituyen una representacion del conoci-
miento previo: en el primer caso, el conocimiento que define la situacién en la que se ha detectado una difi-
cultad, en el segundo caso, el conocimicnto que resolverd esa dificultad. En el caso de la arqueologia, la situa-
cidn en la que se detecta una dificultad coincide con aquello que se quiere interpretar; por ejemplo, la cronologia
de un registro arqueologico especifico. El estado inicial esta definido, obviamente, por una descripcion de ese
registro arqueologico, porque es alli donde identificamos la «dificultad- que deseamos resolver. El estado inicial
estd de un modo u otro implicito en el enunciado del problema; es decir, aparece determinado por €l objetivo
a resolver v por el conocimiento previo de que se dispone. «Representar la situacion inicial, por tanto, equiva-
le a describiria. Representar el resultado, por su parte, exige construir un conjunto de soluciones posibles a par-
tir de un conjunto de conocimiento previo. Como veremos a continuacién, gran parte de ia eficiencia del pro-
cedimiento de resolucion se basa en la «construccions de ese conjunto, es decir, en el isomorfismo entre las
soluciones posibles y el conocimiento del cual proceden.

La solucion 4 un problema s una funcion de su estado inicial, es decir, dada una dificultad concreta (ob-
jetivo), la solucion dependerd de la situacién en la que se haya identificado esa dificultad. Esta afirmacién es
una consecuencia evidente de la caracterizacion de los mecanismos de resolucion como bisqueda y seleccion
de la mejor solucidn posible. Por tanto, la solucion concreta que obtengamos habra de estar determinada por
el estado inicial que hayamos empleado como punto de arranque del procedimiento de solucion. Un ejemplo
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Fig. 1.1. Esquema General del Proceso de Resolucicn de un Problema.

trivial: supongamos una situacién cualquiera en la que hemos identificado una dificultad, puede ser la crono-
logia de una fase de ocupacién concreta en un yacimiento prehistorico, o la clase social a la que debicra asig-
narse determinada tumba. Para resolver cualquiera de esos problemas debemos encontrar una unidad de co-
nocimiento particular que dependa de la dificultad identificada, es decir, las categorias Siglo X 6 «Caudillo Tribal,
pongamos por caso, serian soluciones apropiadas de los estados iniciales Fase de Ocupacion Br 6 <«Tumba 75
siy solo si existiese algan tipo de dependencia entre ambas.

El diccionario define la relacion de dependencia como «subordinacionr o «consecuencia»

B depende de A si B es consecuencia de A.

A su vez, el término «consccuenciar sucle definirse como «proposicién que deriva de otra». Dicho de otro
modo, la solucion depende del estado inicial porque ha sido producida (o clegida) ¢ pariir de un estado ini-
cial. Al caracterizar el procedimiento de resolver un problema como bisqueda y seleccion de una entre varias
soluciones posibles, estamos dando a entender que la solucién a un problema es una entidad virtual no exis-
tente- hasta la formulacion de un estado inicial capaz de scleccionarla: ¢l estado final existe porque existe un
estado inicial capaz de seleccionaria. Ahora bien, esta capacidad de seleccion no sélo depende del estado ini-
¢ial mismo, sino del operador que va a ponerlo en relacion con la solucién. Es precisamente el hecho de apli-
car un operador 1o que estable la Juncidon- o dependencia en cuestion.

Concluiremos, entonces, que la relacion existente entre estado inicial y solucidn coincide con la aplica-
cién de un operador. En realidad, ese operador se limita a ré¢preseniarla funcion entre ambos, traduciéndola a
un formato ejecutable, esto es, como una sccucncia ordenada de reglas, acciones e instrucciones. Esa relacion
(y el operador que la representa) es un elemento de conocimiento cientifico, que forma parte del conjunto de
conocimiento en el que se ha enunciado el problema, el estado inicial v el conjunto de soluciones posibles.
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Esta relacion entre estado inicial y estado final, y que hemos definido, a falta de un término mejor, como
de «dependenciar, no tiene por qué ser una relacion formal o matematica. Al menos no siempre. El objetivo de
este libro es precisamente analizar la gran diversidad de funciones o relaciones posibles existentes entre un es-
tado inicial y una solucién posible, la mayoria de ellas incluidas en ¢l mal llamado y peor comprendido «senti-
do comuans. Las cinco modalidades de operador antes enunciadas (Correspondencia, Simulacion, Ordenacion,
Transformacion, Formal) ya nos indican la extrema diversidad de los mismos. Esas relaciones tampoco son «evi-
dentes» o ficiles de establecer. No olvidemos que los problemas surgen de la identificacion de cierta dificultad;
por lo tanto, 14 relacién entre un estado inicial y un estado final no ¢s nunca obvia, sino no se llamaria dificul-
tad, Como hemos descrito el procedimicnto de resolver problemas en tanto que una blsqueda y seleccion del
mejor resultado de entre un conjunto de soluciones posibles, el punto clave en la resolucion radica en deter-
minar si existe o no alguna relacion entre los datos iniciales y la solucién propuesta.

En la vida cotidiana, pocas veces nos molestamos en deflinir esa relacion, pues actuamos por ensayo y
error o bien recurrimos a nuestra experiencia: si la situacion es semejante a alguna antes experimentada, ac-
tuaremos de igual forma que Jo hicimos en aquel momento. La resolucion de problemas cientificos suele estar
basada muchas veces en el ensayo y error, si bien lo mis aconscjable seria establecer la relacion entre datos
iniciales v resultado mediante:

s experimentacion
= deduccion
* aprendizgje

A nivel de la resolucion del problema, es decir, una vez que se ha obtenido por experimentacion, de-
duccidn o aprendizaje una lista de posibles operadores, se procede de nuevo por blisqueda y seleccion del mas
idoneo entre cllos, esto cs, de aquel que mejor reproduzea la relacion existente entre el estado inicial y el es-
tado final que resolvera el problema. En definitiva, para poder buscar y seleccionar una solucion, es preciso que
antes busquemos y seleccionemos un operador, operacion para la que necesitaremos, también, algiin tipo de
conocimiento previo que nos permita levar a cabo esa «suboperacion» de bisqueda de la relaciéon u operador.

Si lo que se desca es alcanzar cierto objetivo (resolver un problema), debe formularse la tarea de algu-
na manera, esto es, las diversas acciones (operadores) han de disponerse de algiin modo racionalmente ligado
al objetivo. Y esa ordenacidn solo puede llevarse a cabo recurriendo al conocimiento disponible. Incluso el he-
cho de buscar ¢l conocimienito necesario para disponer el conjunto de acciones necesarios forma parte de las
acciones que satisfaran el objetivo. Cuanto mas problematica sea la solucion, menos conocimiento estara dis-
ponible, y mas dificil resultard su acceso. En este sentido «problematico» significa «pobre en conocimientos.

Descomposicion de un Problema

Aceptemos, pues, que «cstablecer una relacion cualquiera entre el estado inicial-y uno de los estados fi-
nales posibles equivale a resolver definitivamente un problema. La imaginacion v la creatividad, tantas veces
exigida por los fildsofos criticos de la Inteligencia Artificial, radica precisamente en ese caricter laxo y muy li-.
bre de la relacion. Lo que importa ¢s que haya algin tipo de asociaciéon, no que esa asociacion siga un criterio
preestablecido o muy riguroso formalmente. Obviamente, cuanto mas formalizabler sea la relaciéon, mayor va-
lidez otorgaremos a la solucién.

Consideremos el siguiente ejemplo: ¢Cual es la cronologia de la espada de bronce encontrada en el ya-
cimiento (A, Dado que la situacion inicial ya estd definida (una descripcion de la espada), pues es ella la que
nos ha sugerido la necesidad de resolver una dificultad, lo primero que tendremos que hacer es deducir del co-
nocimiento a nuestra disposicion (fruto de nuestra experiencia o de lecturas scbre la materia) el conjunto de
soluciones posibles. Definimos la relacion entre ¢l estado inicial y una de entre todas esas soluciones alterna-
tivas como unha asociacion simple: la solucion elegida ha de contener entre sus caracteristicas definitorias algu-
nos de los rasgos descriptivos del objeto. Por ejemplo, el estado inicial «espada de bronce caracterizada por la
forma peculiar de su hoja v pomo, la primera estrangulada en su lercio superior, y el segundo acubado en cola
de pez» se asociard con aquella de las soluciones que contengan entre sus caracteristicas la expresion «Hoja es-
trangulada en su tercio superior y pomo en forma de cola de pez».

Este problema no podri ser resuelto si:

* no hemos encontrado ningin término de comparacion entre estado inicial y estado final, esto es,
ninguna de las soluciones posibles mantiene relacion de dependencia alguna con el estado inicial.
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Por ejemplo, si ninguna solucion contuviese esa mencioén a las espadas con un tipo de hoja vy
pomo determinado.

* hemos encontrado mis de una solucién posible que comparte caracteristicas con ese estado ini-
cial, y na sabemos cual de ellas elegir como «amejor solucién. Las soluciones «Siglo 1%, <Siglo x» y
Siglo «x1v» conticnen la caracteristica «presencia de espadas con hoja estrangulada en su Lercio su-
perior vy pomo en forma de cola de pez. ;Cuil de las tres soluciones, siglos 1x, x ¢ x1v es la co-
rrecta?

En ¢l primer caso, existe incompalibilidad entre el estado inicial y el estado final, y por tanto no puedc
cncontrarse el operador necesario; en el segundo, ¢l Gnico operador disponible proporciona demasiadas solu-
ciones opuestas entre si (una espada no puede datarse simultincamente en tres épocas distintas). En ambaos ca-
sos aparece la necesidad de descomponer el problema.

En otras palabras, los {alloss ¢n la resolucion dan lugar a que nos planteemaos subproblemas cuyo obje-
tivo es, precisamente, resolver la nueva dificultad aparccida. En ¢l caso que aqui nos ocupa ese «subobjetivos
consiste en reducir la distancia entre el estado inicial v alguna de las soluciones, es decir, buscando un estado
intermedio, relacionado a su vez con la descripeion de la espada y con la solucién idonea y que haga «de puen-
ter entre uno y otro (Fig. 1.2.). La deteccidn de una unidad de conocimiento entre los datos iniciales v la solu-
cion permitiria descomponer la aplicacion del operador, y con ello el establecimiento de la relacion entre am-
bas, en dos acciones sucesivas: un primer operador entre el estado inicial y el estado intermedio y un segundo
-distinto probablemente del primero- entre esc estado intermedio y ¢l estado {inal.

ESTADO Estado Estado
INICIAL intermedio final

Fiig. 1.2. Elementos en los que se descompone un problema.

La descomposicion del problema constituye, a su vez, un problema, cuyo propdsito serd buscar v selec-
cionar un estado intermedio que reduzea la distancia entre el Estado Tnicial y el Estado Final. Esa basqueda ten-
drd lugar en un espacio de estados intermedios posibles, obviamente distinto del espacio de soluciones alter-
nativas, por consiguiente, el espacio del problema estard constituido, no sélo por el conjunto de las soluciones,
5ino también por el conjunto de todas las descomposiciones posibles. El procedimiento de descomposicidn pue-
de esquematizarse, entonces, del siguiente modo:

Descomponer el problema
Si se desea alcanzar el objetivo G
y no se cumple la condicidn previa C
Entonces, alcance previamente €l subobjetivo C.

Los subobijetivos son unidades de conocimiento preespecificadas cuyo objetivo es, precisamente, resol-
ver los errores de ejecucion. Se trata de un conocimiento acerca del procedimiento para resolver el problema
antes que acerca e la solucion correcta del problema; nos referiremos a él como meta-conocimiento. Es im-
portante destacar que, sin ese meta-conocimiento, no puede haber solucion en el caso de problemas media-
namente complejos.

La aparicion de crrores de ejecucion durante la resolucion de un probiema depende de los fallos en el
mecanismo de decision del operador mas conveniente o de la solucion mas adecuada, Podemos encontrarnas,
entre otros, con los siguientes:

¢ la aplicacion de un operador impide decidir cual ¢s la mcjor solucion, ya que el espacio del proble-
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ma (la diversidad de soluciones alternativas) es demasiado grande: varias soluciones posibles son ade-
cuadas para ese estado inicial,

s la aplicacién de un operador no da Tugar a solucion | pues ninguna de las soluciones existentes en el
espacio del problema parece mantener relaciéon alguna con su estado inicial,

» ¢l Unico operador aplicable indica que el estado inicial no es el adecuado en ese espacio del proble-
ma (la descripcidn del ajuar de una tumba no nos permite responder a preguntas metafisicas acerca
de la vida v la muerte),

* puede registrarse un conflicto entre dos o mas operadores aplicables que proporcionan soluciones opues-
Las. '

Todos esos errores de ejecucion se resuelven por medio de busqueda y seleccién de conocimiento en
un subespacio especifico. Es decir, el agente que resuelva el problema debe tener acceso a una fuente de in-
formacion alternativa en la cual encontrari el conocimiento que permitira resolver la dificultad y alcanzar el ob-
jetivo primario. Cada uno de los cuatro tipos de error da lugar a un subproblema peculiar, con un subespacio
propio, que puede contener, segiin sea el caso, nuevos operadores, nuevos estados iniciales, etc.

En resumen, para poder resolverlo, todo problema precisa de un sistema de subespacios asociados, cada
uno de ellos particular a un subobjetivo especifico. La apariencia externa de ese sistema es la de una comple-
ja red en la que estan intcgrados 1odos los subproblemas posibles, unidos entre si por medio de relaciones de
«cooperacions, pues cada subproblema, con ayuda de los demds contribuye a encontrar la, solucion idénea al
estado inicial . Veamos un ejemplo. La Figura 1.3. representa un problema que requiere tres descomposiciones
(o tres subproblemas, como queramos decirlo) para poder evaluar la relacion de dependencia entre el estado
inicial y el estado final.

Problema General
| ESTADO INICIAL {7 » ESTADO FINAL

Primera Descomposicion S _
ESTADO INTERMEDIO \[J\? S B
ESTADO INTERMEDIO, - o

ESTADO INTERMEDIO; /(]7\

Segunda Descomposicion

Tercera Descomposicion 5 S TADD INTERMEDIO
L il 4
ESTADO INTERMEDIOs ! ESTADO INTERMEDIOs

Fig. 1.3. Ejemplo de Arbol de descomposicidn asociado a un problema arqueoldgico.

El problema general es el siguiente:
+Cudl es la cronologia de la espada de bronce ballada en el yacimiento (A)?

El estado inicial estd constituido por la descripeion morfoméirica de dicha espada, v las soluciones po-
sibles (cronologias) estin expresadas en términos de la ceramica caracteristica en cada una de las sucesivas fa-
ses cronologicas:

- cerdmica con decoracion pintada (SIGLO ix)

- cerdmica con decoracion incisa (SIGLO vir)

- cerdmica con decoracién excisa (SIGLO vin)
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En este caso existe, obviamente, incompatibilidad entre el estado inicial y los tres estados finales posi-
bles. Para resolverld habremos de descomponer el problema definiendo un primer subobjetivo:

/Qué cerdmica estd asociada a la espada de bronce encontrada en el yacimiento (A)?

Ahora bien, €l operador Jdugar de hallazgo de la espada- no es aplicable porque desgraciadamente des-
conocemos dénde se encontrd la espada. Pertencee a la coleccidn privada de un aficionado local y nadie se
acuerda de cuindo y dénde se desenterrd. Los estados intermedios posibles son tres, uno por cada tipo de ce-
ramica que pudicra haberse encontrado junto a la espada. Necesitamos de una nueva descomposicion para po-
der elegir una de las tres soluciones. Recurriremos ahora a un operador analdgico: -

JOué esprida morfomeétricamente semejante a la del yacimiento (A) ba sido encontrada
asociada a uno de los tres lipos anteriores?

Supongamos que disponemos de dos ejemplos, una espada asociada a ceramica pintada en el yacimiento
(B) v otra asociada 4 cerdmica iricisa en el yacimiento (O, stendo las cspadas halladas en A, B y C semejantcs
entre si. También se repite el problema de la decision, por lo que plantearemos un tercer subproblema, que
nos proporcionard la informacion necesaria para resolver el segundo problema:

scudl de las espaddas encontradas en (B) y en (C) es mds semefanie -en términos de similaridad meatemdtica- d
la encontradea en (A)?

La respuesta a cste subproblema es Gnica: sdlo la espada encontrada en (A) ¢s mias semejante a la en-
contrada en (B) que a la encontrada en (C). La schucion a este subproblema contribuird a solucionar la segun-
da (Espada encontrada en (B) asociada a cerimica pintada») y primera’ descomposicidn («Espada encontrada
en (A) asociadd a cerdmica pintada-) hasta llegar al problema general, cuya soluciOn serd:

La espada de bronce encontrada en el yacimiento A puede datarse
en el siglo IX.

La seleccion de tos subproblemas v de los subespacios en los cuales deberemos buscar los estados in-
termedios es abordada por las estructuras de control del problema, o conjunto de operadores encargados de ges-
tionar el meta-conocimiento. Esos operadores, que regulan las transiciones entre subproblema y subproblema
y controlan la «olaboracitn- entre todos ellos son en realidad «meta-operadores», ya que utilizan unidades de
«meta-conocimiento. Operadores de ese tipo serdn, por ejemplo:

— Seleccionar ¢ Subespacio mis convenicente para solucionar la dificultad (0.

— Crear un nuevo estado inicial a partir de las caracteristicas concretas de la dificultad encontrada.

— Buscar de entre todos tos posibles el estado intermedio que mis se ajuste a la incompatibilidad detectada

La Descomposicion de los problemas es un tipo de inferencia capital para poder encontrar soluciones
en problemas minimamente complejos. s mas, me atreveria a decir, incluso, que un problema que no requie-
ra descomposicion en subproblemas proporciona soluciones driviales.. Hay que lener siempre en cuentd, por
tanto, que la relacion festado inicial/estado final] no tiene por qué establecerse directamente entre el estado ini-
cial y el estado final; una simple aplicacion del operador sobre el estado inicial no tiene por qué conducirnos
a la solucién. No debiéramos extrafiarnos si los problemas arqueoldgicos requieren un centenar 0 mis de des-
composiciones.

Los arquedlogos hemos experimentado esta situacion en demasiadas ocasiones, cuando los objetivos a
alcanzar estan muy alejados de la naturaleza fragimentaria e incompleta de los restos arqueoldgicos; los esfuer-
20s por conslruir Teorias de Alcance Medio (Binford 1983, Raab y Goodyear 1984, Torrence 1986, cntre otros)
se enmarcan en este contexto de «<aproximar el estado inicial al estado final mediante la adicidn controlada de
conocimiento. El espacio de resolucion resultante es tan complejo que no hay investigador que pueda estable-
cer procedimientos de basqueda y seleccion en €l Esa es la justificacion principal de ¢ste libro: los ordenado-
res y las técnicas de Inteligencia Artificial son los instrumentos por excelencia para resolver problemas complejos
cn la disciplina que sea.
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Comentarios bibliogrificos

El primer gran clisico acerca del tema de la resolucion de problemas es el libro de Polya (1945). Con pos-
terjoridad el tema fue completamente reformulado por Newell y Simon (1972) y por Sacerdoti (1977), trabajos
en los que se fundamenta Ja Teoria moderna de la resolucion de problemas. Obras de referencia actualizadas
son los libros de Pearl (1985) , Lauriére (1980), Torasso y Console (1988), Brown y Chandrasekaran (1989), Gil-
hooly (1990). .
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© . 2 ORDENADORESY CEREEROS.
UNA INTRODUCCION A 1A INTELIGENCIA ARTIFICIAL

Solucion a un problema en la mente humana y en el ordenador

El capitulo anterior puede haber dado la impresion al lector que la resolucion de problemas es muy sim-
ple y esencialmente mecanica. Nada mas lejos de la realidad. Supongo que todos tenemos ld misma expericn-
cia en darnos de cabeza contra problemas insolubles, tanto en la vida cotidiana como en la prictica profesio-
nal. Mi proposilo en este capitulo es mostrar algo de la complejidad asociada a la resolucidon de cualquier
problema, aunque se trate del mas sencillo. El aspecto «meddnicor en el que he insistido en el capitulo anterior
y en el que insistiré a lo largo de este libro se debe tan sélo a la necesidad de programar un ordenador para
que sea capaz de simular, aunque sea sélo en parte, la manera en que los cientificos dan soluciones a sus pro-
blemas.

El estudio de cémo los seres humanos resuelven los problemas que se les plantean en la vida cotidiana
suele confundirse con el estudio de los mecanismos de razonamiento. Usualmente, se diferencian ambos do-
minios por la especificidad de los mecanismos psicoldgicos de la solucién de problemas, comparada con los
mecanismos, mucho mas generales, del razonamicnto humano. En capitulos posteriores analizaremos esas di-
ferencias, asi como su relevancia en la metodologia de las Ciencias Sociales; por ahora nos limitaremos a estu-
diar la «psicologia» o contenido «cognitivor de la resolucion de problemas.

Segin algunos autores <as caracteristicas de la memoria humana v de sus mecanismos de funciona-
miento determinan que el espacio del problema y la bisqueda entre los estados que constituyen ese espacio,
sea un rasgo invariante en todo mecanismo de solucion de problemas; esto es, que cualquier resolucion de un
problema tiene lugar en el espacio del mismor (Newell y Simon 1972: 789). Aceplemos, momentdneamente, este
punto de partida, dado que se considera que es un resultado empirico: la casi totalidad de los estudios psico-
logicos revelarian que los individuos resuelven los problemas de ese modo (mas adelante veremos que eso solo
¢s cierto en parte).

QUE son, psicolégicamente hablando, los «wstados» de un problema y por qué configuran un «cspacior,
esio es, un conjunto mis o menos estructurado? Cualquiera de los estados de un problema representa lo que
un sujeto sabe acerca del problema en un momento dado; por ssaber se entiende aqui la informacion que exis-
e en la memoria v a la que se puede acceder. Los distintos estados de un problema son, pues, particulas de
conocimiento especificas, llamadas conceplos, los cuales estin compuestos, a su vez, por unidades de informacion
clementales, a las que denominaremos simbolos, Consideraremos, ademads, que todo el conocimiento existen-
te en la memoria licne una apariencia relacional, ya que osld expresado en términos de Jos simbolos que 1o
definen y de las operaciones mentales necesarias para «activar esos simbolos, esto es, para acceder a la infor-
macion almacenada en la memoria.

Vimos en ¢l capitulo anterior que la resolucidn de problemas s¢ representaba en (érminos de estados su-
cesivos v de los operadores necesarios para <buscarlos: o «definirlos en un espacio previamente especificado.
Usaremos idéntico modelo para referirnos a la resohicién de los problemas en la mente humana, solo que aho-
ra el espacio del problema esta configurado por ¢l conjunto estructurado de conceptos existentes en la memo-
ria del sujeto, v la manera en que se accede a ellos equivaldrd a los operadores para pasar de estado a estado.
Dado que los conceptos estin definidos en funcion de los simbolos empleados para su activacion, la resolu-
cion de un problema podrd representarse mediante una secuencia finita de operaciones elementales con sim-
bolos. Esas operaciones elementales se refieren a la «activacions o acceso a la informacion, almacenada en la
memoria en forma relacional.
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Las operaciones con las unidades minimas de conocimiento pueden ser inconscientes; en otras palabras,
no sabemos como hemos producido la solucién, si bien esa solucion parece obwia. Este hecho se debe, esen-
cialmente, a la extrema simplicidad de esas operaciones (normalmente asociaciones por similaridad o analogia),
y simultineamente a la gran cantidad de cllas que se necesita para resolver el problema. La cantidad de sim-
bolos necesarios para activar un concepto (un estado del problema) puede ser bastante grande, ain cuando cada
uno de los simbolos que lo componen sea relativamente especifico. La especificidad de esas subunidades de
conocimiento implica que exista una cantidad inmensa de ellas en la memoria, por lo tanto, si el mecanismo
de resolucion fuese una mera busqueda v decision por «ensayo y error entre todas las informaciones disponi-
bles, ni el sujeto mis inteligente podria dar una respuesta en un tiempo prudencial.

Para resolver esa dificultad, los psicélogos han disefiado un modelo de la memoria humana dividido en
dos componentes, de mancra que la resolucion de un problema pueda considerarse como un intercambio en-
tre una Mewmoria a Largo Plazo, en la que se encuentra almacenada foda la informacion que un individuo ha
ido recogiendo a lo largo de su experiencia, y una Memoria a Corto Plazo. En realidad, ésta no es mis que una
parte de la Memoria a Largo Plazo, la memoria dctiva ¢cn un momento dado (Fig. 2.1.)

Memoria a Largo Plazo

E C D
Producciones Producciones Producciones
Codificadoras Cognitivas Decaodificadoras

Memoria de Trabajo

>

MUNDO EXTERNO

Fig. 2.1. Operaciones de transferencia de conocimiento entre una Memoria de trabajo
una Memoria a largo plazo no especializada.

Debido a su tamano, la Memoria a Largo Plazo no es facilmente manejable; por su parte, el pequerio ta-
mano de la Memoria a Corto Plazo permite utilizarla como memoria de trabajo, esto es, el lugar en el que se
van a llevar a cabo las operaciones de resolucién. Si esa resolucion precisa la utilizacion de ciertas unidades de
informacion contenidas en la Memoria a Largo Plazo, entonces se empleara algin procedimiento que permita
trasladarla temporalmente a la memoria de trabajo o memoria activa, si ese procedimiento no consigue locali-
zar la informacidn, cntonces ninguna solucion tendrd lugar. Al decir de los psicoOlogos la transferencia entre una
y otra memoria se efecttia por asociacion, lo cual se debe, esencialmente, a la representacion welacional> del
conocimiento en la memoria.

Asi pues, para obtener una solucion sin incurrir en la innumerabilidad del conjunte de soluciones posi-
bles {explosion combinatoria ), es preciso extraer de la Memoria a Largo Plazo un conjunto delimitade de uni-
dades de conocimiento y situarlo en [a Memoria a Corto Plazo, en la cual esas unidades serin manipuladas de
acuerdo con la representacion subjetiva del problema que se haya hecho el agente encargado de resolverlo. Es
decir, ¢l sujeto humano suele cinplear partes muy pequenas de las unidades de conocimicnto que conserva en
su Memoria a Largo Plazo para responder a los estimulos del mundo externo. Nunca se aborda, al menos no al
mismo tiempo, la complejidad del entorno con ayuda de la totalidad de canccimientos que se han adquirido a
lo largo de toda una vida: los cspacios del problema han de almacenarse en la misma memoria activa encar-
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gada de procesar los estimulos (esto es, resolver ¢l problema), lo cual supone sicmpre una seleccion de Ia in-
formacion contenida en la Memoria a Largo Plazo.

Simon (1973) ha propuesto aplicar este mecanismo general para explicar como la mente humana es ca-
paz de resolver tanto los Problemas Bien Estructurados, como los Problemas Mal Estructurados. Tos primeros
son aquellos problemas en cuyo espacio pueden especificarse claramente los pasos (o la secuencia de opera-
dores) para llegar a la solucion. La dificultad para resolver estos problemas radica exclusivamente en la coor-
dinacion de la secuencia de opcradores, pues no se precisa de ningiin subespacio en el cual buscar ¢l opera-
dor necesario

Se suele decir que los Problemas Mal Estructurados exigen una o dos intuiciones acerca de la entrada del
problema (estado inicial) a fin de obtener la solucién; esa «intuicién- puede representarse por medio de un pro-
cedimiento de blisqueda de los operadores cn un subespacio estructurado por medio de la imposicion de una
serie de condiciones o heuristicas que progresivamente limitarin la cantidad de operadores posibles y que, fi-
nalmente, permilirdn elegir el mis adecuado. El procedimiento es aparentemente simple: en cada una de las
etapas de la resolucion s¢ compara el estado actual del problema con el estado (inal del mismo (si es conoci-
do) o con las condiciones previamente enunciadas que debe cumplir ese estado para poder ser considerado la
solucion; a continuacién se lleva a cabo una operacion que permita reducir 1a diferencia entre el estado actual
y las caracteristicas del estado final. El uso de este procedimiento heuristico permite al agente encargado de re-
solver el problema avanzar reducicndo progresivamente la distancia a la solucién y evitando el uso de estados
del problema que aumenten esa diferencia.

La idea de heuristica aplicada al razonamiento cientifico no tiene nada de insolito. Tal y como la ha pro-
puesto H. Simon, son cicrtas HIPGTESIS VEROSIMILES las que organizan ¢l proceso de resolucion de un problema
cientifico, reduciendo el espacio de dicho problema vy la bisqueda en él de un estado final, si éste es desco-
nocido. $i ¢l estado inicial fuese, por ejemplo, la descripeion de un yacimiento arqueoldgico y de los objetos
que en €l han aparecido, los estados posibles del problema arqueoldgico son infinitos, con lo que nunca se lle-
gard a una solucién. Mas si proponemos una HIPOTESS, esto es, una Funcién de la Cultura Material en ese yaci-
miento y su Contexto de uso habriamos limitado drdsticamente el conjunto de interpretaciones posibles. La ta-
rea seria entonces consiruir ¢l mecanismo de conexion entre ¢l estado inicial y ¢l estado final que proponemos.
La diferencia con la visién positivista de la demostracion de hipotesis radica, precisamente, en la «plausibilidads,
antes que en la «probabilidad- de esa construccién: no descubrimos una conexion real, sino que proponemaos
una demostracion plausible. En el momento en que cambiemos las condiciones que hemos impuesto en ¢l es-
pacio del problema, el resultado serd otro, impredecible,

En resumen, segiin Newell y Simon, para resalver problemas los seres humanos utilizan la informacién
que son capaces de extraer de la estructura particular del espacio de un preblema, evaluando gracias a ella las
informaciones que hay que buscar en la Memoria a Largo Plazo v trasladar a la memoria activa, asi como los
operadores necesarios para realizar esas tareas. Si la informacidon que hemos introducido en la memoria activa
es demasiado compleja, o bien, no concuerda con la representacion que el sujeto se ha hecho del objetivo del
problema, habrd un exceso de informaciéon indl, que ralentizard la resolucion y, atn, podrd entorpecerla. 8i la
informacion fuese menor, sin embargo, nunca se encontrard la soluciéon por falta de informacion.

Heuristica

Una bisqueda heuristica ¢s un procedimiento que aplica pasos plausibles para navegar en un espacio
de alternativas inmenso, con el tin de conocer la mejor (0 una coleccion de las mejores) alternativas para cier-
10 propésito. Lo que convierte a esta biisqueda en heuristica es que el procedimiento no garantiza que el re-
sultado sea la mejor de todas las alternativas, o una coleccion que incluya la mejor alternativa, si bien el pro-
cedimiento se aproximard bastante a ella, de acuerdo con cierto criterio. Ese criterio puede que no sea muy riguroso
¥y que no siempre proporcione una solucidon 6ptima, si bien ésta serd la mejor que se puede obtener, muy su-
perior a la que se habria logrado sin una bisquaeda heuristica. Se insiste en aquello que es alcanzable v sufi-
cientemente bucno, prescindiendo de lo que es dptimo, pero inalcanzable.

La racionalidad cientifica consiste, precisamente, en usar los mejores medios que permiten reducir la buas-
queda de una solucidon acepiable 1 unas proporciones manejables. Esos medios heuristicos sugieren qué ope-
radores hay que aplicar en cada momento, cudl es el estado del problema que mds nos dcerca a la solucion y
cOmo generarese estado -esto es, esa unidad de informacién particular- si no la conocemos previamente, cdmo
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han de evaluarse los estados sucesivos de un problema,... Es decir, la forma de utilizar la informacion necesa-
ria para resolver un problema esta controlada, de un modo u otro, por lo que sabemos acerca de ese proble-
ma. Esa ¢s la Onica forma de poder llegar a una solucion en un plazo de tiempo razonable: el conocimiento
del problema nos permite estipular las condiciones que han de cumplir los estados sucesivos del problema para
llegar a ser una solucién aceptable al mismo. Si la informacion disponible es muy escasa, entonces se usardn
ciertos conocimicntos generales acerca de la solucion mis aconscjable para proponer nuevas hipotesis (forzo-
samente muy generales en un primer momento) y contrastarlas (parcialmente).
J.L. Lauriére (1986) esquematiza del siguiente modo el procedimiento heuristico de solucion:

Primer paso
Elegir una accion de entre todas las posibles, Es decir, elegir los operadores que nos han de llevar de un
estado a otro. Ello se puede hacer:
e al azar
s por concordancia al objetivo propuesto al plantear el problema
e por experiencia, repitiendo acciones previamente realizada, o reconociendo acciones clave.
s por condicion necesaria:
— obligados por nuestro analisis de la situacion
— obligados porque alguna solucién no es contrastable

Segundo paso
Se lleva a cabo la accion elegida vy se modifica la situacidn inicial.

Tercer paso
Evaluacion de la nueva situacion (nuevo estado del problema): :

« por analogia a un problema anterior o con otro estado de ese mismo problema antes evaluado

+ por criterio matematico, usando una funcion de evaluacion que relacione los estados del proble-
ma con un conjunto de cifras, las cuales se usaran para determinar el operador siguiente.

« por beneficio: esperanza de salir ganando con el nuevo estado del problema alcanzado, ya sea por-
que se trata de una situacion mis simple o porque permite una reduccidn significativa en la canti-
dad de investigacion necesaria.

Cudrio paso
Se rechazan las situaciones o estados del problema que sean inttiles para la consecucion del cbjetivo

Quiintlo paso
Fin. Si la evaluacidn de la situacion permite afirmar que ése ¢s el estado final del problema, se detiene
el procedimiento. Sino, se siguen aplicando informaciones heuristicas para alcanzar ese estado tinal.

Es evidente que la complejidad del procedimiento heuristico estard relacionada con la complejidad del
problema a resolver. Si disponemos de mucha informacién acerca del mismo, esto es, el espacio del problema
es muy grande debido al nimero de estados conocidos v accesibles, los métodos heuristicos serdn muy con-
cretos {relativos exclusivamente al dominio en el cual se ha planteado el problema) y se referirdn a la eleccion
de los estados mis prometedores para alcanzar la amejor- solucién, de acuerdo con un criterio dado. Si, por ¢l
contrario, el problema cientifico es bastante nuevo y se tienen muy pocas informaciones que permitan alcan-
zar la solucion final, los procedimientos heuristicos serAn muy generales (es decir, se basarin en reglas sintdc-
ticas mas o menos universales para obtener nuevos estados del problema a partir de los ya conocidos), lo cual
ird en detrimento de su idoneidad al problema que nos interesa.

En esos casos, mientras que un operador genera las diversas acciones en el espacio del problema (los
movimicntos o inferencias de un estado a otro), otro operador comprueba st se ha alcanzado una situacion fi-
nal. Segun la estructura del generador, la biisqueda de la solucion serd puramente aleatoria o heuristica. En el
caso de Problemas Mal Estructurados, esos generadores tenderdn mds hacia la biisqueda aleatoria (asi se podra
ampliar al maximo ¢l espacio del problema); los operadores de comprobacion, por su parte, aplicardan criterios
heuristicos para evaluar las hipdtesis libremente producidas. En realidad, es asi como suele actuar el clentifico
humano cuando el dominio que investiga es practicamente desconocido: proponiendo un gran nimero de hi-
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potesis muy generales y contrastandolas con ayuda de unos criterios muy concretos, especificos a un tinico ob-
jetivo a la vee. Obviamente, cuanlo mejor especificados estén los propésitos finales (los criterios que permilen
saber si una solucion es apropiada para algo en particular), mejores serdn las soluciones, por muy libre o poco
estructurado heuristicamente que sea el generador de hipdtesis,

En Arqueologia el término heuristica ha sido utilizado de una forma algo distinta (Kintigh y Ammerman
1982, Simek, Ammerman y Kintigh 1985): supongamos que hemos realizado Ia excavacion de un determinado
sector en un yacimiento prehistorico, v asumimos que todos los artelactos (por ejemplo, Gtiles liticos) encon-
trados en ese nivel arqueologico son contempordneos, y forman parte del mismo nivel de ocupacion. De la que
se trata es de averiguar la asociacion espacial de esos objetos, es decir, si en ausencia de vestigios arquitectd-
nicos u otros es posible distinguir arcas diferenciadas usando como informacion (estado inicial del problema)
las coordenadas x e y de cada uno de los artefactos. La cantidad de agrupaciones estadisticamente significati-
vas es extraordinariamente grande (una por objeto triangulado), por lo que se requiere de un procedimiento
heuristico para poder elegir de entre todas las soluciones posibles, la mas verosimil.

Para ello se utiliza un procedimiento estadistico de agrupacion, el andlisis de conglomerados por k- me-
clias. Este procedimiento, sin embargo, exige que el usuario defina el nimero de agrupaciones (&), calculan-

Cdose entonces la mejor de 1odas las divisiones posibles con esa cantidad de clases. El procedimiento estadis-
tico no usa ningan criterio heuristico, sc limita a calcular todas las divisiones posibles en los k- grupos definidos
por el usuario y elegir aquella en la que la varianza intra-grupo aparece minimizada. El problema radica no
en la parle matemitica, sino en la obligacidon del analista de definir a priori el nimero de agrupaciones y en
¢l significado «arqueologicor de las division obtenida. Kintigh, Ammerman y Simek proponen repetir el andli-
sis numerosas veces, solicitando en cada caso un numero distinto de clases. Asi, se obtendrin, por ejemplo,
15 divisiones, una con una clase, otra con dos, otra con tres, y asi sucesivamente hasta llegar a la solucién con
15 clases. A continuacion proponen una completa bateria de tests para elegir la mejor de esas soluciones. Aun-
gue estadisticos, esos tests son claramente heurisiicos : ni ¢l error de la suma de cuadrados, ni la diversidad
interna de cada grupo son criterios absolutos (como si lo era la minimizacién de la varianza en el algoritmo
de la division), sino indices comparativos que debiera permitir al arquedlogo considerar «-mejor- la division en
9 clases que la division ¢n 11, sicndo posible, incluso, que ambas soluciones scan correctas, cada una en su
propia escala.

Ahora bien, reducir la complejidad de un problema no es lo mismo que buscar «atajos» verosimiles en el
espacio de un problemay; en ese segundo caso, lo que simplificamaos es el procedimiento de-solucion, no la cons-
truccion del espacio, que sigue siendo muy complejo, Si redujésemos el tamanio o simplificisemos la estructu-
ra relacional del espacio del problema estariamos sustituyendo un problema complejo, por otro mis sencillo
que o es equivalente dl primero, aungue infuitivamente esté relacionado con él. Una respuesta adecuada al pro-
blema simplificaco, no ticne por qué ser una respuesta adecuada al problema original del cual hemos deriva-
do Ja simplificacion.

El ejemplo mds conocido de simplificacion del problema, y el que mds discusiones ha generado entre
arqueodlogos (los post-procesualistas ¢n primera lincal) ¢s el de la descontextualizacion: ningiin fendmeno so-
cial es independiente o se explica a si mismo. Es precisamente esta «dependencia- mutua de todos los fendmenos
sociales la que explica la enorme complejidad de cualquier problema social, complejidad atin mayor si le afia-
dimos la polémica acerca del «contexion de la observacion, es decir, la alteracion consciente o inconsciente que
el analista introduce en el fendmeno que pretende estudiar. Un procedimiento heuristico no debiera descon-
textualizar los problemas, independizar fendmenos que no se explican a s mismos, ni evitar la influencia del
observador con la excusa de simplificar el problema y posibilitar /a solucién. En este estado de cosas, heuristi-
ca quicre decir, tan sOlo, que ¢l analista es consciente de la complejidad, y, sin reducirla, simplifica la solucion,
prefiriendo una respuesta meramente vdfidea, a la respuesta definitiva, a 1la cual quizis se llegue en un momento
posterior de la historia de la disciplina.

A lo Jargo de este libro s irin proponiendo numerosos ejemplos no solo de algunas de las heuristicas
mas apropiadas en la investigacion arqueoldgica, sino también acerca de la manera de usar esas heutristicas. Por
ahora, lo mas importante es retener el principio general: es imprescindible el uso de una informacion adicio-
nal acerca de la estructura particular y el alcance del problema, para poder generar y acceder a la informacion
que nos permitlird resolverlo,
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Reglas de Produccion

De todo lo dicho hasta aqui se desprende que la solucion a un problema implica la manipulacion del
conocimiento. Sin embargo, atin no nos hemos referido 4 la manera en que cso puede hacerse en la practica:
se ha mostrado la forma de llegar hasta una solucion (empleando condiciones heuristicas ), pero todavia no la
mancra de programar un ordenador para que haga lo mismo (o simule que hace lo mismo) que el cerebro hu-
mano.

Muchos psicologos (cf. entre otros Newell y Simon 1972, Anderson 1983, Holland et al. 1986, Johnson-
Laird 1988, Newell 1990) han propuesto representar la asociacion entre unidades de conocimiento (esto es, en-
tre estados del problema sucesivos) bajo la forma de pares Estimulo-Respuesta; es decir, la biisqueda de un cs-
tado u operador en un espacio se representaria por medio de acciones condicionales del tipo:

ST el estado actual es A,
ENTONCES, pasar al estado A,

Siguiendo la terminologia propuesta por Post (1943) lamaremos a esas acciones condicionales produc-
ciones o reglas de produccion. La ventaja fundamentul que facilita este modelo es la de «indexar- el conocimiento,
asociando un estado mental a una accién mental (operador). Todo lo que se necesita para resolver un proble-
ma ha de estar debidamente «ndexados; es decir, para que la bisqueda heuristica tenga éxito, fodos los datos
(tanto los sustantivos al problema, como el procedimiento heuristico propiamente dicho) habran de estar aso-
ciados entre si para que puedan ser aplicables en un momento dado. La manera mis sencilla de indexar esa in-
formacién es por medio de las caracteristicas y rasgos descriptivos de las situaciones en las que, heuristicamente,
suponemos que una unidad de informacién especifica debe aplicarse. Asi, cuandlo el agenie que resuelve un
problema (Hombre o Miquina) <identifique- la situacion (el estado del problema)-gracias a la lista de rasgos des-
criptivos que posee, aplicara la informacién y dard un paso hacia la solucién.

En otras palabras, lo que se propone ¢s que para resolver heuristicamente un problema usemos un con-
junto finito de reglas sencillas, como

si A entonces haz B (1)
si A" entonces x es B’ (2)

Por ejemplo,
SI
(%) es un ascnlamicento
Y (x) tiene (v) en cantidad (h)
Y (¥) es un objeto de ceramica
O (y) es un ohjeto de vidrio
Y (y) esta datado en el siglo X

ENTONCES
AVERIGTUA LA PROCEDENCIA DE (y)

sI o

ORJETTVO ¢s AVERIGUAR LA PROCEDENCIA DE (y)
Y (¥) estd hecho de una materia prima forinea

ENTONCES
{y) es un Objeto Importado

51

(y) cs un Objeto Importado
Y (y) es semejante a la cerimica musuimana del Castillo de Silves SRR
Y () >50 S Segr

ENTONCES
(x) tiene evidencias de Comercio forineo.
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En todas ellas, 1a parte izquierda (SI A...) es la condicion de aplicacion, y 1a parte derecha (ENTONCES...B)
la accion o generador de la solucion o de un estado sucesivo del problema.

£Como funcionan estas reglas? Asumamos que su nimero es finito y que la situacion de partida es el es-
tado inicial del problema (una comunidad humana y un conjunto de objetos que utilizo o utiliza actualmentc
esa comunidad). Las condiciones de aplicabilidad de las reglas (81 A...) hacen referencia a la descripcion de los
estados conecidos del problema. $i la situacion presente coincide con la descripcion de una de las situaciones
conocidas (esto es, almacenadas en la memoria de trabajo), entonces se activan las unidades de informacion a
lus que éstas Gltimas estin asociadas. El resultado es, evidentemente, una nueva situacion o estado del proble-
ma, una ransformacicon del estado inicial.

La funcion de las reglas es, por tanto, la de afiadir nuevos elementos al conocimiento activo (0 memo-
ria de trabajo), los cuales sc irdn utilizando, sucesivamente, para dar forma al espacio del problema. Las reglas
en si no son unidades de conocimiento propiamente dichas, sino un tipo de datos secundario que complementa
el conacimiento declarativo. Constituyen una forma de almacenar conocimientos procedurales relativos a situaciones
concretas.

Esta descripcion de las reglas y de su funcionamiento permite definir de forma mas conveniente los ope-
radores necesarios en el mecanismo de solucion de un problema. La solucidn a la que queremos llegar puede
estar formulada explicitamente en tanto que becho declarativo - la funcién de una Espada, por gjemplo, es la
de servir de signo de identidad social; la funcién de una vasija ¢s contener un liquido. Usaremos como repre-
sentacion la regla (2). Pero también podemos caracterizar la solucién en términos de las acciones necesarias para
constritir nuevos estados (previamente desconocidos) dentro del espacio del problema: la funcidn de un buril
es fi «estudia las hucllas de uso y comprueba si coinciden con las obicnidas al perforar pict en las simulaciones
hechas en el laboratorio-. Emplearcmos para clo las reglas del tipo (1), cuya conclusion es un procedimiento
para alcanzar la selucién (por ejemplo, una serie de condiciones heuristicas para elegir la mejor solucidn final
de entre un conjunto de soluciones posibles), o bien, simplemente, para crearla.

En Inteligencia Artificial suele trabajarse con los siguientes tipos de reglas de produccion (cf. Holland et
al. 19806, pp.42ss):

Reglas empiricas
Son las que contienen y asocdian fas unidades de conocimiento (estados del problema). Se distinguen dos
tipos:
SivcroNICAs: asociaciones entre individuos v categorias en un momento dado.
Categoricas.- proporcionan informacion acerca de las relaciones jerirquicas entre categorias,
proporcionando la base para establecer relacicnes de pertenencia y asignar propiedades. Por
ejemplo:
<81 un objeto ¢s un dnfora, entonces s una ceramicas;
«5i un objeto es una vasija bicdnica, de forma lenticular, sin cuello ni asas, entonces es una
forma 7»;
«5i una vasija ¢s una forma 7, entonces su cronologia es siglo XV a.Cs.
Asociativas.- relacionan conceptos sin establecer relaciones jerdrquicas o de pertenencia entre
ellos. Estas reglas se limitan a asociar abductivamente categorias o propiedades. Por ejemplo:
«81 aparece una cerdmica fonma 7, entonees aparceerd al lado una alabarda.,
«si aparece una espada en {a tumba, entonces esa tumba es masculina-
En esos casos la regla asocia la condicion de la regla no a la categoria a la que pertenece, sino
4 no imporia qué oo coneeplo.
[racronicas: especifican la manera en la que cambiari el conocimiento a medida que pase ¢l tiempo.
Podemos diferenciar las reglas de prediccidn, que explican al sistema qué es lo que debe esperar del
futuro, y las reglas causales, que conducen al sistema a provocar cambios en el entorno. Un ejemplo
arqueoiogico sencillo seria:
«si la Fase Cronologica A se caracteriza por la presencia exclusiva de la Forma Ceramica 7,
entonces en la Fase Cronologica sucesiva B esa forma cerimica serd mas escasas.
La regla anterior es predictiva si se limita a asoctar hallazgos en contextos estratigrificos sucesivos,
o causal si existe algiin fendmeno causal que expligue esa asociacion temporal.
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Reglas inferenciales
Pocedimientos abstractos (que no dependen del dominio en el que se ha enunciado el problema) y
concicrnen a las posibles modificaciones de las distintas reglas empiricas. En otras palabras, son reglas
cuya condicién y conclusion contienen, a su vez, reglas. Su funcion principal ¢s, precisamente, la de
producir reglas empiricas, por lo que serdn, necesariamente, mas abstractas que éstas. En general nos
referirtemos a ellas como Meta-reglas. Ejemplo:
81 el objetivo es reducir la diferencia entre el estado actual y otro estado,
ENTONCES, se tiene que encontrar una opceracion que lo realice.
SI ¢l objetivo es encontrar una operacion Oy no se cumple la condicion
ENTONCES establecer como objetivo la reduccion de la diferencia entre el estado actual y otro que
si cumpla la condicion C
SI el objetivo es aplicar una operacion O sobre el estado actual
ENTONCES hacerlo
SI existe disparidad enire el estado actual v el objetivo al que se pretende llegar,
ENTONCES usar el objetivo que establece la necesidad de reducir esa disparidad
SY no hay disparidad entre el estado aciual y el objetivo al que se pretende llegar,
ENTONCES fin del procedimiento.

Principtos operativos

El mecanismo de control que regula el sistema encargado de resolver el problema. Podriamos referirnos
a ellos como reglas cuya condicion y conclusién contienen meta-reglas, aunque suelen expresarse en terminos
distintos a los de las unidades de conocimiento, mis cercano al mecanismo de funcionamiento del sistema que
al conocimiento gue éste contiene. En el caso humano estos principios operativos estin expresados por medio
de conexiones neuronales, v en el caso del ordenador en lenguajes de bajo nivel (expresion en lenguaje de pro-
gramacion y no en forma de regla de produccion). Esos principios hacen referencia a la arguitectura general
del mecanismo general de resolucion del problema. Incluyen los procedimientos de activacion de reglas, aso-
ciacion de estados del problema,... En otras palabras, aquellos procedimientos que convierten una lista cstati-
ca de producciones en un sistema dindmico , es decir, en un «programa-.

Introduccidn a la Programacion declarativa

Un conjunio de reglas ST..ENTONCES, debidamente ordenado constituye un programa declarativo. Para
que ese programa pueda ser ejecutable -ya sea por la mente humana, ya por un ordenador- ¢s preciso que los
simholos, conceptos, reglas empiricas e inferenciales y los principios operativos estén debidamente ordenados,
Dado un conjunto de condiciones <e partida y objetivos lreglas inferenciales], el programa activa aquellas re-
glas empiricas que conducirdn de la situacion inicial a la unidad de conocimiento que satisfaga el objetivo. La
solucion a un problema, por tanto, es una secuencia de activaciones de reglas.

Estas reglas no deben confundirse con las estructuras de control de los estados del problema, sino que
representan a los operadores de activacion de conceptos. Su funcion es la de asociar dos tipos de conocimiento:
el declarativo propiamente dicho, que describe el estado actual de la memoria activa y el procedural, consti-
tuido por los operadores necesarios para alcanzar un nuevo estado (a partir del anterior). Un programa decla-
rativo, por tanto, es diferente a los programas algoritmos usuales, basicamente porque no contiene conjuntos
ordenados secuencialmente de mandatos imperativos de ejecucion, sino series muy largas y complejas de aso-
ciaciones, Asi pues, los programas declarativos sc distinguen por:

s estar constituidos por enunciados v no por mandatos

* esos enunciados estin expresados de manera independiente a su modo de empleo

+ los enunciados sucesivos no tienen por qué estar ordenados sccuencialmente

s los enunciados no son ni verdaderos ni falsos, sino interpretados y/o verificados por el orden del dis-

curso (esto es, por la forma peculiar en que son utilizados para una tarea concreta, orden que cambia
con las tareas a realizar o los problemas a resolver) y en relacion con los conocimientos «clertos» a los
que se tiene acceso.

Los elementos constitutivos de un programe declarativo o sistema de produccitn son: una Base de Da-
tos, una base de Reglas y un intérprete.
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Las Reglas -con la estructura tipica SI...ENTONCES...- constituyen la representacion interna que hace el
sistermna de unas unidades de conocimiento o informacion, ya sean éstas factuales o heuristicas. Dentro de la
misma Base de Reglas se sithan ciertas Meta-Reglas, o instrucciones que definen la estrategia de la resolucién,
arbitran entre reglas conflictivas, definen las reglas que permitirin adquirir nuevas reglas y mantienen los coe-
ficientes de verosimililud asociados a4 cada una de las reglas factuales. Mientras que las informaciones «genera-
less, esto es, aquellas que permiten «nterpretar» estan representadas en forma de Reglas u Operadores, la des-
cripeion del problema a resolver -sus estados inicial y final- estdn representados en la Base de Datos o de
Acontecimientos, la cual puede tener diferentes estructuras o formatos. Obviamente, la satisfaccion de la con-
dicién de una regla se establece por referencia a csa Base de Datos, a la vez que la accidn estipulada por esas
reglas afecta al contenido y a la estructura interna de la misma. Por su parte, el intérprete es el responsable
de seleccionar y aplicar las reglas.

El sistema opera por ciclos, cada uno de los cuales se descomponen en tres pasos:

* COMPARACION.- El primer paso obliga a encontrar todas las reglas produccion aplicables en una
situacion inicial, comprobando las partes condicionales de dichas reglas.

* RESOLUCION DE CONFLICTOS.- 5i en ¢l paso anterior se ha encontrado mds de una regla aplicable a
una situacién en particular, entonces se elige una de ellas. Algunas de las estrategias empleadas
habitualmente para resolver esta clase de conflictos de aplicacion de reglas son:

— scleceion arbitraria

— cambiar de regla a cada nuevo ciclo

— elegir la primera regla aplicable que se haya identificado

— definir a priori un orden de prioridad entre las reglas

— usar la regla mas especifica

— explorar todas las reglas en paralelo. ‘

& ACCION.- el dltimo paso ejecuta la segunda parte de la regla elegmh mod1f1cando la base de datos
y dando paso a un nucvo ciclo, que operard ya sobre una base de datos modificada; por lo tanto,
el nuevo ciclo empezara recalculando las condiciones de las reglas. Lo habitual es que el sistema
sea mondtono y parcialmente conmutativo, es decir, que la aplicaciéon de una regla y la
modificacion que ésta provoca en la base de datos no debe impedir la aplicacion posterior de
otra regla: dadas dos reglas x e y, cuyas condiciones de aplicacion son idénticas, la modificacion
gue cualquiera de ellas imponga a la Base de Datos no debiera eliminar ninguno de los hechos
en ella existentes que coincidan con los de la parte condicional de la otra regla. Del mismo
modo, si un conjunto de reglas permiie transformar un cstado del probiema P, en un estado P,
cualquier cambio en €l orden de prioridad de esas reglas debe seguir transformando P; en P, . En

capitulos sucesivos veremos las ventajas que supone operar con sisiemas no-mondtonos y/o no
conmutativos.

En los «istemas de produccion clasicosy, el enfoque estd dirigido por los datos: el intérprete busca en la
base de datos las condiciones estipuladas por la regla, si las encuentra, entonces activa la accion o resuelve el
conflicto de hallar mis de una regla con esas condiciones. En la mayoria de los casos la accion de Ta regla mo-
difica la base de datos, de modo que se da opcidn a otra regla, con unas condiciones distintas, a ser elegida v
aplicada. El intérprete contintia hasta que: a) el problema llega a su solucién theuristicamente estipulada por
alguna regla, a la que llamaremos regla de detencion); b) se alcanza un cstado a partir del cual va no se pue-
den aplicar nuevas reglas.

Un enfoque alternativo estd dirigido por los objetivos. El sistema solo considera las reglas que son. rele-
vanles a una solucion previamente elegida por el usuario del sistema. El objetivo, por tanto, ¢s establecer ta «va-
lidez» o demostracidn de esa solucién a priori. Para ello el intérprete busca aquellas reglas que desde la solu-
- ¢ibn vayan a un estado inicial, fijindose en los consecuentes (acciones) de las reglas y no en sus condiciones:
primero la accién que ha activado esa solucion, luego la accion anterior y asi sucesivamente. Cuando se de-
tecta una regla cuya accion coincide con la sohucion propuesta al problema, se comparan sus condiciones a las
de la base de datos (que define, obviamente, el estado inicial del problema):

* si las condiciones de la regla coinciden con los hechos en ia base de datos, 1a solucion que queria-

mos demostrar sera «orrecta», con lo que habremos obtenido lo que pretendiamos averiguar

+ silas condiciones de la regla son falsas, es decir, la base de datos contiene sus opuestos, la solucidn
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propuesta serd incorrecta: habremos demostrado su no idoneidad para resolver el problema cuyo es-
tado inicial ¢sla representado en la base de datos

‘s silas condiciones de la regla no cxisten en la base de datos (no son ni falsas ni verdaderas), entonces
esas condiciones se convierten en «subproblema», intentando demostrarlas buscando otra regla que las
contenga en su consecuente.

Resulta evidente que, por si solas, las reglas no pueden hacer nada. Necesitan de un programa para fun-
cionar (el intérprete), cuyo funcionamiento aparece esquematizado en la figura 2.2.

Las partes procedurales de todo programa declarativo son Tos principios eperativos del sistema de reso-
lucién, que no tienen por qué cstar expresados en el mismo formato que las partes declarativas o los opera-
dores de activacion. Esos principios operativos se limitan a aplicar los enunciados declaratives. En principio, es
posibie extraer del mecanismo de resolucion todo lo que hace referencia a su control , implementindolo in-
dependientemente. De ese modo diferencisremos explicitamente 1o que ¢s conacimiento factual, proptamente
dicho, de lo que constituye el mecanismo de razonamiento. Esta diferenciacion nos va a permitir estuchar [as
relaciones entre uno y otro, pues ninguna de fas dos partes puede funcionar sin la otra: Conocimiento (unida-
des declarativas) y Razonamiento (unidades procedurales o de procedinmiento) son dos aspectos de una misma

cntidad.
— (" Representacion
—»  Objetivos g — L del problema

l A/
Conocimiento ] ‘ : _ Generar un procedimiento
‘ ST de resolucion

N

v

( Criterios de Evaluacion )

A

Ejecutar
el procedimiento

Si fracasa

. =[ Evaluar la solucién )—*

Fig. 2.2, Esquema General del funcionamienio de un Programa capaz de resolver problemas cientificos.
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Las unidades de procedimiento debieran permitir al arquedlogo usar las unidades declarativas de infor-
macion que ha introducido en ¢l ordenador. En este sentido, podemos deflinirlas como aquel tipo de conoci-
miento que es particular y especifico a la tarea concreta que hay que realizar; por tarea debemos entender: «cum-
plir una serie de objetivos manteniendo ciertas exigencias: (Waern 1989). Distinguiremos entre tres tipos de
conocimiento procedural:

* conocimiento acerca de la larca que hay que realizar,
* conocimiento acerca del sistema como tal,
* conocimicnto acerca del sistema como herramienta para realizar la tarea.

El conocimiento procedural cs fundamental para poder sacar provecho del conocimiento declarativo. Uti-
lizar el Conocimiento Declarativo sin recurrir al metaconocimiento supondria una mera acumulacion no inteli-
gente de hechos sin utilidad alguna. Es por eso por lo que se necesita una auténtica integracién de ambos, en
la que las unidades de informacion procedural funcionen como intérpretes. Todo conocimiento declarativo
presupone la existencia de algln tipo de conocimiento procedural; por el contrario, €l conocimiento procedu-
ral puede ser, en principio, totalmente independiente del declarative -por ejemplo, en los lenguajes clasicos de
programacion-. Bn la practica, sin embargo, debiera establecerse una relacion de dependencia entre uno v otro:
el conocimiento declarativo sirve también de estructura de control de la accion de los procedimientos de reso-
lucién. Es decir, el contenido factual de cada una de las unidades de conocimiento servirfa de regla heuristica
para especificar los movimientos entre estados del problema alternativos.

Esto quiere decir que, en cicrlo modo, los «usos» del Conocimiento Declarativo derivan del mismo con-
tenido de ese conocimiento. En teoria, por tanto, si afadimos a la expresidon de un dato empirico (esto es, a su
descripcidn), una representacion de la manera de utilizarlo, obtendrfamos «onocimiento.. Consideremos que
ese «uso» ¢35 resolver un problema de indole cientifica. Para cllo, construiremos con ayuda del «dato- un estado
del problema. Una manera sencilla de hacerlo serfa creando una variable global cuyo contenido fuese la des-
cripcion inicial del objeto; a continuacion, necesitariamos el Conocimiento Declarativo de ese objeto, esto es,
su significado, y lo «usarfamoss para transformar el estado inicial de esa variable global, avanzando en la reso-
lucion del problema.

Un enfoque cognitivo alternativo: Redes neuronales

Las distintas simulaciones de una arquitectura cognitiva esbozadas en la seccidn anterior no sorn unini-
memente aceptadas por todos los investigadores. En los Gllimos afios sc ha insistido especialmente en su poca
verosimilitud «bioldgica», esto es, que el cerebro humano actia de otra manera. El punto focal de la discusion
se sitoa en el tema de la ¢jecucion en paralelo de las instrucciones programadas. En las arquitecturas cogniti-
vas anteriores (llamadas -simhélicas.) el flujo de informacion entre la Memoria a Largo Plazo y la Memoria de
Trabajo es secuencial., esto es, los diferentes operadores contenidos en el segundo término de las reglas de pro-
duccidn se ejecutan unos después de otros. Por lo poco que sabemos acerca de la manera en que el cerebro
humano funciona, se supone con bastante fundamento que los diversos operadores son ejecutados simultine-
amente en paralelo. Olra critica bastante difundida es la que afirma que el cerebro no contiene «imbolos de-
clarativos., y que los problemas no se resuelven en términos de operaciones con simbolos. En otras palabras,
aunque fuera posible distinguir una Memaoria a Largo Plazo v otra Memoria de Trabajo en el cerebro humano,
éstas no cstarian constituidas por simbolos declarativos, ni ¢l flujo de informaciom de una a otra se basaria en
operadores 1ogicos tales como la Unidn v la Interseccidn.

La investigacidn reciente en Inteligencia Artificial ha intentado desarrollar nuevas vias. El concepto fun-
damental desarrollado por estos investigadores recibe el nombre de memoria asociativa (Pao 1989, Caudill y
Butler 1990). Se trata basicamente de un programa de ordenador que guarda la informacién por medio de aso-
claciones o correlaciones con el resto de la informacién contenida en la memoria. Este sistema informatico per-
mite que diferentes partes de una entidad cstén asociadas entre si, de modo tal que la activacion de cualquie-
ra de esas partes activa las restantes.

El uso de memorias asociativas en informdtica es un resultado de los intentos de similar por medics ar-
tificiales algunas de las caracteristicas del razonamicento humano: cuando un individuo «ecuerdar algo, tiende
a reconstruir ¢l hecho a partir no sélo del estimulo momentaneo, sino de las relaciones que ése estimulo ten-
ga con todo lo que el individuo ha aprendido previamente (Mayor vy Vega 1992, Ruiz-Vargas 1991). Necesita-
mos, pues, de un método que «recuerdes cual cra la forma o la descripeion de un objeto, a pattir de un esti-
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mulo incompleto o ambiguo. El estimulo estd asociado al recuerdo, con lo que «@ecordaremos» el objeto segiin
las asociaciones que pudieran existir entre éste y el estimulo. 8i no podemos recordar la forma del objeto, en-
tonces no existe una asociacion adecuada. Este proceso de consiruir asociaciones entre estimulos y conceptos
memorizados se denomina aprendizaje.

Consideremos e! siguiente ejemplo trivial. Soy un arquedlogo que 4 lo largo de mi experiencia de cam-
po he «vistor v descrito una gran cantidad de cerdmicas fenicias (o de cualquier otra cronologia). Como resul-
tado de esa experiencia basicamente visual, mi cerebro ha creado una definicion peculiar de las cerimicas fe-
nicias. Isos conceptos no han sido aprendidos en tanto que entidades cerradas: en este sector del cerebro no
se guardan, por tanto, las imdgenes tridimensionales de las anforas, en este otra, los platos, etc., sino que cada
uno de los conceptos cxisle en anto que un conjunto de neuronas estd «activador. Aqui, activacion signitica,
tan solo, que una célula cerebral envia informacién (por medio de reacciones fisico-quimicas) a otras células.
Estarin asociadas, por tanto, todas aquellas neuronas activadas en urt momento dado.

El conceplo -ese tipo de cerdmica fenicia- no existe en ningin lugar del cerebro, sino que la activacion
conjunta de un determinado niimero de neuronas represenia dicho concepto. Ahora bien, esas neuronas no es-
tan especializadas en la representacion de un Gnico tipo, sino que muchas neuronas participan en el esquema
de asociatividad empleado en la representacion de diferentes tipos de ceramicas. Ante determinados estimu-
los visuales -desentierro una nueva cerdmica fenicia- mi cerebro «crecuerda- de qué cerdmica se trata al activar
las neuronas que estaban asociadas con este estimulo y no con otro. Todo estimulo idéntico al aimacenado pro-
duce idéntica respuesta; incluso estimulos parcialmente semejantes, podrin generar respuestas semejantes, de-
pendiendo la calidad de la respucsta del grado de semejanza entre estimulos. Esta propiedad es importantisi-
ma para nuestro proposito, ya que nos permitird «ecordar- un concepto aunque su estimulacion sea reducida;
en otras palabras, para «wecordar fa forma de clerto tipo de cerdmica fenicia no es necesario que el estimulo
sea idéntico al concepto. Bastard con la activacion de un escaso namero de ncuronas para que se activen si-
multaneamente todas las neuronas asociadas con aquellas activadas.

Asi pues, el rasgo distintivo de estos sistemas es la asociatividad existente, no sdlo entre estimulo y con-
cepto, es decir, entre observacion empirica ¢ interpretacion, sino entre wodas y cada una de las unidades utili-
zadas c¢n la representacion del concepto. La manera de utilizar una Memoria Asociativa, por tanto, es muy dis-
tinta a la manera de consultar un diccionario: el usuario de un diccionario, o una base de datos clasica, selecciona
la informacién que le interesa por medio de mandatos de biisqueda muy concretos, que hacen referencia a la
manera ¢n que la informacion estd indexada: alfabéticamente, numéricamente, etc. En una Memoria Asociati-
va, por el contrario, el usuario alcanza la informacién deseada buscando estimulos que sean similares» a aque-
llos que han permitido construir una representacion de cierto concepto en ianio qiie esquema de asociatividad
entre neuronas. Los conceptos almacenados no tienen una ordenacidon precisa, sino que estan situados en re-
lacion a la similaridad que tienen con los demas.

Lo importante es, pues, de qué manera se «guardan» las entidades en la memoria (Representacion) v de
qué manera puede recuperarse esa informacion usando informacion inicial incompleta. (Fig. 2.3).

La memoria asociativa ¢s una amplia estructura de la informacion en la que el conocimiento estd orga-
nizado por medio de las relaciones que unen a unos conceptos con otros. Por consiguiente, las memorias aso-
ciativas podrin representarse por medio de una red, a base de nudos vy de lazos entre nudos (Jos nudos co-
rresponden a los conceptos y los 1lazos a las relaciones entre conceptos.

A pesar de sus ventajas, las memorias asociativas tienen un defecto evidente: son muy dificiles de pro-
gramar. Bn este libro se expondrd un modo de programar este tipo de sistemas de informacion, basindonos en
la teoria matemitica de las redes neuronales . Una red neuronal o sistema conectivo es un conjunto de unida-
des de computacion sin contenido declarativo alguno, generalmente inspiradas en alglin modelo tedrico de neu-
rona cerebral. Por si mismas, estas unidades no pueden resolver ningiin tipo de problema, pero si unimos una
gran cantidad de unidades en una red por medio de enlaces y uniones, podremos usar ¢se mismo csquema de
conexiones para almacenar informacion. Asi, por ejemplo, la informacién declarativa

«esta vasija de forma troncocdnica exvasada y decoracion pintada se puede datar en el siglo XV»
adlopraria la siguiente apariencia en un sistema basado en arquitecturas simbolicas (reglas de produccion):

Si

[NATURALEZA: VASITA] [FORMA: TRONCOCONICA EXVASADA] [DECORACION: PINTADA]
Entonces ’
DATACION: SIGLO XV
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Ceramica fenicia

A

FIG. 2.3. Esquema de funcionamiento de una Memoria Asociativa en el cerebro humano.  ©

En una red neuronal, por ¢l contrario, esa misma informacién no estaria representada en términos pseu-
dolinguisticos, sino en términos de un subconjunto de conexiones entre unidades de computacion, ninguna de
las cuales significa nada por si misma, pero si las unimos de cierto modo (matematicamente) configuraremos
un vector que si que tendrd «significado-: la cerdmica del siglo XV. Los rasgos descriptivos de la representacion
declarativa se han convertido aqui en coeficientes matematicos: ‘

(0,5678 0,6978 6587,12 5687 0 6587 50978,24)

que miden la intensidad de las conexiones entre unidades (Fig. 2.4).
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Fig. 2.4. Esquema de una Red Neuronal. . . ' T &,
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Por lo general se usan dos tipos de redes neuronales: las redes focalizadas, cn las cuales las unidades
de computacién (neuronas ) cstin cspecializadas en la represcentacion de una informacion particular, y las re-
des distribuidas, en las que ninguna neurona cstd especializada, sino que distintas informaciones estan repre-
sentadas por medio de los valores de una funcidn matemdtica que evalda la importancia de cada neurona y de
cada conexion en la representacion de esa unidad de informacion. En lugar de un programa (en forma de ins-
trucciones o de reglas de produccién) que actde sobre diferentes estructuras de datos, una red neuronal con-
siste en un gran namero de elementos simples de procesamiento (nodos 0 neuronas ) conectados entre sf. Cada
conexidn estd asociada a un valor numérico: el peso o la intensidad que determinan su importancia e influen-
cia en la red neuronal. Ese valor numérico se define como medida de la frecuencia con que la neurona de des-
tino y la neurona de origen han estado activadas simultineamente. Las neuronas se comunican con €l resto de
la red transmitiendo una respuesta particular (un nimero) a todas las unidades con las que estd conectada. Esc
valor de salida estd determinado, a su vez, por el potencial o grado de activacion de la neurona: una funcion
monotona de los estimulos que recibe de las neuronas vecinas.

Cada neurona es, en realidad, una unidad primaria de cilculo, que opera sobre los estimulos que le lle-
gan 4 través de las conexiones que la unen al resto de neuronas de la red (Fig. 2.5). No trata ¢s0s estimulos
unilormemente, sino que los recibe a través de enlaces (conexiones) de importancia desigual. Cada conexion
contribuye con un estimulo cuya magnitud iguala al valor de la respuesta que emana de esa neurona; la neu-
rona realiza una suma ponderada de todos esos estimulos para definir su nivel o grado de activacion, es decir,
para saber si resulta activada o no por ¢l conjunto especifico de estimulos recibido: si la cantidad de estimulo
alcanza un nivel determinado, la neurona es capaz de generar una respuesta a ese estimulo. Se denomina futri-
cibn de transferencia esa correspondencia o funcion que asocia un estimulo dado a un nivel particular de ac-
tivacion de 1a neurona. Una forma de calcular esa funcion seria multiplicando cada estimulo por la medida de
la importancia de la conexidn a través de la cual llega, sumando algebraicamente, a continuacion, todos los es-
timulos que llegan a una neurona.

UNIDAD DE SALIDA

Unidad
+1 Ocuita

| oF

. ” UNIDADES DE ENTRADA

e

Fig. 2.5. StmulaciGn informatica del comportamiento de una Neurona.

En la mayoria de aplicaciones usuales, unos cuantos de esos nodos 0 neuronas son los elementos de en-
trada a la red, cuya activacion esta fijada por el usuario (estimulo externo). Otro conjunto de elementos esti
formado por las ncuronas de salida o resultados del problema. Entre ambos se sitGa un tercer conjunto, que
suelen recibir €l nombre de newronas ocultas. Dado un estimule especifico, los elementas de entrada han de
ser capaces de obtener una respuesta, representada por una configuracion determinada de las neuronas de sa-
lida. La tarea de la red es calcular los valores correctos de aclivacion de las neuronas oculias (ue pongan en
correspondencia los estimulos con las respuestas. En primer lugar, de las neuronas de entrada a las neuronas
ocultas, el estimulo externo es traducido en términos de la representacion interna que es especifica y particu-
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lar a esa red. Al pasar de las neuronas ocultas a las neuronas de salida, esa representacion es traducida de nue-
vo en (erminos del resultado esperado. Por lo tanto, el esquema peculiar de conexiones y funciones de trans-
ferencias de las neuronas ocultas constituye un ¢odigo interno que la red va a usar para guardar las instrucciones
que permitirin asociar en el futuro ese estimulo con csa respucsta.

Volvamos al tema que mis nos inieresa, la descripcion de la arquitectura del sistema encargado de re-
solver automaticamente un problema, Es preciso aceptar que en ocasiones resulta mas conveniente represen-
tar el espacio del problema por medio de una red ncuronal que por medio de un programa declarativo: cada
neurona en la red constituiria la representacion de un estado del problema ; en un momento dado, el grado de
activacion de esa neurona podtia considerarse como el grado en el que la red «crees que ese estado es nece-
sario para trazar el camino cntre el estado inicial y el final . Del mismo modo, ¢l estado nicial del problema
coincide con los elementos de entrada (estimulo), el estado final con el elemento de salida (o respuesta pro-
porcionada por la red), v los estados transitorios o enlaces entre uno y otro se representarian por medio de las
sneuronas ocultas-. Los operadores necesarios para pasar de un estado a otro ya no serfan operadores 10gicos
basados en la manipulacién de simbolos, sino funciones matemiticas que representarian los pesos diferencia-
dos de Ias interconexiones entre las neuronas implicadas. El conjunto de valores numeéricos que representan ese
esquema de activacion no ha sido programado, sino que la red lo aprende generalizando diversos cjemplos (es-
timulos). Ese aprendizaje se lleva a cabo variando las conexiones entre las neuronas de acuerdo con una ley
de aprendizaje especifica, hasta que el estimulo presentado provoque en la red la respuesia pretendida. En ca-
pitulos sucesivos sc¢ desarrollaran y explicarin mas detenidamente las téenicas de aprendizaje neuronal.

«Qué diferencias hay entre un programa declarativo v una red neuronal? En el primer caso se considera
que el nivel de representacion simbolica (las reglas) constituye el nivel de descripcion apropiado. No se plan-
tea de donde viene la informacion, sino tan sélo comeo se manipula: un sistema de producciones puede des-
cribirse en tanto que tal sin considerar ni su implementacion (su ¢structura operativa) ni su origen (proceden-
cia de los estados del problema), porque el conocimiento estd explicitamente diferenciado de sus estructuras
de control; la arquitectura del sistema -las reglas que permiten manipular las reglas- aparece tan sélo como un
medio y no como conocimiento en si. Por el contrario, en una red neuronal la arquitectura del sislema, esto es,
la implementacion del conocimiento afecta y define la accion misma del sistema, pues son indisolubles. No se
necesitan estructuras de control, porque los datos y su tratamiento no estan diferenciados. Las unidades de in-
formacion no se representan mediante expresiones declarativas, sino por la estructura y estado de activacion
de la red. El contexto del problema no ¢s otro que la red entera.

Lo comprenderemos mejor si recordamos que una red neuronal no es otra cosa que la simulacion del
mecanismo de funcionamiento del cerebro humano: la funcién de transferencia propia de cada neurona v la
propagacion de sus valores de neurona a neurona a través de conexiones de importancia desigual es el moti-
vo por el que la respuesta de una neurona no solo depende del estimulo externo, sino de la respuesta de las
otras neuronas a las que estd conectada. Los conjuntos de neuronas que constituyen una red son, por tanto, con-
glomerados interconectados en los que la actividad persiste una vez pasada la estimulacién inicial, Dehido, pre-
cisamente a esa persistencia de la actividad otras neuronas pueden activarse independientemente del estimulo,
emitiendo respuestas que a su vez afectardn a la neurona activada en primer lugar, inhibiéndola en algunos ca-
sos, con lo que el estado de activacion final de la red serd una representacion semi-auténoma de la realidad,
no dependicnte exclusivamente de la informacion empirica externa.
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ton (1984), Haugeland (1989) , Sharples et al. (1989) | Boy (1990), Partridge (1990), Nagao (1990), Ginsberg (1993),
Rusell y Norvig (1994), Luger (1994).

Respecto al tema de la Resolucion de Problemas en la Psicologia Cognitiva: Bourne et al. (1979), Ander-
son (1983), Holland et al. (1980), Stillings et al. (1987), Johnson-Laird (1988), Sternberg y Smith (1988), Kaplan
et ul. (1989), Waern (1989), Newell {1990).

Sobre la modelizacion de los mecanismos de resolucion de un problema en términos de un sistema de
producciones son fundamentales los trabajos de Newell v Simon (Newell y Simon 1972, 1976; Newell 1973, 1980,
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Simon 1973, 1979, 1983), con abundantes referencias acerca de los Sistemas de Producciones, si bien para ese
tema especifico es mejor referirse a los libros generales citados anteriormente o a la bibliografia sobre Sistemas
Expertos (cf. Capitulo 3). Con respecto a las Redes Neuronales y Arquitecturas Conectivas, incluso los libros de
introduccién suelen ser dificiles de seguir. Asi y todo se pueden recomendar los libros de Aleksander (1990),
Aleksander y Morton (1990), Caudill y Butler (1990, Dayhoff (1990), Eberhart y Dobbins (1990), Khanna (1990).
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. 3. INTERPRETACION AUTOMATICA o

Imagino que, tras la lectura del capitulo anterior, el lector tiene mas o menos clara la tarea de introducir
(wepresentar) conocimiento en el ordenador, v de las dificultades que ha de solventar para llevar a buen tér-
mino esa accion. De lo que se trata ahora es de usar el conocimiento que hemos representado para resolver
problemas arqueoldgicos. En este capitulo abordaremos el tipo mds simple de resolucién: el razonamiento ab-
ductivo, que consiste tan s6lo en la asociacion simple de conceptos interpretativos (o entidades tedricas) con
datos empiricos. Como veremos a continuacién, el interés de un sistema informdtico aparentemente tan senci-
llo estriba en sus aplicaciones practicas:

* se puede usar el programa cuando no disponemos de un experto en ese tema (por ejemplo, datacién

de un tipe de cerdmica caracteristico)

* sirve de programa de gestion de la informacidn, cuando la cantidad de conocimicentos existente en ese

dominio es demasiado grande.

Un ejemplo sencillo

Supongamos que nos interesa averiguar la cronologia de un conjunto de Estelas Decoradas con motivos
de «guerrero», halladas en el Sudoeste de la Peninsula Ihérica (sobre todo en Extremadura y Andalucia Occidental,
cf. Almagro Basch 19006, Barceld 1989). Una vez puesto en marcha el ordenador, cargado el disco que contie-
ne el programa (ESTELAS v. 1.0), v abierto éste Giltimo, la pantalla muestra el texto de la siguientie pregunta:

/APARECL LA REPRLSENTACION DE UN ANTROPOMORFO?

Supongamos que, en cfeclo, en la Hstela que estamos estudiando aparece la representacion de un An-
tropomeorfo. Responderemos por tanto « si» a la pregunta anterior. El programa responde acto seguido con una
nueva pregunta:

JAPARECE LA REPRESENTACION DE UNA ESPADA?

Consideremos que esa Estela hipotética también cuenta con la representacién de una Espada. A conti-
nuacion el programa nos interroga acerca de la morlologia de ¢sa espada: responderemos «<No- 4 la morfologia
«ESTRANGULADA- v 5> a la morfologia de «BORDES PARALELOS. El programa proporciona una primera evaluacion cro-
nolagica:

ESPADA POSIBLEMENTE DE LENGUA DE CARPA

y pide mds informacion para evaluar la cronologia de la Estela. Al cabo de unos segundos (tiempo ne-
Cesario para que el ordenador abra un nuevo subprograma), se nos pregunia por la existencia de la represen-
tacidén de una Fibula de Codo. Tras nuestra respuesta afirmativa, el Sistema pregunta si aparece un Casco de

Cresta. Una respuesta afirmativa a esta pregunta nos lleva automiticamentie a [a solucion:

ESTELA SEMEJANTE A LA DE CABEZA DE BUEY I (inicios siglo IX a.C)
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Estudiemos ahora una Estela conocida, la de Baragal, por ejemplo (Curade 1984). Volvemos a abrir el pro-
grama principal ESTELAS y reiniciamos la sesién. Respondemos «NO» 4 la primera pregunta («APARECE LA REPRE-
SENTACION DE UN ANTROPOMOREO?) y «l» a la segunda («PRESENCIA DE ESPADA»). Seguidamente, estimamos que la hojd
de la espada representada ticne forma «5$IRANGULADA» . La respuesta provisional del programa es considerar e'5a
espada como «PISTILIFORME», solicitando mds datos. Al cabo de unos segundos, en la pantalla del ordenador apa-
rece una nueva pregunta que inquiere por la localizacion geogrifica de la Fstela (gHa APARECIDO LA ESTELA EN EL
VALLE DEL TAJO O EN LA ALTA EXTREMADURA-). Tras una contestacion afirmativa, el programa pregunta por la exis-
tencia de una Fibula de Codo, de un casco de Cresta y de un Casco de Cuernos. Si respondemos «No» a todlas
ellas obtendremos la siguiente contestacién:

ESTELA SEMEJANTE A LAS DE BARACAL Y FOIOS (ca. 1000 -950 a.C.)

Consideremos ahora el caso de Estelas de interpretacion dificil, como pudiera ser el easo de las de Be-
lalcazar o Capilla . Hn resumen del desarrollo de 1a sesion serfa ¢l siguiente:

ANTROPOMORFG? st

ESPALA? NO

ESCUDO EN V, LANZA, ¥/O CASCO DE CRESTA?  NO

CASCO DE CUERNOS ¥/0O ARCO-FLECHA? NG

ARMAS? NO )

JOYAS, ADORNOS Y/O DIADEMA? S ;

La respuesta serfa la siguiente:

ESTELA SEMEJANTE A LA DE TORREJON DEL RUBIO 1T Y DEMAS ESTELAS FEMENINAS
(prohablemente tardia, siglos VI - V1l a.C.)

Sea ahora el caso de una Estela sin elementos cronoldgicos conocidos:.

ANTROPOMORFO? - SI

ESPADA? st .
ESPADA DE HOJA ESTRANGULADA? NG

ESPADA DE BORDES PARALELOS? NG

ESPADA DE HOJA HUSIFORME? NO

ISPADA EN FPORMA DI SIMPLE TRAZO EINEAL? st

La primera respuesta que proporciona ek programa es : «£STELA PROBABLEMENTE 1aRDis». Al cabo de unos.se-
gundos continia la sesion:

FIBULA DE CODO? NO
CASCO DE CRESTA? . NO ; -
casco de cuernos? NO

A lo que responde el programa «FALTAN ATRIBUTCOS. CRONOLOGICAMENTE FIABLES-. A continuacin solicita nids
datos:

REPRESENTAGION DETALLES. ANAFOMICOS? NO
APARLCEN EN TOTAL MENOS DE -CINCO ELEMENTOS REPRESENTADQS? SI

La solucién es la siguiente:

ESTELA SEMEJANTE A LA DE SETEFILLA ' -
(siglos VIII-VII a:C.)
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El programa es lo suficientemente sofisticado como para poder analizar una Estela para la cual no exis-
ta prototipo, es decir, cuya iconografia no coincida con el estado actual de los conocimientos sobre ¢l tema. Asi,
por ejemplo, si la sesidn de consulta se desarrollase de la siguiente [orma:

ANTROPOMORFO? : NO
ESPADA? si
HOJA ESTRANGULADA NO
ESPADA DI BORDES PARATELOS? si

Respuesta Provisional: ESPADA PROBABLEMENTE DE LENGUA DE CARPA

FIBULA DE CODO? NO . v
CASCO DE CUERNOS? ) SI

Como respuesia aparcceria el siguiente texto:

ESTELA UNICA: La presencia de una representacion de casco de cuernos sorprende en este contexto, pues
las Estclas con Espada de lengua de carpa y sin antropomosfo son consideradas como «antiguas: frente
a las que cuentan con antropomorfo, casco de cuernos v espada de lengua de carpa. Ahora bien, no es
imposible una tal asociacidn debido a la incertidumbre cronolégica suscitada por’ el casco de cuernos,
cuyo origen culiural no estd claro). Crenalogia: posiblemente algo mis reciente que las Estelas con cas-
co de cresta, en un momento avanzado del siglo IX a.C. ¢ incluso en el siglo VI a.C.

Introduccién a los Sistemas Expertos

El anterior es un ejemplo tipico de Sistema Experto. Pedemos considerar que un Sistema Experto es un
programa informatico que utiliza <automdtdcamente los conocimientos propios a un experto humano en un 4m-
bito especifico, de forma que el sistema resultante ofrezca CONSHEIOS INTELIGENTES o bien sea capaz de
adoptar una DECISION INTELIGENTE en ese dominio. Otra caracteristica adicional deseable, que para algunos
es fundamental, es la capacidad del sistema para JUSTIFICAR SU PROPIA LINEA DE RAZONAMIENTO de ma-
nera comprensible al usuario. El enfoque adoptado para conseguidlo es la PROGRAMACION BASADA EN RI-
GLAS (o programacion declavativa. cf. Capitulo 2).

El Sistema Expesto presemtado al principio de este capitulo (ESTELAS v. 1.0) es un gjemplo de programa
capaz de tomar ciertas decisiones (atribucion cronoldgica) en un Ambito muy especifico de la Arqueologia: las
Estelas Decoradas del Bronce Final en el Sudoeste de 1a Peninsula Ibérica. Particnido de unos rasgos descripti-
vos (identificaciom de las representaciones grabadas en las Estelas) el programa produce unos resultados apa-
rentemente Jdnteligentes, esto es, diagnestica ia cronologia de cada Estela. Ll programa estd constituido por un
conjunto de cuarenta factores de conocimiento, de los cuales derivan las interpretaciones (la asignacion cronoldgica
de las Estelas). Ast por ejemplo, el resultado ESTELA SEMEJANTE A LA DE BARAGAL Y A 1A DE FO10s» deriva del factor:

VAITE DEL TAJO O ALTA ANDALIICIA? st

FIBULA DL CODO? NG
CASCO DE CRESTA? NO
CASCO DE CUERNOS? NO

que estd expresado, de forma no ambigua, mediante una regla del tipo SI... ENTONCES...

ESTELA SEMEJANTE A LA DE BARACAL Y A LA DE FOIOS, SI...

VALLE DEL TAJO O ALTA ANDALUCIA = si

SBULA DE CODO = NO
CASCO DE CRESTA = NO
CASCO DE CUERNOS = NO
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¢Como puede un programa de ordenador reproducir el razonamiento de un experto humano? Ya hemos
abordado esta cuestion en capitulos anteriores: representando ¢l conocimiento cientifico en un formato «com-
putable». Veiamos que eso era posible diferenciando el Conocimiento Declarativo del Procedural. Ahora bien,
por separado, ninguno de esos componentes puede funcionar ni resolver un problema: sin instrucciones acer-
ca de su uso el Conocimiento Declarativo no es, propiamente hablando «Cononocimiento; el Conocimiento Pro-
cedural, por su parte, serd incapaz de proponer soluciones a un problema sin informacion relevante acerca de
dicho problema. En definitiva, para que un Sistema Experto reproduzca efectivamente el razonamiento de un
experto humano (un arquedlogo, en nuestro caso), es necesario que combine el Conocimiento Declarativo y
el Procedural. El primero se incluye en una Base de Hechos, o Base de Datos que contiene observaciones em-
piricas y resultados experimentales (datos procedentes de una excavacion arqueoldgica, por ejemplo). El Co-
nocimiento Procedural suele estar contenido en una base de Reglas, v representa la Teoria Cientifica que que-
remos usar para <nterpretar los datos.

Precisamos ademais de un programa que se encargue de traducir las instrucciones contenidas en el com-
ponente procedural en instrucciones computacionales; en otras palabras, un programa (o bien, en un futuro cer-
cano, un circuito impreso) que ponga en marcha los mecanismos generales de combinacion de los conocimientos
declarativos y procedurales, buscando las relaciones 16gicas entre la base de datos y la base de Reglas y efecu-
te los operadores existentes en la parte conclusion de las reglas. Ese programa recibe el nombre de Motor de
Inferencias (Fig. 3.1.). '

CONOCIMIENTO UNIVERSO CONOCIMIENTO
DECILARATIVO DEL DISCURSO PROGEDURAL

»( MOTOR DE INFERENCIAS )«

INTERPRETACIONES

Fig. 3.1. Esquema general de un Sistema Experto.

Es important¢ insistir cn ¢l caracter general (csto ¢s, no basado en un conocimiento cientifico especifi-
<o) de este Motor de Inferencias, cardcter que lo diferencia sensiblemente del contenido «practico- del Sistema
Experto. Se trata de un conjunto estructurado de instrucciones (y no de un programa declarativo) cuya misién
es utilizar las reglas que, a su vez, representan el conocimiento procedural. El Motor de Inferencias es, pues,
un programa que «activa- las reglas, si las condiciones de aplicacidén contenidas en el antecedente de las mis-
mas estin relacionadas con las unidades de conocimiente declarativo contenidas en la Base de Datos o Hechos,
y que ejecuta las operaciones que aparecen en el consecuenie de las mismas. Esas instrucciones de actlivacions
y de «ejecucidn- no dependen del contenido especifico de cada regla, sino que siempre son las mismas sea cual
sea el conocimiento procedural empleado.

Motores de Inferencia
Hemos visto que un Sistema Experto s¢ compone, esencialmente de tres modulos: una Base de Hechos,

una Base de Reglas v un Motor de Inferencias, esto es, un conjunto ordenado de conocimiento Declarativo y
Procedural (especifico a un problema concreto), y un programa capaz de usar esos dos tipos de conocimien-
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to para encontrar la solucion a un problema definido en ese dominio concreto; por wuso del conocimiento, en- /
tenderemos aqui la combinacidn del conocimiento Declarativo y el Procedural para producir nuevo Conocimicnto
Declarativo.

Analicemos ahora el motor de inferencias . Su funcion cs la de egjecuiar €l Conocimiento, combinando
Hechos con Reglas. Para ello, el motor de inferencias actia de la siguiente manera:

1. DETERMINA LAS REGLAS SUSCEPTIBLES DE SER ACTIVADAS
2. FLIGE UNA REGLA A EVALUAR DE ENTRE LAS REGLAS ACTIVABLES
3. EJECUTA DICHA REGLA Y ACTUALIZA LA BASE DE HECHOS

Para determinar la aplicabilidad de las reglas, ¢l motor de inferencias compara su enunciado con las clau-
sulas (scan del tipo que sean: encuadres, expresiones relacionales, etc.) existentes en la base de Hechos. Ob-
sérvese que la base de hechos es siempre particular a un caso, y que la base de Reglas es particular a un pro-
blema o dominio. Lo que establece el motor de inferencias es si el caso representado por la base de datos es
relevante a la base de Reglas; en otras palabras, si ambos mencionan las mismas unidades. No olvidemos que
una Regla no es mds que una operacion légica realizada con dos expresiones formuladas en la misma nota-
cion que las unidades existentes en la base de bechos. En definitiva, una Regla de Produccidn se limita a poner
en relacion distintas unidades de Conocimiento Declarativo.

El programa realiza ¢sa comparacion por medio de una operacion denominada unificacion . En genc-
ral, dos expresiones pueden unificarse si son idénticas o si pueden llegar a ser idénticas una vez sustituidas sus
variables. Por ejemplo, podemos unificar las expresiones

{01 es Fibula de Codo-
«X’ es Fibula de Codor

Sustituyendo X’ (una variable) por ¢l individuo «001». Para validar cualquicra de los componentes de la
regla (tanto el antecedente como el consecuente) en funcién de lo que contiene la base de hechos, el Motor
de Inferencia busca, en primer lugar si las expresiones tienen:

—un predicado (verbo) con el mismo nombre [la particula subrayada

— la misma cantidad de argumentos

— las mismas constantes

En ¢l caso contrario, la regla no serd activable a partir de esa base de hechos concreta.
Una vez activadas, esto es, seleccionadas con el fin de resolver un problema, las reglas han de ser eje-
cutadas por el Motor de Inferencias. Este dispone de dos modos distintos de ejecucion:

A. Encadenawmiento bacia adelante (Forward chaining»)

Activa aquella regla o unidad de conocimiento procedural cuya condiciéon existe en Ia Base de Conoci-
miento Declarativo, es decir, es «ddéntica- a una de las expresiones que alli existen. El programa deduce, en-
tonces, la consecuencia de dicha regla. En otras palabras, el motor de inferencias evalda la validez de la pre-
misa o antecedente de la regla a partir del Conocimiento Declarativo: si esa premisa esid definida entonces el
conocimicnto asociado a la misma (el consecuente de la regla) ¢s agregado al Conocimiento Declarativo. Por
ejemplo (libremente adaptado de Guillaume 1987):

REGLA 1

SI a) los objetos en metal encontrados en Penya Negra (Alicante, Bronce Final) son obje-
tos de uso corriente '
b) se han encontrado en Penya Negra dliles de obreros metalirgicos, lingotes de metal,
crisoles, moldes de fundicién,
ENTONCES Los objetos en metal de Penya Negra eran fabricados #n siti.

El motor de inferencias buscara en el modulo que contiene el Conocimiento Declarativo (la base de He-
chos) si existen o no las proposiciones a) y b); en caso afirmativo, anadira el predicado: «Los objetos en metal
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de Penya Negra eran fabricados in sitse. Este hecho deducido por el Sistema serd utilizado, a su vez, para con-
tinuar con las inferencias:

REGLA 2
S1 a) los objeto en metal encontrados en Penya Negra son muy numerosos
b) los objetos en metal de Penya Negra eran fabricados in situ.
ENTONCES  Existia un artesanado metalirgico muy desarrollado en el Sudeste de la Peninsula Ibe-
rica en la época dcl Bronce Final e Inicios de la Edad del Hierro.

Iijémonos que la premisa b) en la Regla 2 no existia previamente en la base de Hechos, sino que ha sido
«dnferida> gracias a la activacion de una regla anterior.

El mecanismo general de este procedimiento es muy sencillo. Consideremos una Base de Hechos que
contiene dos unidades de Conocimiento Declarativo (A y B), v las siguientes reglas que representan el conoci-
miento procedural que necesitamos:

D SiAyC, entonces E
2) Si Fy C, entonces H
3) 51 By E, entonces H
4) 8i B entonces C
5) Si H entonces X

Nuestro objetivo es saber si es posible alcanzar X, partiendo de A y B; en otras palabras, cvaluar la ve-
rosimilitud de la Hipotesis «A y B son X, El mecanismo de inferencia por encadenamiento hacia adelante ac-
tia del siguiente modo:

1.- Sabemos que A v B son verdaderos (es decir, existen en la base de Hechos, por lo que forman partc
del Conocimiento Declarativo).

2. Silo que hemos de demostrar es X, entonces X debe figurar en la conclusion de alguna Regla (es de-
cir, debe existir alguna unidad de conocimiento procedural que permita «producin X).

3. Generamos nuevos hechos, mediante el uso de aquellas unidades de conocimiento procedural que
conticnien A & B como premisas

4. Continuamos afiadiendo nuevos hechos a la Base de Hechos combinando repetidamente la progre-
sivamente creciente Base de Hechos a la base de Reglas, hasta que X cntre a formar parte de la base de He-

chos, o hasta que la Base de Hechos alcance su mavyor tamano (es decir, que no se le puedan agregar nuevos
hechos).

Obsérvese como:

+ laregla 4 produce el hecho C, con lo que se modifica el conocimiento declarativo, que ahora con-
tiene las Unidades A, By C.

s la regla 2) genera al hecho F, con lo que se modifica ¢l conocimiento declarativo, que ahora con-
ticne las Unidades A, B, Cy E.

s Ja regla 3) genera el hecho H, con lo que se modifica el conocimiento declarativo, que ahora con-
tiene las Unidades A, B, C, E y I1.

® la regla 5) asigna X al conocimiento declarativo, con lo que se resuclve el problema.

B.- Encadenamienio bacia atrds («backward chaining» 6 <backchaining»)

El Sistema no usa las proposiciones que permiten activar ciertas reglas, existentes en la base de datos,
sino que empieza a partir de una proposicion (Hipdtesis) formulada por el usuario. A continuacidn va buscan-
do paulatinamente en la hase de Reglas si existe alguna que contenga en su conclusion esa proposicion u ob-
jetivo. Bl mecanismo de funcionamicento ¢s ¢l siguiente:

1. Supongamos que X es la proposicidon que queremos demostrar, al igual que en el ejemplo anterior

2. Existe una regla que contiene la proposicion X en su consecuente (Regla 5)

3. la premisa de esa Regla se convierte ahora en nuevo objetivo a demostrar, pues H no existe ¢n la Base
de datos (A, B). Por lo tanto, se busca una regla que contenga H en su consecuente.

4. Existe una regla que contiene la proposicidén H en su consecuente (Regla 3)
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5. La premisa de esa Regla se convierte ahora en nuevo objetivo a demostrar, pues E no existe en la Base
de datos (A, B). Por lo tanto, se busca una regla que contenga E en su consecuente.

6. Existe una regla que contiene la proposicion E en su consecuente (Regla 1)

7. la premisa de esa Regla se convierle ahora ¢cn nucvo objetivo a demostrar, pucs C no existe en la Base
de datos (A, B). Por lo tanto, se busca una regla que contenga € en su consecuente.

8. Existe una regla quc contiene la proposicion C en su consecuente (Regla 4)

9. La premisa B de esa regla existe cn la base de datos, por lo que X queda demostrada: existe una co-
nexion 16gica continua entre X y (A,B), que permite afirmar que <A v B son Xo.

La Hipotesis que deseamos demostrar es, por ejemplo, «Este Gtil litico ha sido importador. El Sistema Ex-
perto iniciard la bisqueda, entre Jas reglas que han sido implementadas en €l, de aquella que pueda confirmar
la Hipotesis, por ¢jemplo:

St a) el atil litico esta fabricado en silex ®
by el origen de ese tipo de Silex se encuentra en Francia
<) el atil ha sido encontrado en Polonia
ENTONCES Este atil litico ha sido importado i
&

Para que el motor de inferencias sea capaz de aplicar esta regla es preciso que el Sistema Experto dis-
ponga de informacion accrca de la materia prima del atil litico en cuestion y acerca del lugar del hallazgo. Si
esta informacidn no existe en la Base de Conocimicntos (cs decir, va en la Base de Datos, ya en la Base de Re-
glas como consecuente de otra regla) siempre serd posible programar el Sistema para que pida al usuario que
introduzcs informacion sobre ello (cf. Voorrips 1990).

C.- Diserios avanzados de Motores de Inferencia

El principal problema con los motores de infereneia que trabajun por encadenamiento hacia adelante es
el tiempo que requleren para encontrar v aplicar las reglas que corresponden a especificas instancias de los da-
tos. Cuando el Sistema Uxperto es grande (de un orden superior a 2000 reglas), esa operacién es practicamen-
te intratable por el ordenador, Para resolver esa dificultad existen diversas alternativas, en especial el algoritmo
RETE v los motores de inferencia basados en la teoria de las probabilidades. Aunque no excesivamente difici-
les, el estudio de estos mecanismos excede los limites de este libro. El lector interesado puede encontrar sufi-
ciente material en las referencias hibliograficas.

Reglas de Produccion v coeficientes de verosimilitud

Hasta ahora hemos utilizado reglas «exacta»; esto es, €l programa ha asignado a cada una de las propo-
siciones o expresiones de conocimiento declarativo uno (y sélo uno) de los siguientes valores: verdadero, fal-
so. Sin embargo, praciicamente nunca los arquedlogos estan seguros de sus interpretaciones; por consiguienie,
en la mayoria de las ocasiones habremos de permitir al sistema experto proponer soluciones inexacta. La ine-
xactitud o grado de confianza en una solucién se suele expresar numéricamente mediante una cifra de 0 a 100:

100, significa «verdaderon
0, significa «falso».

Mejor dicho, «100- podria traducirse por verdadero definitivamente, cn lanto que un valor de 80, por ejem-
plo, indicarfa que ¢l sistema estd seguro tan s6lo en un 80 % de su validez.

Estos valores numéricos suelen recibir el apelativo de Factores de Certidumbre (FC), para diferenciarlos
de los «valores de verdads de la Logica de Predicados, los cuales ticnen una connotacion formal (y, en conse-
cuencia, universal) totalmente ajena a la programacion de Sistemas Expertos (que por definicidn son particula-
res v heuristicos). La funcién de estos indices es distinta segin el tipo de unidad de conocimiento al que estén
asociados.

En ¢l caso de la Base de Hechos (conjunto de datos empiricos), el factor de certidumbre suele sefialar la
confianza que tenemos en un dato empirico. Por ejemplo, como resultado de una prospeccion en dos yacimientos,
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A v B, estamos bastante seguros que en A aparece cerdmica tipo 1, mientras que tencmos nuestras dudas acer-
ca de la posible presencia del tipo 2; la presencia del tipo 2 en el yacimiento B es practicamente segura y la
datacion de esas cerdamicas, por su parte, parece bastante fiable. La expresion de esa «confianza» o seguridad
por medio de Factores de Certidumbre (FC) aparece en la tabla:

YACIMIENTO A bay CERAMICA TIPO 1 FC=75
YACIMIENTO A bay CERAMICA TIPO 2 FC=50
YACIMIENTO B bay CERAMICA 'TTPO 2 FC=00
CERAMICA TIPO 2 datacion SIGLO VI FC=90
CERAMICA TIFO 1 datacion  SIGLO VII FC=80

(Qué significa, en términos arqueologicos «estar seguros al 75 & al 30 % de un hecho? Se trata del grado
de werosimilitud- de ese hecho. En Teorfa de la ciencia se ha utilizado bastante este modo de evaluar la ver-
dad de los enunciados cientificos, asimilindolo, por lo general, a una medida de la probabilidad de error. Fn
otras palabras, la expresion

CERAMICA TIPO 2 datacion  SIGLO VIII FC=90

debe entenderse en los siguientes términos: «la probabilidad que la Ceramica del Tipo 2 date en el Siglo VIIT a.C.
es del 90%.

Dos son las principales ventajas de esa dectura probabilistica- de los factores de certidumbre. Por un lado,
el mecanismo de activacion de hechos v reglas en un sistema experto se aproxima a la inferencia estadistica
clasica (factores de certidumbre = intervalos de confianza); por otre lado, permite utilizar los axiomas de la Te-
oria de Probabilidades para desarrollar el motor de inferencias del programa, de modo que lo que en piginas
anteriores hemos denominado espacio del problema pasa a convertirse en un experimento probabilistica (cf. Ca-
pitulo 3).

Ahora bien, el uso de probabilidades en los mecanismos de resolucion automadtica de problemas plan-
tea una dificultad mavor: la asignacion de probabilidades iniciales. Supongamos que una vez concluida una ex-
cavacibn arqueoldgica, deseamos <valorar- Ios hechos arqueoldgicos descubiertos con ayuda de sus corres-
pondicnics {actores de certidumbre. ;Como hacerlo? Desgraciadamente existen diversas interpretaciones de la
Teoria de la Probabilidad (frecuentista, subjetiva) y lo que las diferencia es, precisamente, la manera de asignar
probabilidades a los acontecimientos. Una manera efectiva, aunque no la mejor, puede ser la siguiente:

D = cerdmica con decoracion a base de espirales, pintada en rojo

T = ceramica encontrada en unidades topo-estratigraficas datadas por C-14 en el siglo IX a.C.

Para calcular la probabilidad de la expresion
«La ceramica con decoracion a base de espirales pintada en rojo, se puede datar en el siglo 1IX a.C.»

Necesitamos una muestra de ceramicas lo suficientemente completas (o bien restauradas) que permitan la des-
cripcién del esquema decorativo, v para las cuales se dispongan de suficientes dataciones de C-14. La costumn-
bre de los estadisticos es que una muestra de esas caracteristicas ha de tener, al menos, 30 individuos. En el
caso de disponer esa muestra, calculariamos:

cantidad de cerdmicas deco. datadas en el s. IX a.C. por C-14

P(TID) = . P - o
cantidad de cerdmica deco. identificada en el yacimiento

Suele definirse la nocién de regla probabilistica del siguiente modo: aquella expresion del tipo SI...EN-
TONCES cuya caracteristica principal es la propiedad siguiente: « si la proposicion y existe en la base de Co-
nocimientos, entonces hay una probabilidad p de que una proposicion distinta, x, sca verdadera, v una proba-
bilidad 1-p que su opuesto sea falso. En resumidas cuentas:

St existe ¥, entonces existe x con probabilidad p.
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Resulta facil de ver que una regla probabilistica se limita a asociar entre si hechos probabilisticos. En estc
caso hay que diferenciar entre los factores de certidumbre de las premisas y los de la conclusién. Los que apa-
recen en la premisa de las reglas actGan, en realidad, come imites» o condiciones de activacion, es decir, la

certidumbre minima que ha de tener una premisa para que la conclusion de la regla sea activada. Supongamos
que la base de hechos conticne la siguiente proposicion

YACIMIENTO A tiene CERAMICA DE RETICULA BRUNIDA  (FC= 70)

y disponemos de la siguiente regla:

Si en el yacimiento aparece ceramica de reticula brufida (FC=30)
ENTONCES el yacimiento data en el siglo VIIT a.C

En ¢sle caso, la datacion del yacimiento A serd, efectivamente, «siglo VIII a.C.» porque la certidumbre que
tenemos en ese hecho es superior a la certidumbre minima estipulada en la premisa de la regla. Si, por el con-
trario, la presencia de esa cerdmica estuvicse asociada a un FC de 25, la conclusion no hubicse sido activada.

Consideremos a continuacién el caso del factor de certidumbre asociado a la conclusion de una regla:

Si en el yacimiento aparece cerimica de reticula brunida
ENTONCES el yacimiento data en el siglo VIII a.C [FC = 60]

Si en ¢l yacimiento aparece cerdmica fenicia
ENTONCES el yacimiento data en el siglo VI a.C. [FC=90]

Este FC mide, cn realidad, la intensidad de la relacién entre premisa y conclusion. Dada la misma con-
clusion, uno de los antecedentes tiene mds fucrza predictiva que el otro porque proporciona resultados mds fia-
bles. En otras palabras, tenemos mds confianza en la ceramica fenicia como elemento de datacién que en la ce-
ramica de reticula brunida.

El factor de certidumbre asignado a la conclusion de una regla depende, a su ver, de los faclores de cer-
tidumbre de sus premisas. Habitualmente se dice que la certidumbre que tengamos en las premisas se propa-
gaa la conclusion de la regla que las contiene. Supongamos, por ejemplo, que el Sistema Experto que contie-
ne las dos reglas anteriores funciona por medio de un mecanismo de encadenamiento hacia atrds. Como no hay
Base de Hechos inicial, €l sistema planteara diversas preguntas al usuario (al igual que hacia el programa ES-
TELAS). Por ejemplo:

JAPARECE EN ESTE YACIMIENTO CERAMICA FENICIA?

Si el usuario esta seguro de ello contestard con una clausula como la siguiente:
CERAMICA FENICIA PRESENTE [FC=100]

v el Sistema proporcionara la solucidn esperada: : e
LA CRONOLOGIA DEL YACIMIENTO ES SIGLO VI [FC=90] . o
: L
Ahora bien, ;qué hubiese sucedido si el usuario del Sistema Experto no estuviese muy seguro de la exis-
tencia de Cerdmica Fenicia en el yacimiento? Quizids ¢l yacimiento fue excavado a principios de siglo, con una
mctodologia muy dudosa, quizas la estratigrafia original haya sido removida por clandestinos,... Supongamos
que se haya respondido:
CERAMICA FENICIA PRESENTE [FC=50]

Como resultado, ¢l factor de certidumbre de la conclusion descendera hasta 50 * 90 /100 =45%
Tn general, podemos decir que el factor de certidumbre de una conclusidn es el factor de certidumbre

de [a premisa multiplicado por ¢l porcentaje de certidumbre de esa regla. La férmula general serd, por tanto:

FC (conclusion) = FC (premisa) * FC (conclusion) / 100
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Dado que lo que en una regla es premisaen otra puede ser conclusién, los factores de certidumbre se
propagan de unas reglas a otras siguiendo los canales de activacidén de éstas. Ello implica que la formula ante-
rior se aplique iterativamente a todo el Sistema. Por ejemplo, supongamos las reglas siguientes:

(1) 81 la decoracion de la cerdimica que aparece en el Yacimiento B incluye motivos en zig-
zag [FC=20]
ENTONCES la cerdmica del yacimiento B procede del yacimiento A [FC=50]

(2) 8I la decoracidn de la cerdmica que aparece en el Yacimiento B incluye motivos en ban-
da [FC=70]
ENTONCES la ceramica del yacimiento B procede del yacimiento A [FC=100]

(3) SI la ceramica del yacimiento BB procede del yacimienio A
ENTONCES  existe una relacidon econdmica enire ambos [FC=100] , Y

Las dos primeras reglas afirman que no toda la ceramica decorada encontrada en el yacimiento B pro-
cede del yacimiento A. La tercera regla, por su parte afirma que siemprre que la ceramica de un yacimiento pro-
ceda de otro, existe una relacion econdmica de algin tipo entre ambos (obvio!). De la activacion conjunta de
las tres reglas se deduce que la existencia de la misma ceramica en dos yacimientos no obliga a suponerlos con-
temporineos. El factor de certidumbre asociado a ta premisa de la primera regla nos indica que no tenemos por
qué estar muy scguros de la decoracidn de esa cerdmica para que la regla se active. Quizis el 80 % de la cera-
mica encontrada en B muestre motivos de ese tipo, o bien que ambos yacimientos estin tan cerca el uno del
otro que la hip&iesis mas sencilla es suponer que el mas importante exporta su cerimica al menos importanic;
precisamentce porque la hipotesis ¢s muy simple se le ha otorgado un factor de certidumbre muy bajo. El caso
contrario aparece en la segunda regla,

El objetivo del sisterna es responder a la pregunta:

JOUE RELACION EXISTE ENTRE EI YACIMIENTO B Y EL YACIMIENTO A, BASANDOSE EN LA PRE-
SENCIA O AUSENCIA DE CERAMICAS?

Si el usuario introduce el siguiente dato empirico: ’
PRESENCIA DE CERAMICA CON DECORACION DE BANDAS EN EL YACIMIENTO B. (FC=80)

la solucién serd: ) ]
EXISTE UNA RELACION ECONOMICA ENTRE AMBOS (FC=100),

pues el motor de inferencias ha propagado el FC asociado a la conclusion en la segunda regla (FC=100). Si el
dato empirico introducido por el usuario hubiese sido

PRESENCIA DE CERAMICA CON DECORACION A BASE DE ZIGZAG EN EL YACIMIENTO B (FC=100)

la respuesta serfa: ’ )
EXISTE UNA RELACION ECONOMICA ENTRE AMBOS (FC=50)

Automdticamente, la certidumbre en la conclusion final se ha reducido porque el Sistema Experto estd
utilizando informacion poco fiable para llegar a ella. El factor de certidumbre en este caso es el resultado de la
aplicacion de fa formula general.

Si el factor de certidumbre de todas las unidades de conocimiento contenidas en nuestra Teoria Com-
putacional es «exactor (0 6 100}, su propagacion no plantea problema alguno: obtendremos resultados «defini-
iivamente validos- inicamente en el caso en que las premisas también scan «dcfinitivamente validas.. No obs-
tante, si éstas manifiestan factores de certidumbres inexactos (un nimero de 0 a 100), el resultado nunca serd
valido al 100 %, sino que su validez dependera de la validez de las premisas.

Hasta aqui hemos visto el caso, relativamente sencillo, de reglas con una tinica premisa. Para calcular ¢l
facior de certidumbre de la conclusion en una regla con diversas premisas, cada una de ellas con diferentes tac-
tores de certidumbre, utilizaremos alguno de los siguientes mecanismos logicos de equivalencia. {A = Primera
Premisa, B = Segunda Premisal
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~ el factor de certidumbre de «A y B» es el minimo de los factores de certidumbre de A y de B.
— el factor de certidumbre de <A 6 B es el maximo de los factores de certidumbre de A y de B.
— el factor de certidumbre de «no A» es el opuesto al factor de certidumbre de A.

Asj, en la regla mencionada en el ejemplo anterior, el factor de certidumbre de su conclusion seria de 60.
La mayoria de generadores de sistemas expertos utilizan el método llamado E-Mycin (por ser éste pro-
grama el primero en usarlo) para caleular la «acumulacion de certidumbre procedente de las distintas premisas
y obtener el factor de certidumbre de la solucién al problema. Se caracteriza por el siguiente calculo:
Supongamos que existen dos reglas que soportan una misma solucion:

Factor de Certidumbre (Regla 1) = ¢l
Factor de Certidumbre (Regla 2) = c2
Factor de Certidumbre(Solucion) = ¢l + ¢2 - (¢ *c2) / 106

Si hay mds de dos reglas que soportan la hipotesis (esto es, la solucion al problema aparece en la con-
clusitn de mas de dos reglas), se aplicara la misma formula incrementalmente. El algoritmo general es el siguiente:
si Ay B son los factores de certidumbre de las conclusiones de aquellas reglas que activan la solucion, la cer-
tidumbre combinada serd:

Combinada (AB)= A+ B-(A*B)/ 100

Si la solucion estd activada también por una tercera regla, cuyo factor de certidumbre es C,
Combinada(C (A y B)) = C + Combinada (A,B) - (C * Combinada (A,B)) / 100

y asi sucesivamente. El orden en el que se combina la evidencia no afecta ¢l resultado final, puesto que pode-
mos calcular, indistintamente:
Combinada(CAy B =[C+ A+ B-(A*B)/ 1001 -[(C* A+ B -(A*B)/ 100)] =
=[(A+B+O+A*B*C)/100]-(A*B+A*C+B~*C)/100] =
= Combinada (A, (Cy B))
= Combinada (B, (A y Q)

El cilculo de una solucién inexacta aparece, pues, como una alternativa a los algoritmos que ya hemos
visto de encadenamiento hacia adelante v encadenamiento hacia atrds, los cuales sélo son vilidos en el caso
de problemas con solucion cxacta (o verdadera o falsa). Los pasos sucesives de este algoritmo son los si-
guientes;

a) se compara el objetivo o solucién a las conclusiones de todas las reglas inexactas. En todas y cada
una de las reglas en las que esa comparacion sea positiva, se prueban las premisas. Si todas las clau-
sulas son validables con arreglo al estado actual de la Base de Hechos, cl lactor de certidumbre de la
regla asi activada podra utilizarse para calcular el de la solucion., ’

b) combinar los coefictentes de validacion obtenidos en la evaluacidon de todas las reglas apropiadas. -

c) cilculo del FC de la solucion:

d) 1) definir el FC de cada clausula en el antecedente de las reglas,

2} definir el FC de la conclusion de dicha regla usando las equivalencias: «y»= minimo; «» = maximo.
3} calcular ¢l FC de esa regla usando la formula anterior:
FC (conclusion) = FC (premisa) * FC (regla) / 100

Fn el curso de una sesién de trabajo con un Sistema Experto pueden aparecer resultados sorprendentes
si aplicamos este mecanismo «probabilistico hasta sus Gltimas consecuencias. No olvidemos que las premisas
no son mas que conclusiones de reglas anteriores, y por tanto arrastran consigo los factores de certidumbre que
se les ha asignado en un momento anterior. Cuando la base de Reglas es bastante grande, el usuario pierde com-
pletamente el control de la «verosimilitud» de las conclusiones, siendo el programa ¢l que se encarga de todo.
Desgraciadamente, el programa puede incurrir en errores, por ejemplo, FC menores que cero o mayores que
la unidad (mayores que 100), que por definicidon son imposibles. [Tabitualmente esos errores se achacan a la
férmula general de propagacion

Factor de Certidumbre(Sclucion) = ¢l + ¢2 - (¢l * ¢2) / 100
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la cual no deriva de ninguna Teoria Axiomdticd, y gue por tanto viola en ocasiones los principios de la Teoria
de Probabilidades. Para la mayoria de investigadores el mecanismo de propagacion tipo E-Mycin necesitaria, o
bien una nueva definicion rigurosa de las formulas y ecuaciones de la propagacion de la certidumbre, o bien,
su sustitucion por un algoritmo distinto, pero que cumpliese el mismo objetivo: evaluar la transferencia de in-
formacion entre una regla y otra.

Ambos enfoques estin siendo abordados por distintos proyectos de investigacion, sin embargo, ain no han
llegado al ambito de la informdtica comercial. Los programas generadores de Sistemas Expertos gque sc pueden
adquirir en el mercado siguen implementando ¢l mecanismo E-Mycin, aungue en los manuales se sefale que pue-
de conducir a error. En muchos casos ese mecanismo es efectivo y muy atil; los casos en los que el factor de cer-
tidumbre final propuesto por el programa no coincide con el que se deduciria de la Teoria estdn mal caracleriza-
dos. Es decir, no se sabe por qué falla la propagacion de la certidumbre en determinadas circunstancias. Todo lo
mas que ofrecen los programas comerciales para solventar esas dificultades son distintas variantes de la formula
general dejando en manos del usuario la eleccién entre una v otra, en el caso que la formula general fallase.

Un ejemplo mis complejo

En esta seccion se desarrollarda un Sistema Experto desarrollado en ¢l Centre National de la Recherche
Scientifique (U.P.R. 315) por H.P. Francfort como «experto- v M.S.Lagrange v M. Renaud como «ingenieros del
conocimiento», bautizado con el nombre PALAMEDE (Francfort 1987, 1990, 1991, Francfort, Lagrange v Renaud
1989). Este complejo Sistema conticne scis modulos independicntes, divididos en dos grupos:

— DOXOGRAFIA: andlisis de las Teorias sobre Urbanismo, Sociedad v Estado (USE) y andlisis de las Te-

orfas sobre la Civilizacion (CIV).

— FISIOGRATIA: Topografia de las actividades (1'OP), ‘lecnologia de los artefactos (I'EC), andlisis de los

clementos arquitectdnicos (ARCHD vy Sintesis de las Conclusiones (SYN).

Todos ellos han sido programados para estudiar, por un lado la coherencia interna de las teorias al uso
sobre el origen del Estado, y por el otro para interpretar en csos mismos términos los hallazgos procedentes de
las excavaciones arqueologicas. En esta seccion nos limitaremos a describir el modulo TOP.

1. Definicion del Problemc

Lo que se pretende es inferir la presencia de clases sociales diferenciadas en un yacimiento arqueologi-
co a partir de las asociaciones espaciales detectables en el registro arqueoldgico, fundamentalmente, la detec-
cion de la dreas especializadas (asociadas a actividades artesanales o propias de ciertas élites sociales).

2. La solucion «experiar al problema

El Sistema Experto contiene los resultados de diversos andlisis sobre la economia del yacimiento de Shor-
tugai (ca. 2200-1700 a.C.) en el Nordeste de Afganistan (Francfort 1989), aunque puede aplicarse a cualquier
yacimiento protohistorico, en especial del area mediterrinea. En ese yacimiento se detectaron dos fases crono-
lagicas, A v B, topograficamente circunscritas, pucsto que corresponden a las dos colinas colindantes en las que
se realizd el asentamiento en momentos sucesivos (el cambio de habitat se produciria entorno al 2000 a.C.) .
El arquedlogo ha efectuado un analisis de la influencia de la estructura socioecondmica en la topografia del asen-
tamiento, investigando si las distintas unidades topogrificas definidas sobre el terreno se diferencian o no en
tres grandes categorias, segin cual sea la funcién social dominante: Doméstica, Artesanal ¢ de Prestigio. La in-
ferencia se basa en evaluaciones cuantitativas de la importancia y significacion de los distintos vestigios. Para
ello se calcularon diferentes indices, que miden la importancia de cada una de esas funciones en cada una de
las subunidades topo-estratigraficas (denominadas «emplazamicntoss). Comparaciones ulteriores de esos indices
permitirdn inferencias acerca de la evolucion social en ese asentamiento. En otras palabras, el arquedlogo ha
definido un conjunto de conceptos del tipo:

FUNCION DOMESTICA = vestigios arqueologicos relacionados con actividades de subsistencia
FUNCION ARTESANAL = vestigios arqueoldgicos relacionados con la produccion de bienes de con-
s5umo :
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FUNCION DE PRESTIGIO = vestigios arqueolagicos relacionados con élites sociales.
El Conocimiento Declarativo, pues, estd constituido por esos conceptos interpretativos ( y otros semejantes

a ellos, como por ejemplo la nocion de Comercio a Larga Distancia) y por los datos procedentes de la excava-
cion (descripeion de las unidades topo-estratigréficas, en términos de las estructuras halladas y el tipo, cantidad
y materia prima de los artefactos encontrados en ellas). El Conocimiento Procedural es el conjunto de conexiones
que permiten poner en relacion los datos ecmpiricos con los conceptos interpretativos, por ejemplo:

Si una unidad topo-estratigratica (x) contiene cerdmica de cocina,

Entonces el indice de Funcidon Doméstica de esa unidad sera elevado.

3. Ll Sistema Experto

Sus componentes son: a) una BASE DE HECHOS que contiene los hallazgos arqueoldgicos, junto con sus
coordenadas espaciales; b) La BASE DE REGLAS, que cnuncia en qué condiciones y en qué medida esos ha-
llazgos son representativos de alguna de las tres funciones (calcula los indices). ¢) El DIAGNOSTICO final del
sistema, que muestra si s¢ manifiesta o no el predominio de una de las tres funciones (Doméstica, Artesanal o
de Prestigio) en una u otra fase de ocupacion del asentamicento. El Sistema, al igual que el wexpertor humano,
enumera los indices necesarios, declara su valor inicial (inicializa los indices») y les asigna valores especificos
scgln ¢l hallazgo de dierto tipo (o cantidad) de vestigios.

La Base de Hechos conticne numerosas unidades de conocimicnto declarativo, por ¢jemplo:

NIV-A4 es un nivel arqueoldgico que pertenece a la fase A»

«P1-A4-N es un emplazamiento que pertenece al Nivel NIV-A4»

«P1-A4-N ticne como cerdmica dominante una ceramica de almacenajes

«n P1-A4-N aparece un hogar

«n P1-A4-N aparecen instrumentos de molienda-

«en P1-A4-N aparcee un objeto de adorne en silex de procedencia no locab

La Base de Reglas usard ciertas unidades de conocimiento procedural para averiguar si emplazamientos
comao P1-A4-N tienen una funcién predominantemente doméstica (economia de subsistencia), artesanal (pro-
duccion de bienes de consumao) o de prestigio (cardcter monumental o Tujoso). Todas las reglas estan construidas
a partir de la nocién general de «acumulaciéon de indices-.

Fl Sistema cuenta con un total de 100 reglas, repartidas en 36 etapas.

ETAPA 1 (3 reglas)
En esta etapa se crean 21 indices que se inicializan a 0. Seran utilizados mas adelante:
INDICES ASOCIADOS A LOS EMPLAZAMIENTOS:
indice de funcion doméstica
indice de funcion artesanal
indice de funcion de prestigio
INDICES ASOCIADOS A LOS NIVELES ESTRATIGRAFICOS
acumulacion de los resultados obtenidos con los indices asociados a empldzamlentos
INDICES ASOCIADOS A LAS FASES DE OCUPACION

acumulacion de los resultados obtenidos con los indices asociados a emplazannentos y mveles
estratigraficos

ETAPAS 2-5 (37 reglas)
Estas reglas permiten asignar ciertos valores a los tres indices de emplazamiento. Son de la forma:

Si (x) es un Emplazamicnto,

y cn (x) aparece un objeto que sirve para pulir cuentas de collar,

Entonces, incrementar en 10 punics el indice de tuncidn artesanal de ese emplazamiento.
o bien

Si (x) ¢s un Emplazamiento,

y (x) tiene como cerdmica dominante la cerdmica de almacenamiento,

y el indice de prestigio de (x) es mayor o igual a 40,

Entonces, incrementar ¢n 20 puntos el indice de prestigic de ese emplazamicento.
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El valor especifico que se asigna a cada emplazamiento tiene tan s6lo un valor heuristico. Por ejemplo,
;por qué hay que asignar 30 puntos al indice doméstico si aparecen instrumentos de molienda? El Sistema Ex-
perto es ajeno lolalmenie a esta pregunta; se limita ejecutar el cilculo que un arquedlogo humano considera
apropiado. Se trata de un valor heuristico porque el arquedlogo lo considera como un artificio para obtener una
solucién posible . '

ETAPAS 6-7 (2 rcglas)
Estas reglas sirven para imprimir los resultados de los indices asociados a un Emplazamiento.

ETAPA 8 (3 reglas)
Céleulo de la funcién dominante en cada emplazamiento. Se usan para ello los indices calculados en las
etapas anteriores. Una regla-tipo podria ser la siguiente:
Si (x) es un Emplazamiento,
v ¢l indice arlesanal de (x) es distinto de cero ¢ mayor o igual que su indice doméstico,
Entonces, la funcion predominante de (x) es artesanal.
En otras palabras, se calcula la funcién predominante de un emplazamiento teniendo en cuenta la im-
portancia de las otras dos funciones en ese mismo asentamiento (se disponen de los tres indices para cada uni-
dad topo-estratigrafica).

ETAPA 9 (4 reglas)
Con ayuda de los Indices asociados a niveles definidos en la Etapa 1, se suman por niveles los resultados
de los indices asociados a Emplazamientos, lo cual totaliza el conjunto de resultados por nivel. Por ejemplo:

Si (x) es un Emplazamiento,

y (x) pertencciente al Nivel (y),

v (y) pertenece a la fase cronologica (2),

Entonces - agrega el valor del indice doméstico de (x) a (y)

—agrega el valor del indice artesanal de ) a (y)
— agrega el valor del indice de prestigio de (x) a (y)
— suma los tres indices de (y) v calcula el indice general de (y)- =

ETAPAS 10-24 (15 reglas) ‘

Estas etapas contienen reglas de dos tipos: las que calculan los porcentajes (por niveles y por fases de
ocupacion) y las que imprimen los resultados de los indices y de dichos porcentajés. Por consiguiente, para cada
nivel v cada fase de ocupacion, se obticne:

— el valor de los indices de cada una de las funciones
— para cada uno de esos indices, su porcentaje en relacién a la suma de los tres (indice general).
— la cantidad de emplazamientos dedicados a cada una de las funciones predominantes.

— el porcentaje de emplazamientos dedicados a cada una de las tres funciones, en relacion con la to-
talidad. :

ETAPA 25 (10 rcglas)

Comparacion entre los indices asociados a cada una de las fases de ocupacion, y creacién de nuevos in-
dices que midan las diferencias asi registradas. El valor que se asigna a estos nuevos indices procede del cal-
culo de las diferencias observadas entre los indices que describen una fase y los que describen la otra. Por ejem-
plo:

Si (A) v (B) son fases de ocupacion,
y (A) es anterior a (B),
Entonces, calcular los siguientes indices, asociados a (B):
— Diferencia Doméstica =
indice doméstico de (B) - indice doméstico de (A):
— Difervencia Arlesanal =
indice artesanal de (B) - indice Artesanal de (A)
— Diferencia de Prestigio =
indice de Prestigio de (B) - indice de Prestigio de (A)
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Ortras reglas en la misma clapa definen tres intervalos de los valores en esos nucvos indices, para inter-
pretarlos como Aumento, Disminiicion o Estabilidad de los resultados de una fase a la siguiente, Asi:

Si (A) y (B) son fases de ocupacidn,
y (A) cs anterior a (13),
y el valor de la Dilerencia de Prestigio es superior al 5 %,

Entonces el Prestigio AUMENTA en la fase (B)

ETAPA 26 (5 reglas)

En esta etapa se aborda la nocion dc «especializacion de las dreas de actividads, que puede definirse como
resultante de los tres indices anteriores. El nuevo indice se utiliza para expresar el sentido de la variacion re-
sultante entre las fases que sc estdn comparando; es decir, no se obtiene una descripcion de las dreas cspecia-

lizadas, sino que se pone de manifiesto ¢l grado dc la variacion o diferenciacién funcional entre las unidades
topo-estraligraficas del yacimiento. Por ejemplo:

«Si (A) v (B) son fases de ocupacion,

v (A) es anterior a (B),

v el indice de prestigio de (B) indica un Aumento,

y ¢l indice domeéstico de (B) indica una disminucion,

Entonces el grado de especializacion de las drcas en (B) gumenta

ETAPAS 27-28 (5 reglas)

Estas reglas permiten indicar diferentes grados en la «amplitud de la variacions de una [ase a la siguien-
te. La amplitud se calcula por medio de la diferencia absoluta de los indices domésticos de (A} y (B). Para ave-
riguar el grado de variacién en ese indice se usa:

«Si ¢l indice de amplitud de las diferencias de una entidad cualquiera (B) tiene un valor igual
o superior a 25 e inferior a 50,
Entonces, la amplitud de las diferencias entre una fase y otra varia sensiblemerte.

ETAPA 29 (3 reglas)
En este momento se interpreta la combinacion de las informaciones que proceden del indice de varia-

cién en la especializacion de las dreas y del indice de amplitud de esa variacién. Las reglas se ajustan al modo
siguiente:

«Si (A) y (B) son fases de ocupacion,
v (A) es anterior a (B),
v el indice de especializacion de las dreas de (B) disminuye,

Entonces el indice de variacion de la amplitud de las diferencias adopta un valor negativo.

ETAPA 30 (1 regla)
Sc¢ crea el indice Comunicacion Lejana:

Si existe una fase de ocupacion (A) y un nivel (B),
el nivel (B) pertenece a la fase de ocupacion (A),
existe un emplazamicento (C) que pertenezea 4 1a fase de ocupacion (A),
(C) contiene cuentas de collar u objetos de adorno cuya materia prima es de orlgen le-
jano,
Entonces, inctementar en un punte ¢l valor del indice de Comunicacion Lejana

Rl

ETAPA 31 (1 regla) .

Se crean dos nuevos indices: Comercio a Larga Distancia y valor absoluto del Comercio a Larga Distan-
cia, que servirin para comparar las dos fases de ocupacion desde el punto de vista de los intercambios con otras
regiones:

Si (A) y (BB) son fases de ocupacion,
y (A) cs anterior a (B),
Entonces, indice de comercio a Larga Distancia =
findice de Comunicacion lejana de (B) - indice de comunicacion le]am de 0.9
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ETAPA 32 (4 reglas)
Estas reglas describen los grados de amplitud de la variacién de Comercio a Larga Distancia entre una
fase y otra:
Si ¢l indice del valor absohito de Comercio a Larga Distancia de (X) tiene un valor igual o
superior a 0,50 ¢ inferior a 0,75,
Entonces, la variacidén en dicho indice es elevada.

ETAPA 33 (3 reglas)
Estas reglas indican cual es el sentido de la variacidon entre fases:-
Si el valor del indice de Comercio a Larga Distancia es inferior a cero,
Entonces, el Comercio a Larga Distancia disminuye.

4. Puncionamiento del Sistema Experto

Ya hemos visto en las secciones anteriores ¢l mecanismo general dela operacion de instanciacion (o uni-
ficacién): una regla es aplicable si es posible unificar un hecho contenido en los antecedentes de la regla con
un hecho existente en la Base de llechos. Esta operacion se repite tantas veces como antecedentes tenga la re-
gla (encadenamiento bacia alrds ). Veamos su funcionamiento con mas detenimiento, usando ejemplos pro-
piocs a PALAMEDE.

Sea el estado siguiente de la base de Hechos:

«El indice de Emplazamientos Artesanales de la fase de ocupacion A es igual a 11. NIV-A6 ¢s un ni-
vel estratigrilico, asociado a la fase A, con un indice de Emplazamientos Artesanales igual a 4. P1-A6-
N es un emplazamiento, que pertenece a NIV-A6, cuya funcién predominante es la doméstica. P2-A6-
N, emplazamiento que también pertenece a NIV-AG, tiene una destinacion artesanal, etc.

Expresado en el formato «omputables en ¢l que deben expresarse ¢sos conocimientos para que el or-
denador sea capaz de procesarlos (PALAMEDE estd implementado en SNARK, un lenguaje de alto nivel bastante
alejado de las convenciones del lenguaje escrito habitual), se obtiene

f1 FASE-A NATURALEZA FASE_OCUP

f2 FASE-A CEM-ART 1

f3 NIV-A6 PERTENECE FASE-A

f4 NIV-AG NATURALEZA NIVEL

5 NIV-A6 CEM-ART 4

f6 P1-A6-N PERTENECE NIV-AG

£7 P1-AG-N NATURALEZA EMPLAZAMIENTO
8 P1-A6-N F_DOMIN ARTESANADO

) P2-AG-N PERTENECE NIV-AG

f10 P2-AGN NATURALEZA EMPLAZAMIENTO
f11 P2-A6-N F_DOMIN ARTESANADO

f12 NIV-A5 PERTENECE FASE-A

f13 NIV-AS NATURALEZA NIVEL

f14 NIV-AS CEM-ART 3

f15> . P2-A5-N PERTENECE NIV-A5

f16 P2-A5-N NATURALEZA EMPLAZAMIENTO
f17 P2-A5-N F_DOMIN ARTESANADCO

Is preciso aclarar que no es ésta la Base de Hechos original, sino el estado que ha adoptado después de
la aplicacion de diversas reglas y que 1os consecuentes de las mismas hayan entrado a formar parte del cono-
cimiento declarativo de la base de Hechos.
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T
Consideremos a continuacion la regla:
«Si en un emplazamiento que pertenece a un nivel estratigrafico y a una fase de ocupacién cualquie-
ra, predomina la funcion antesanal, entonces, anadir 1 punto al indice de emplazamientos artcsanales
del nivel y de la fase de ocupacion a los que perlenezcar,

He aqui el aspecto dc la misma regla tal y como debe implementarse para que el ordenador sea capaz
de entenderla:

Cl1 | NATURALEZA O = EMPLAZAMIENTO
Cc2 PERTENECE x> =(Y)
C3 ‘ NATURALEZA (Y) = NIVEL
C4 PERTENECE (Y) =(7 T
Cs NATURALEZA (Z) = FASE_OQOCUP °
C6 F_DOMIN 0 = ARTESANADO
ENTONCES ‘ .
al CEM-ART (Y) ¢« +1 CEM-ART (Y)
a2 CEM-ART (Z) « + 1 CEM-ART (Z)

La instanciacion de la regla se ajusta al esquema siguiente: R DA

* la Condicion C1 esta cumplida por 7, 10 y f16, con lo cual: o e Do

X = P1-AG-N O P2-A6-N 6 PA-AS5-N
la condicién C2 esta cumplida por £, 9, f15. Podcmos realizar, por tanto, tres instanciaciones dis-
tintas:

X = P1-AG-N, y = NIV-AG (6)

X = P2-A6-N, y = NIV-A6 (f9)

X = P1-A5-N, y = NIV-A5 (f15)
la condicion €3 estd cumplida por f4 y f13, con las mismas instanciaciones posibles para (Y) que
en el caso anterior .
la condicion C4 esta cumplida por f3 y 12, con:

Z = FASE-A
sin que cambien las instanciaciones precedentes.
la condicion C5 estd cumplida por f1. Igual que antes:

Z = FASE-A
la condicion C6 climina la posibilidad: X = P1-A6-N, pero como estd cumplida a la vez por f11 y
17, existen atn dos sistemas de instanciacion posibles:

X = P2-A6-N, Y = NIV-A6, Z = FASE-A

X = P1-AS-N, Y = NIV-AS, 7. = FASE-A ,

En otras palabras, esta regla es activable porque todas sus condiciones existen de un modo u otro en la
Base de Hechos. Una vez aplicada:
al modificard 5, que se convertird en N1V-A6 CEM-ART 5
a2 modificara [2, que s¢ convertird ¢n FASE-A CEM-ART 12

*

Las 100 reglas que componen el Sistema Experto estan agrupadas en «paquetess (las 36 etapas). Cada uno
de esos paquetes dispone de un orden de prioridad (inscrito ¢n la Agenda interna del Motor de Inferencias),
lo que permite el examen individualizado de cada uno de ellos y su desactivacion una vez acabadas las infe-
rencias. La estrategia de control utilizada es la basqueda exhaustiva, es decir, que el motor de inferencias bus-
ca todas las instanciaciones posibles de una regla antes de pasar a la siguiente. Esas instanciaciones son me-
morizadas para evitar que la regla sea aplicada varias veces con el mismo juego de unificaciones.

5. Comparacion de los resultudos oblenidos por el arquedlogo v los calculados por la mdiguinag

La conclusiéon propuesta por el Sistema Experto es la siguiente: «al pasar de la fase de ocupacion Aa la
fase de ocupacion B3, el indice domdéstico aumenta, ¢l indice artesanal permanece estable v el indice de presti-
gio disminuyc; por consiguiente, en la fase B del yacimiento de Shortugat, la especializacion de las dreas de ac-
tividad disminuye sensiblemente, y el comercio a larga distancia disminuye enormementer. Un moédulo inde-
pendiente de PALAMEDE utiliza estos resultados y una nueva hase de reglas para obtener, como resultado final:
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«De la fase A a la fase B el yacimiento de Shortugai experimenta una tendencia simple hacia un sistema eco-
nomico de tipo rural, menos técnico, menos productor y menos organizados.

Este resultado es comparable a las hipotesis arqueolagicas formuladas por el equipo que excavo el ya-
cimiento (cf. Francfort 1989): el asentamiento evoluciond de una «colonia» harapense (fase A), a un lugar de ha-
bitacion «rurals con una cultura bactriana local. La variacion del comercio a larga distancia confirma esta evolu-
cion. Bs importante destacar que la importancia de las actividades artesanales no disminuye, como se habia supuesto
en un principio (Francfort 1984): el Sistema Experto pone a la luz un detalle importante, la estabilidad de esas
areas. Un andlisis detallado de los resultados de la excavacion muestra que esta estabilidad artesanal es el re-
sultado de una transformacién en el dominio de las distintas actividades, es decir, que pasan de la produccién
de bienes de prestigio a la de utiles domésticos, o bien, caracteristicos de otras formas de prestigio.

Con ¢l fin de validar los resultados del Sistema Experto, sc utilizé una Base de reglas ligeramente modi-
ficada para que pudiera adaptarse a una nueva Base de Hechos. Esta vez se trataba de la excavacion del yaci-
miento de Shahr-i Sokhtra, situado en el Nordeste de Tran, cuya ocupacion debid tener lugar entre ¢l 2900 y ¢l
1700 2.C. 1a interpretacion de los materiales de esa excavacion (Tosi 1984) insistiéy en ¢l desplazamiento pro-
gresivo v a la concentracién de la actividad artesanal de los talleres domésticos originales (al Este del yacimiento)
a barrios especializados (al Oeste y al Sur). Esta transformacién topogrifica y econdmica iria pareja a un ma-
yor control politico: «La centralizacidn fisica de la producciédn artesanal y el grado de especializacion en aumento
son procesos que se pucden dividir en dos fases: [la primera sc caracterizaria por] el control de los especialis-
tas trasladandolos de sus talleres domésticos y resituandolos en una nueva seccion» (Tosi 1984 35).

El Sisterna Experto concluye, sin embargo, que «entre el periodo 1 y el periodo 2 en Shahr-i Sokhtra el
indice doméstico aumenta, el indice artesanal disminuye, ¢l indice de prestigio disminuye. Conclusion: la es-
pecializacion de las dreas disminuye sensiblemente-. Estos resultados son opuestos a la hipétesis inicial de Tosi,
que consideraba que la especializacidon de las dreas aumentaba con el tiempo. Isa disparidad puede explicar-
se recurriendo a tres criterios distintos:

* Los bienes de prestigio y las élites desaparecen casi totalmente en la descripcion de las fases recien-
tes -la publicacién de Tosi se limita a detallar el sector artesanal durante la segunda fase-, mientras que
su distribucidén espacial era homogénea en la fase anterior. Esta ausencia desequilibra la Base de He-
chos,

* Los artesanos, diseminados en el asentamiento en la fase antigua, son sustituidos por concentraciones
de talleres cuya importancia no es valorable ante la falta de cuantificacidon. Alguno de esos nuevos ta-
Heres, estaban en funcionamiento en la fase antigua.

e Ante la falta de informacion sobre la funciéon doméstica en la publicacion de referencia (Tosi 1984),
ésta ha tenido que ser restituida al definir la base de Hechos.

En resumidas cuentas, ¢l resultado del Sistema Experto en el caso de Shahr-i Sokhta no invalida la inter-
pretacion de Tosi, pues la documentacién existente sobre este yacimiento no es comparable con la documen-
tacion disponible sobre Shortugai (los datos urilizados estin orientados exclusivamente hacia la demostracién
de la concentracion espacial de la funeion artesanal, dejundo de lado problemas tales como la ambigiedad cro-
noldgica v la cuantificacion de los hallazgos).

Aplicaciones de los Sistemas Expertos en Arqueologia

Qué duda cabe, muchos lectores habrin considerado demasiado complejo el ejemplo anterior, total-
mente alejado de su forma de trabajar, v , por lo tanto muy poco «til» para la prictica arqueoldgica. El propo-
sito de esta seccion es desterrar esos tOpicos infundados.

Empecemos por €l problema de la «omplejidad-; es facil cbservar que lo que unos llaman complejidad
no es mas que el resultado de un elevado grado de abstraccidn. El cilculo de los indices para cada una de las
funciones no es complicado, matemiticamente hablando, pero el uso de esos indices s7 que puede plantear pro-
" Blemas a muchos arquedlogos. Pero, no es esto lo importante: el Sistema Experto no exige el uso de mdices

como los anteriores, sino tan sdlo el mismo mecanismo de razonamiento usado por el alqueologo Es un ex-

”peﬂo humano el que hd considerado que el uso de tales indicestenia intérds para podér interpretar los datos,
1o tnico que bace ¢l Sistéma Expérid ey «epresentar ese mctodo de inférencia.

Por consiguiente, el lector debiera tener bien presente que lo complicado, lo realmente dificil, es inter-

pretar los datos arqueclogicos, v no programar un Sistema Experto. Il ordenador ejecutara los procedimientos
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de interpretacién que un arquedlogo considere relevantes, es decir, su inteligencia se debe, tan s0lo, a que re-
produce las operaciones usadas por un agente inteligente.

En este orden de cosas scual es la utilidad «rcal- de un Sistema Experto? En ninglin caso podemos pro-
ponerlo como sustituto del arquedlogo, sino como una mera maquina auxiliar. El proceso de interpretacion es
muchisimo mds complicado de lo que la mayoria de arquedlogos creen. Los Sistemas Expertos ayudan a do-
minar esa complejidad. ;Cree el lector que hubiese sido posible calcular y utilizar de forma coherente todos esos
indices sin ayuda de PALAMEDE?

Evidentemente, el uso de indices no es el tnico procedimiento interpretativo utilizable por un Sistema
Experto. El mismo programa PALAMEDE tan s6lo lo utiliza cn tres de sus modulos (TOP, TEC, ARCHI). Los res-
rantes (USE, CIV), no detallados aqui, son muy distintos, pues simulan diferentes Teorias sobre el origen del Es-
tado (Carneiro, Wittfogel, Claessen, entre otras) bajo la forma de reglas de produccidén. Esos argumentos traducidos
en forma de Base de Reglas son contrastados con diferentes Bascs de Hechos, cada una de las cuales repre-
senta el conocimiento declarativo que se dispone acerca de alguna cultura arqueologica. Evidentemente €sos
casos praclicos han sido elegidos convenientemente: algunos son sociedades con una organizacion tipicamen-
te ¢statal, pero otros son sociedades tribales o, incluso, comunidades de insectos. El objetivo es aplicar una mis-
ma Teoria a diferentes ejemplos concretos para evaluar la prediccion resultante con ayuda de lo que se sabe
acerca del ejemplo. Las conclusiones son sorprendentes: jen la mayoria de los casos, la comunidad de insectos
se considera que ticne una organizacion estatall Evidentemente, algo falla en esas lcorias, y es ¢l Sistema Ex-
perto el que ha puesto de manifiesto dicho error.

PALAMEDL es un buen ejemplo de programa destinado a la comprobacion de hipdtesis en arqueologia
Es posible que haya quien crea que esa no es una actividad que deba dejarse en manos de una miquing, pucs
es una de las principales caracteristicas del razonamiento cientifico. Sin embargo, programas semejantes a PA-
LAMEDE, como por ejemplo SUPERIKON (Lagrange v Renaud 1983h, 1984, 1985, 1987. Un ejemplo muy semejante
es el de Monteiro 1993) han demostrado lo confuso de las hipotesis arqueoldgicas expresadas en lenguaje na-
tural, v lo apropiado de los sistemas expertos para procesarlas evitando la ambigiiedad. La dificultad estriba en
el excesivamente difundido desprecio por el formato logico del razonamiento cientifico: a diferencia de las ex-
plicaciones narrativas usuales, que oscurecen y ocultan el mecanismo de inferencia usado por el investigador
para resolver un problema, un Sistema Experto enfatiza la estructura propia de la inferencia, climinando lo ac-
cesorio. Profundizaremos en esta cuestion en las secciones siguientes.

Pero los Sistemas Expertos también pueden usarse para facilitar operaciones mas simples y bastante en-
gorrosas. Asi, por ejemplo, se pueden usar como interfaces dnteligentess entre programas técnicos muy espe-
cificos y usuarios no entrenados en esas técnicas. Por ejemplo, entre un Sistema de Informacién Geogrifico y
el usuario. Los Sistemas de Informacién Geograficos (GIS: «Geographic Information Systems»), la iltima moda
en arqueologia computacional, suelen ser programas muy complejos y dificiles de usar; un sistema experto puc-
de ayudar al arquedlogo en la formulacion y modelizacion de su problema v en encontrar la técnica de GIS mas
adecuada para resolverlo (cf. Webster 1990). Existe un proyecto en el Instituto de Prehistoria y Protohistoria de
la Universidad de Amsterdam para realizar un programa de este tipo (Voorrips 1991, comunicacion personal),
Algo semejante existe en el campo de 1a Estadistica: sisternas expertos que ayudan a seleccionar la técnica mds
adecuada a un problema concreto (cf. Gale 1986). El programa VANDAL, citado en el capitulo anterior, también
entraria en esa categoria, puesto que ayuda al arquedlogo a interpretar los andilisis arqueométricos. Otro ejem-
plos tipicos, esta vez en zooarqueologia y osteologia serian los de Brough y Parfitt (1984), Maicas (1989), Gon-
zalez y Maicas (1991).

En relacion a esas aplicaciones puede citarse un estudio piloto realizado en el Centro de Investigaciones
de IBM en el Reino Unido, que desarrolla un sistema a base de reglas para analizar conjuntos de picedras y de-
cidir como disponerlas para construir un muro (cf. Reilly 1989). Programas como éste pueden ser muy Utiles
para el estudio de las técnicas constructivas de la antigiiedad e, incluso, para ayudar en la reconstruccion de
estructuras arquitectonicas partiendo de los restos descubiertos durante la excavacion.

En el ambito del procesamiento .de imdgenes por medioc de Sistemas Expertos cabe citar €l proyecto de
Raquel y Josep Miquel Piqué (1993). Su objetivo es crear un programa capaz de analizar las microfotografias de
las muestras antracoldgicas (carbones) encontradas en excavaciones arqueologicas, determinando la clasifica-
cion biologica de la muestra (la madera de la cual procede el carbén). El programa consta de dos partes prin--
cipales, un conjunto de algoritmos de deteccion de contornos y atenuacion de imagen, capaz de detectar la es-
tructura de la muestra. Interesa especialmente determinar la conformacion de los poros y traqueas presentes en
la imagen. El segundo componente del programa obticne las coordenadas X ¢ Y de dichas caracteristicas mor-
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fologicas de los carbones, y mide el radio de las traqueas. Esta informacidn extraida automaticamente de la ima-
gen es utilizada a continuacion por el sistema experto propiamente dicho, que contiene una clasificacion de es-
pecies botdnicas v reglas de produccion cuyos antecedentes estdn definidos por las caracteristicas medidas.

Monique H. van den Dries (1994) ha disefado un Sistema Experto que analiza las huellas de uso de los
artefactos liticos. La idea basica era desarrollar un programa que facilitase a los estudiantes de prehistoria el es-
tudio de esta técnica; por eso el programa no lee directamente la imagen, sino que interroga al usuario acerca
de la presencia de determinadas huellas, y otras caracteristicas de la pieza, como morfometria, estado de con-
servacion, ¢t¢. El programa contiene numerosas fotografias para auxiliar al estudiante en esta fase de interro-
gacion. Una vez que el programa dispone de la informacion descriptiva inicial, verifica si esta informacion es
valida desde el punto de vista informitico (no genera conflictos con la informacién que dispone) y arqueolo-
gico (no esta fragmentada o alterada por procesos post-deposicionales). A conlinuacion se activan las reglas por
encadenamiento hacia adelante hasta producir la interpretacion {uncional deseada, esto es, la actividad que su-
puestamente ha producido las huellas de uso descritas por el usuario.

Muy semejante es el sistema FAST (“Tunctional Analysis of Stone lools”), disefiado por Roger Grace
(1993). Fl usuario debe introducir una descripcidn de los materiales liticos, sicndo mision del programa proporcionar
una interpretacion funcional de esos materiales. Los rasgos descriptivos necesarios para esa interpretacion son
muy diversos. Asi, por ejemplo, algunas existen reglas como:

§i (angulo del filo < 30%)
Entonces (cortar material blando) 2]

El coeficiente de confianza de la conclusion es utilizado, a su vez, para lanzar nuevas reglas:
Si cortar < 4
y raspar > 8
entonces  seleccionar raspar

Con ayuda de diversas reglas como ésta, FAST es capaz de distinguir cinco acciones bdsicas (cortar, ras-
par, girar, percutir y provectil) y tres distintas categorias de dureza (blando, medio, duro). La aplicacion de este
programa a los uriles liticos encontrados en el yacimiento mesolitico inglés de Thatcham permitio la interpre-
tacion del lugar en tanto que unidad doméstica, antes que campamento de caza.

VANDAL (Vitali y Lagrange 1988, Lagrange 1988, 1989b, Lagrange y Vitali 1992) es un programa de or-
denador que tiene por objeto ayudar al arquedlogo a interpretar los resultados de analisis arqueométricos, en
¢l marco de los estudios de procedencia de artefactos. Se trata de un sistema automatizado que produce uno
(o varios) «diagnosticos» segun sea la procedencia del artefacto, a partir de un corpus de datos proporcionado
por el usuario. VANDAL ha sido concebido, esencialmente para exponer de forma clara el potencial y los limi-
tes de 1a informacion téenica en los estudios arqueomdétricos de procedencia, tarea que sucle ser bastante com-
plicada para el arquedlogo.

En el ejemplo que aqui se comenta, VANDAL trata el problema especifico de la produccion local y el co-
mercio de las ceramicas Calcoliticas en la zona central de los Zagros (Asia Central). La informacion inicial se
compone, por un lado, de los andlisis quimicos de la cerdmica combinado con un Analisis de Datos, y por el
otro informaciones arqueoldgicas apropiadas: yacimiento en el que se hallaron esas cerimicas, su tipo (es de-
cir, una combinacién del tipo de pasta y de atributos morfoldgicos v estilisticos), y su datacion. Se supone que
estos datos constituyen una informacion vdlida (cocficiente de verosimilitud = 1). El proposito es comparar la
composicidon quimica de diferentes grupos de cerdmicas arqueoldgicas para poder decidir si son de origen lo-
cal o importadas

El usuario debe proporcionar al sistema los datos empiricos, esto es, una descripcion de las cerdmicas y
de su materia prima. Por ¢jemplo, supongamos que el usuario introduce el siguiente conocimiento:

(1)  G2-DESC-CERAM1 FUNCION DESC-OBJETO
(2)  G2-DESC-CERAM1 TIPO GEOMETRICO
(3) G2-DESC-CERAMI1 [D-QUIM-COMPOS G2-REF-CERAM2
(4) G2-REF-CERAM2 FUNCION : REF-OBJETO
(5)  GZ2Z2-REF-CERAM?2 TIPO GEOMETRICO
Es decir, »

(1)  G2-DESC-CERAMI1 es un objeto desconocido .
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(2)  sutipo es sgeométricor.

(3)  Tiene la misma composicion quimica que G2-REF-CERAM2

(4)  G2-REF-CERAM2 cs un grupo de cerdmicas de referencia (es decir, de procedencia conocida)
(5)  sutipo es «geométricor.

En otras palabras, «wxiste un objeto de cerdmica con la misma tipologia y la misma composicidn quimi-
ca que las ceramicas del conjunto de referencia-. Veamos ahora qué «onocimientos» han sido usados para de-
finir el conjunto de cerdmicas de referencia:

G2-REF-CERAM3 NATURALEZ.A CERAMICA

G2-REF-CERAM3 FUNCION REF-OBJETO .
G2-REF-CERAM3 PORCENTAJE 7 ,
G2-REF-CERAMS3 TIPO CORDADA
G2-REF-CERAMS3 YACIMIENTO YAZ-DEPE ' ‘
G2-REF-CERAMS3 PERIODO CALCOLITICO MEDIO 1 8
G2-REF-CERAM3 CANTIDAD 3 '

G2-MAT-PRIM 32 FUNCION MATERIA PRIMA o R
G2-MAT-PRIM-32 YACIMIENTO YAZ-DEPE : S
G2-MAT-PRIM-32 NATURALEZA ARCILLA S SR
od

VANDAL contiene reglas del tipo: c R I
REGLA: PERTENECE-DFESC T B o
ST (1) FUNCION (A) = DESC-OB]J Creew 7 :

(2) FUNCION (B) = REF-QBJ e
(3 '11PO (A) = TIPO (B)

{4) ID-COMP-QUIM @A =®
ENTONCES PERTENECE (A) « (B)

Cuya traduccion seria: «Si (A) es una cerdmica desconocida, (B) es un grupo de ceramicas de referencia,
(A) v (B) tienen el mismo tipo y (A) tiene la misma composicion quimica que (B), entonces (A) pertenece al
mismo grupo de referencia que (B)».

La cficacia de ¢stos programas nos permite intuir que la aplicacion por excelencia de los Sistemas Ex-
pertos en Arqueologia es la implementacién de Tipologias Automdricas. Cualquier arquedlogo se ha dado cuen-
ta de lo engorroso que es clasificar artefactos cuando no se es, precisamente, un experto en la materia. Por ejem-
plo, un arquedlogo especializado en paleolilico encuentra en las capas superficiales de su yacimicento ceramica
romana o de la Edad del Bronce. Para clasificarla correctamente debe consultar libros, muchos de ellos no ac-
tualizados, y los que si lo estan remiten constantemente a obras antiguas ilocalizables. Otro caso muy frecuen-
te es el de la aparicion de cerdmica de importacion en un nivel estratigrafico; lo imprescindible de su correcta
clasificacion estd refiido con la ausencia de especialistas en ceramicas micénicas, griegas, fenicias,... En estas cir-
cunstancias un Sistema Experto puede sustituir con ventaja a un libro o, incluso, a un experto: su confenido es
el mismo que el que aparece en la obra de referencia, pevo mds claro y mejor ovdenado, en el Sistema Experto
los criterios de clasificacion son, por definicion, explicitos , mientras que en la obra de referencia, lamentable-
mente, sucle ser muy dificil averiguar por qué razon ese arquedlogo ha clasificado una pieza determinada en
un grupo y no en otro. Finalmente, y, sobre todo, un Sistema Experto resulta muy ficil de actualizar, dada la
modularidad de la arquitectura de la Base de Conocimientos. En resumidas cuentas, una Tipologia Autornitica
permitiria al arquedlogo introducir una Base de Datos relacional con la descripcidn morfométrica de sus hallazgos,
v €l Sistema Experto proporcionaria la cronologia del vacimiento, debidamente ordenada por niveles y unida-
des espaciales, si es que se ha tenido la precaucion de introducir las coordenadas de localizacion para cada ar-
tefacto (of ., por ejemplo, Ozawa 1989). Repito, no hay nada de Ciencia Ficcion en esto; la tecnologia actual per-
mite hacerlo sin problemas, y a un coste accesible a cualquier Universidad o Centro de Investigaciones.

No obstante, a pesar de todas estas ventajas, atin no existen Tipologias Automairicas operativas. Podemos
citar el trabajo pionero de Bishop y Thomas (1984) sobre la cerdmica campaniforme britdnica, el de Joel Mourre
(1985) sobre industria litica, el de Ganascia et al. (1986) sobre hachas de bronce, el de Markel (1987) sobre pipas
iroquesas y el de Herman (1987) sobre figurillas cultuales chipriotas. Proyectos interesantes son los de Ross (1989),
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scbre fibulas anglo-sajonas, el de Gegerun et al. (1990), sobre orientacidon de tumbas y, muy especialmente, el
ensayo de andlisis de morfometrias cerimicas desarrollado por Steckner (1993).

Sin embargo, conviene tener presente que los Sistemas Expertos Arqueoldgicos no estin limitados a re-
solver problemas tipologicos. PALAMEDE cs un buen cjemplo de programa capaz de simular el “razonamien-
to” empleado por los arquedlogos.

Sistemas Expertos y Logica Proposicional
La primera consecuencia que se puede extraer del uso de Sistemas Expertos para representar el razona-

miento arqueoldgico es que la estructuracion de las Teorias Arqueoldgicas es analoga a la nocidn de Memoria
Asociativa o memoria accesible por su contenido, presentada en el capitulo 2: «esta conlenida ¢sa unidad de
informacién (Jos rasgos descriptivos) en la Memoria (la Base de Conocimicnto)? Si la respuesta es afirmativa,
averigua cual vy qué afirmaciones asociadas (expresiones conceptuales) pueden activarse». Veiamos antes que,
en las memorias asociativas, €l conocimiento estd almacenado en forma de pares asociados Estimulo-Respues-
ta, del tipo:

S1 Presencia de Fibula de Codos

ENTONCES <Cronologia: siglo IX a.C.

donde los estimulos no son mis que un corjunto especifico de atributos-clave, y 1as respuestas son los
conceptos interpretativos asociados a esos atributos. El mecanismo logico subyacente es el siguiente:

N | Fl vy F2 y ... v F, son verdaderos
v si se sabe que la regla:
SIFIYF2Y .. Y F, ENTONCES F es verdadera
ENTONCES se puede deducir que F es verdaderox

Como se considera que los elementos gue se encuentran en la memoria de trabajo son verdaderos y que
las reglas existentes en la base de Reglas son también verdaderas, este principio -el Modus Ponens de la Logi-
ca Proposicional- permite utilizar las reglas cuya parte condicidon o antecedente corresponda al estado actual de
la memoria de trabajo, con el fin de afadir nuevos elementos (el consecuente de la regla) a dicha memoria.

Por consiguiente, la modalidad de razonamiento impuesta por la peculiar estructura de los Sistemas Ex-
pertos puede caracterizasse en los siguientes términos: dados ciertos datos empiricos (observaciones) acerca de
un caso arqueoldgico particular, y una Base de Conocimientos (hipdtesis e interpretaciones consideradas vali-
das en una Teoria Sacial, Antropolagica o Histdrica determinada), hay que interpretar el caso particular fel pro-
blema arqueoldgico] en términos de la Base de Conocimientos. Esta modalidad de razonamiento suele deno-
minarse abduccidn. Josephson et al. (1987) sugieren adoptar el siguiente pseudo-silogismo para representar las
inferencias abductivas:

D  cs una coleccion de datos (observaciones, descripciones, imdgenes digitalizadas, etc.)
H  explica D (5i H fuese verdadero, entonces implicaria a D )

Ninguna de las IHipdtesis conocidas explica D mejor que H.

Entonces, H ¢s correcto.

Por consiguiente, dos unidades abductivamente asociadas son dos unidades entre las cuales se ha esta-
blecido una relacidn heuristica; es decir, una relacidn que no estd basada en la naturaleza profunda de las uni-
dades, sino en un criterio externo estabiecido por el investigador. Consideremaos el siguienie ejemplo: desea-
mos saber por qué un artefacto a tiene la propiedad P (una cronologia determinada) ; disponemos de cierta
informacidn previa (todos los Fson P ), por io tanto estableceremos una asociacion abductiva entre «a tiene P
«y «d es F« y utilizaremos la segunda unidad de conocimiento (a es F) para explicar por qué atiene £ . Ob-
sérvese que la conexién entre ambas unidades no es segura; la hemos cowjeturado sobre 1a base de un cono-
cimiento general previo (4odos los Fson P«); es decir, el razonamiento abductivo propone ciertas hip&tesis plau-
sibles acerca de una situacion inicial, con el fin de explicar unas observaciones.

Esta manera de «razonar es la que se encuentra en el fundamento del Sistemna Experto presentado al prin-
cipio de este capitulo (isTELAS), caracterizado por una secuencia finita de reglas de produccion que permiten la
asignacion de expresiones conceptuales a las observaciones empiricas; por ejemplo, la expresion conceptual
«Cronologia: siglo X a.C.» es asignada a aquellas Estelas en las que se ha representado una fibula de codo. Esa
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asignacian implica la existencia de una «sociacidons entre ambas unidades de conocimiento, el concepto y el
dato. Una representacion grafica del mecanismo de decisidon en el caso anterior aparece en la figura 3.2. Este
tipo de grafo recibe el nombre el nombre de @rbol de decisicn. Se interpreta de Ia siguicnte manera: Suponga-
mos que deseamos probar el objetivo «Siglo IX a.C.», para cllo tendremos que averiguar si existe un objeto em-
pirico capaz de «aclivar ese concepto, por ejemplo tibulas de codo, espadas de lengua de carpa y/o cascos de
cresta. Dado que estos son objetos «genéricoss, es imprescindible buscar si existe un artefacto arqueoldgico re-
lacionado de un modo u otro con ¢sos objclos genéricos.

Siglo IX a.n.e.

Este objeto es Este objetoes ¥ i Este objeto es

una fibula de | una espada de un casco de

codo : lengua de carpa cresta
Este objeto es ' Ly
una estela ‘ . o

Fig. 3.2. Esquema de asociaciones abductivas en el Sistema Experto <Estelas v. 1.0,

De todo ello se deduce que para activar una unidad de conocimiento, esté situada donde esté en €] dr-
bol de decision propio a ese problema, se necesitan dos cosas: una unidad de conocimiento v una asociacion
entre ésta y aquella que queremos probar (sca objctivo o subobjetivo). En otras palabras, toda inferencia se re-
duce a establecer asociaciones entre unidades de conocimiento predetinidas. Si no disponemos de conceptos
interpretativos (esto es, si no los hemos definido previamente), jamas llegaremos a interpretar los datos empi-
ricos: para saber si las Estelas datan o no en el siglo TX a.C. ¢s preciso que definamos previamente el concep-
to «siglo 1X a.C», porgue de esta definicion (usando, por ejemplo, las caracteristicas de la «Cultura del Bronce
Atlantico TIIY) surgirdn las conexiones que permitirin asociar («activars) el estado inicial con el estado final del
problema.

La formalizacion estricta de la nocidn de activacion es muy importante para poder comprender la forma
de representar «nlerencias» por medio de programas de ordenador. Hemos visto en pdginas anteriores que una
regla contiene un antecedente y un consecuente. El antecedente enumera aquelias situaciones en las que la re-
gla es aplicable; cuando esas condiciones son «verdaderas- | es decir, existen en la Base de Hechos, bien en tan-
to que conocimiento directamente introducido por el usuario, bien como resultado de una regla anterior, dire-
mos que la unidad de conocimiento representada en el consecuente de la regla ha sido activada. Activacion e
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Instanciacion parten de principios distintos: en tanto que la Instanciacion de las reglas puede ser deﬁmda como
el proceso por el cual una regla estatica es utilizada durante la inferencia y a la que se le a51gnar1 ciertos valo-
res, la Activacion es, en realidad, una funcion logica que mide el grado de asociacion entre ¢l hecho que que-
remos interpretar (Condicion de una Regla de Produccion) v el concepto interpretativo (Consecuente de una
Regla de Produccion. La asociacion enure dos 0 mas conceptos o unidades de conocimiento ya viene dada en
la formulacion misma de la regla de produccion:

Ay B, entonces C

Donde C esta asociado con A v con B, ya que su «activacion» depende de la activacion inicial de A y B;
sin embargo, la regla no precisa qué tipo de asociacion existe entre A y B.

Por otro lado, hemos visto que un Sisterna Experto conticne varios centenares (o miles) de reglas. Las
asociaciones entre las distintas unidades de conocimiento pueden ser extremadamente complejas: los consecuentes
de determinadas reglas sirven de condicidén de activacidn de otras. Por ejemplo:

Si Ay B, entonces C
Si Cy D, entonces E
Si B, entonces D

Supongamos que A y B son atributos definidos en la Base de Hechos. La primera regla serd, por tanto,
«wverdadera», con lo que el sistema dctivard la unidad C. El efecto de esta unidad y de la unidad 1), activada a
su vez mediante ofra regla no es interpretar A y B, sino activar un nuevo concepto, E, cuya funcion serd, bien
activar una nueva unidad, bien interpretar el conjunto de datos descrito por A v B.

Asi pues, por medio de «asociaciones», 1a «activacidon, de un concepto provocard, automaticamente, la ac-
tivacion de aquellos conceptos con los que el primero esta asociado, y €st0s, a su vez, provocaran la activacion
de nuevos conceplos. El resultado ¢s muy similar al de una reaccion en cadena, pues la [uncidn de activacion
se extiende paulatinamente por todo el sistema a través de la asociacidon entre los conceptos que se ha imple-
mentado declarativamente (bajo la forma de reglas de produccién). En cierto sentido, pues, podemos conside-
rar que esa funcién hace las veces de la «energia- necesaria para que el Sistema Informitico funcione y resucl-
va ¢l problema que se le ha planteado, esto es, para que pueda buscar la heuristicamente mejor solucion -esa
analogia ha sido propuesta por Anderson (1983)-; para ello las distintas hipdtesis que contenga nuestro Siste-
ma Lxperto se activaran segin sea la relacion que mantengan con las posibles fuentes de activacion (hipotesis
previamente activadas v con las que estd asociada).

El mecanismo de expansion de la funcion de activacion suele ser bastante complejo, computacionalmente
hablando. En realidad, la «activacion- de una regla es mucho mas que la mera instanciacion de ciertos conoci-
mientos implementados con anterioridad. Si el procedimiento de reconocimiento de los coneeptos Chipotesis)
estuviese basado en una comparacion directa entre todos los componentes de dicho concepto y los del dato
empirico que gqueremos usar para activarlo, necesitariamos una extraordinaria capacidad de memoria en el or-
denador para almacenar y calcular todas las asociaciones posibles. Esa instanciacion, pues, no debe estar defi-
nida por una funcion directa del tipo:

Si Objeto
Entonces  Conceptos

sino por una evaluacion heuristica (es decir «posibles antes que «verdadera-) del contexto en que esa asociacion
pueda llegar a producirse. El formato de la regla seria,

«Si (x,y,2) definen adecuadamente al Objeto F1
y (v, w) definen adecuadamenic el Concepto F
v existe una asociacion (A) entre F v Fl

Entonces  F1 activa F».

A esta complejidad de la funcidn de activacion debemos anadire ahora las dificultades inherentes al me-
canismo de expansion de la misma. Para que ¢l sistema Experto funciones , su motor de inferencias ha de ser
capaz de provocar un movimiento en cascada o reaccion en cadena entre los distintos conceplos, el cual, 4 su
vez, permite la busqueda v, consiguicntemente, la resolucion del problema. Si esa reaccion en cadena o bis-
queda es demasiado estrecha, posiblemente el sistema tendrd muy poca utilidad, pues dificilmente lograremos
soluciones que, a primera vista parezcan innovadoras o, cuando menos, distintas a lo esperado. Si la busque-
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da es demasiado amplia, demasiadas interpretaciones podrin ser validas al mismo tiempo, y €l sistema caera
en Ja incoherencia. La resolucion de esta paradoja, sin cmbargo, esta mds alla del alcance de la tecnologia in-
formdtica, por lo que debe ser el arquedlogo el que decida, por si mismo, el nivel de complejidad de aquel Sis-
tema Experto que «aepresente los conocimientos especificos que tiene acerca de un tema de su cspecialidad.

Sistemas Expertos como Emulacion Cognitivas

En la seccion anterior hemos abordado el tema de las relaciones entre los Sistemas Expertos y la Logica
Proposicional cldsica. A partir de ahora nos enfrentaremos a una de las cuestiones que més discusiones han pro-
vocado en la comunidad cientifica: shasta qué punto un Sistema Experto reproduce la «dnteligenciar de un Ex-
perto humano?

Lo cierlo es que las limitaciones de estos programas son muchas e importantes, debidas, fundamental-
mente a Jas limitaciones derivadas de la forma en que debe realizarse la implementacion informadlica del cono-
cimiento:

* las decisiones relevantes han de depender exclusivamente de un conjunto reducido y bien definido

de variables o factores.

¢ los valores de esas variables han de ser conocidos (o inferibles), por lo que debe existir un método

para especificarlos vy expresarlos adecuadamente

» la forma precisa en que los resultados (diagnoésticos o predicciones) dependen de los valores de las

variables ha de conocerse y resuliar «computable», al menos con una cicrta aproximacion

s la interrelacion entre los factores que determinen el resultado han de ser lo suficientemente comple-

jas para que valga la pena construir dicho Sistema Experto.

Limilaciones de este tipo, y atiin otras no mencionadas aqui, han movido a muchos arquedlogos a coriti-
car la tecnologia de los Sistemas Expertos y su posible aplicacion en la resolucion de problemas arqueologicos
(Hugget y Baker 1986, Wilcock 1986, 1990, Doran 1988, Gallay 1989, Shennan y Stutt 1989, Stutt y Shennan 1992).
M.S. Lagrange (1989¢) ha agrupado todas esas criticas:

4) Los procedimientos de representacion del conocimicnto (reglas, encuadres, expresiones relacionales,

etc.) son reduccionistas

b) las reglas de produccion no representan adecuadamente el mecanismo de razonamiento, porque nin-

gin experto encuentra natural, ni tan sdlo posible, proporcionarlas. Sc trataria de un formalismo esen-
cialmente pedagdgico, usado por debutantes y no por los auténticos especialistas.

¢) Critica inversa de (b): las reglas de producciéon son tan faciles de formular, que resulta posible com-

probar cualquier afirmacion mediante un Sistema Experto.

d) Los Sistemas Expertos obligan a fijar un estado concreto del conocimiento, por lo que ripidamente

pierden actualidad.

e) los programas actuales de Inteligencia Artificial no pueden aprender, ni gencralizar, ni tratar con la in-

coherencia.

D el tratamiento de la incertidumbre en los Sistemas Expertos no esta lo suficientemente perfeccionado.

g) hasta hoy, sus aciertos concretos son poco satistactorios (en el ambito de la Arqueologia, yo afadi-

ria: inexistentes),

;Debemos volver la espalda a una tecnologia por el mero hecho de que no se usa? Si asi lo hiciéramos
aln trabajariamos con los métodos de los anticuarios y buscadores de tesoros del siglo pasado. No cabe duda
que adn faltan muchos estudios para decidir acerea de la utilidad y aplicaciones de los Sistemas Expertos; no
obstante, quince afios después de los primeros ensayos (Doran 1977), ya va siendo hora de que enfoquemos
el problema en toda su amplitud.

Las limitaciones de la tecnologia son evidentes, y en los capitulos sucesivos de este libro intentaré en-
contrarles solucion. Por el momento, centrémonos en la que hace referencia a la capacidad de los Sistemas Ex-.
pertos para representar el conocimiento cientifico. Prueba de lo infundado de las criticas es que para unos su
formato es demasiado «igidos (Shennan y Stutt 1989) y para otros demasiado <ambiguos (Gallay 1989). No pon-
g0 en duda que las reglas de produccion como formatoe de representacion del conocimiento <uerzan», en cier-
1o scentido, el conocimicnto que pretenden representar. En otras palabras, los cientificos no razonan por medio
de reglas; eso me parece obvio. Ahora bien, en ninglin momento se ha afirmado que este formato de repre-
sentacion sea andlogo al empleado por la mente humana. Recordemos lo que deciamos sobre la Teoria de la
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representacion: para que esa representacion resulte adecuada, es preciso que exista una correspondencia que
asocie la realidad exterior con la representacion, de modo que cuando plantcemos una pregunta acerea de la
entidad real obtengamos la misma respuesta de su representacion. Los estados de la entidad y de su represen-
tacion estardn en correspondencia si para cada accion en ¢l mundo real que transforme el estado actual de la
entidad, existe una operacion correspondiente que actualice la representacion convenientemente, La existencia
de una «orrespondenciar entre el razonamiento cientifico (Descubrimiento de Regularidades Empiricas-formu-
lacién de Hipotesis-Contrastacion de Hipdtesis) y las reglas de produccion (SI.. ENTONCES...) no tiene por qué
exigir la presencia de una analogia formal. Esa correspondencia puede existir a nivel de resultados, aunque la
apariencia e incluso la naturaleza 1ogica de las mismas sea distinta.

Dre esta discusion hemaos de aprender un principio de importancia fundamental: la necesidad de no con-
Jundir el formato de represeniacion con dquello que queremos representar. La utilizacion de Sistemas Expertos
no obliga al cientifico que quiera llegar a ser un buen investigador a abandonatlo todo y abrazar, como si de
una [e mistica se tratara, los Sistemas de Producciones como panacea universal. Las reglas no son mds que un
atil para representar el conocimiento, y no un formato para reproducirlo exactamente, a la manera de una fo-
tografia. La intencion de los que trabajan con estos atiles no es la de producir en serie robots arqueoldgicos,
sino analizar los mecanismos profundos del razonamiento. Si de ese anilisis surgen ciertos Ttiles que contribuyen
4 automalizar ciertas tarcas (Interfaces inteligentes, Tipologias Automiticas), tanto mejor.

Comentarios bibliograficos

En este libro no se trata de la manera de construir Sistemas Expertos. NingGn libro servira de ayuda; lo
Unico que cabe recomendar es una lectura atenta de los Manuales de Utilizacidn que acompafian los Progra-
mas Informaticos enumerados en €l Anexo. La mayoria de ellos son lo suficientemente claros como para que
el lector pueda construir un pequeno prototipo tras unas pocas horas de aprendizaje. La auténtica dificultad estd
en la manera de introducir el conocimiento experto en la miquina: ja veces, ni siquiera los arquedlogos son lo
suficientemente buenos arquedlogos para saber como y por qué picnsan como picnsan! Entre la enorme can-
tidad de manuales de introduccién hoy en dia existentes, quizds debieran citarse los libros de Delahaye (1987),
Keller (1987), Parsaye y Chignell (1988), Jackson (1989, segunda edicién), Glarratano v Riley (1990), Benfer, Brent
y Furbree (1991), Lucas y van der Graab (1991), Bundy (1990, tercera edicion).; en castellano, destacan el libro,
de Mai¢ y Pazos (1988), la traduccion del de Nebendhal (1991) y el de Cortés et al. (1993); todos ellos integran
sencillez, claridad y profundidad.
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L 4. DEDUCCION AUTOMATICA

PR

+Es posible automatizar el mecanismo logico de la Deduccion?

Al empezar una sesion de trabajo con un Sistema Experto disponemos de un conjunto de unidades de
conocimiento verdaderas (los datos empiricos, fruto de la observacion directa del investigador, y almacenados
en la Base de Hechos) v un conjunto de unidades de conocimiento «virtuales (los conceptos interpretativos, que
aparecen en la conclusion de las reglas de produccion), cuyo valor verdad -en relacion con la base de hechos-
debe calcularse | Es decir, antes de iniciar una sesién con el Sistema Experlo, los conceptos interpretativos no
tienen valor verdad. Por ejemplo, un programa construido para evaluar la cronologia de clertos yacimientos ar-
queologicos contendri entre sus conceptos interpretativos: «siglo IX a.C.», siglo «VIII a.C.», «iglo VII a.C., elc.
La basc dc Hechos contiene, pongamos por caso, la expresion «J’resencia de cerdmica fenicia cn ¢l yacimiento
(x)n. Esta expresion es verdadera, en caso contrario, no la hubiéramos incluido en la base de Hechos, a la que
hemos incorporado tan sélo informacion cuya exactitud se conoce. Por el contrario, las expresiones «siglo 1X
a.Co, wsiglo VI a.Co, «siglo VII a.C», no tendran valor verdad hasta que sustituyamos la expresion verdadera de
pdr[ldd por otra expresion que, inc Iuyendo alguno de los umccptos interpretativos, también sea verdadera. A
esta operacion la denominaremos deduccion.

Por consiguiente, «deduciremos» una proposicion interpretativa, si dos (0 mas) unidades de conocimien-
o werdaderass pueden unirse en una nueva expresion que mantenga ¢l valor verdad inicial. Por ejemplo, las
expresiones:

«Presencia de cerdmica fenicia en el yacimiento (x)» [VERDADERA]
«la cerdmica fenicia se fecha en el siglo VIT a.C.» [VERDADERA]

Pueden combinarse deductivamente para formar la siguiente proposicion:

da Presencia de ceramica fenicia en el yacimiento (0 indica que ésle se fecha en el siglo VIT a.Co
[VERDADERA]

Esta operacion de inferencia no es mas que un silogismo de estructura clasica:
«En ¢l yacimiento (x) hay ceramica fenicias
Ja ceramica fenicia se fecha en el siglo VII a.C.»
«El yacimiento (x) se fecha en el siglo VIl a.C.»
Podemos utilizar los consecuentes de silogismos como el anterior para obtener proposiciones interpre-
tativas progresivamente mas abstractas, por gjemplo:
Todos los yacimientos del siglo VII a.C. ticnen construcciones defensivass
«E] yacimiento (x) tiene construcciones defensivas
Jl'odos 1os yacimientos que reflejan una estructura politica estatal tienen construcciones defensivas»

<El yacimiento (x) refleja una estructura politica cstatal»

La nueva proposicion (El yacimiento (x) refleja una estructura politica estatal)) es mds general que la que
utilizibamos al principio (£n el yacimiento (x) hay cerdmica fenicia»), no solo porque su contenido puede apli-

67



CUADERNOS DE ARQUEOLOGIA MEDITERRANEA / TOMO 11

carse en mayor nimero de casos, sino porque, deductivamente hablando, la Gltima proposicion deducida «on-
tiene» a la primera (o dato empirico), que es una «condicién: para su activacion.

Algunos autores han introducido, para explicar la relacion decluctiva que pudiese haber entre antecedente
y consecuente, la nocion de similaridad literal entre las condiciones de validez usadas para definir todos y cada
uno de los conceptos (of, Falkenhainer 1990): si y s6lo si las condiciones de validez de la premisa o antece-
dente coinciden con las condiciones de validez del consecuente, diremos que el consecuente ba sido deduci-
do de las premisas. Ahora bien, ;cémo podemos llegar a conocer esas condiciones de validez? Muy sencillo, fi-
jandonos en los atributos que definen el concepto.

Esta caracterizacion no tiene nada de extrafio si tenemos prescnte la nocidon de significado defendida en
la filosofia actual y que deriva, basicamente, del enfoque propuesto por Tarski: el significado no es una pro-
piedad necesaria de la entidad, sino una propiedad del contexto en el que esa entidad tiene lugar. Son las ca-
racieristicas de ese contexto las que deciden la idoneidad de esa entidad en esc lugar del discurso preciso (cf.
Johnson-Laird y Byrne 1991).

Por consiguiente, para que una regla como la siguiente:

Si (x) se data en el siglo VII a.C.
Entonces  (y) se data en el siglo VIT a.C.

sea calificada de deductiva es preciso que exista similaridad literal entre x e ¥, esto es, que coincida la deno-
minacion v los valores de todos los atributos y subatributos que contengan.

De este enfoque se deriva el hecho que las inferencias nunca son idealmente deductivas; la similari-
dad literal no existe en el mundo real, todo lo mis la relacion sera de una similaridad parcial, insuficiente
para establecer una vinculacion deductiva entre premisa y consecuente. Existe un continuo que sitiia en un ex-
tremo la asociacion abductiva (cf. Capitulos 3 v 7) v en el otro la asociacion deductiva, utilizando como cri-
terio operativo la similaridad parcial de las condiciones de validez. Asi, las inferencias serin muy deductivas
0 poco deductivas segin el nimero de atributos que compartan el concepto o conceptos que hacen las veces
de premisas v el concepto o conceplos que hacen las veces de conclusion. Por consiguiente, el grado de de-
duclividad de una inferencia ¢s una funcidn matematica que depende del ntmere v de la naturaleza de los
atributos y subatributos compartidos por la premisa y el consecuente. Hay diferentes formas de calcular esa
funcion, todas ellas basadas en las téenicas de la Taxonomia Numérica (Sneath y Sokal 1973), que no se de-
tallardn aqui. Conviene citar, sin embuargo, la posibilidad de utilizar ¢l anodelo del contraste», que calcula la si-
milaridad en funcién de la importancia subjetiva de los distintos atributos (Tversky 1977, Gati y Tversky 1934,
Osherson 1987).

Como consecuencia de su fundamento matemdtico, la [uncion «grado de deductividads establece una je-
rarquia ultramétrica, no so6lo entre las distintas inferencias (o asociaciones), sino entre los conceptos que toman
parte en la inferencia deductiva. Es decir, siempre que razonemos deductivamente, estableceremos, conscien-
te o inconscientemente, una relacion de orden entre conceptos: un conceplo se siliia por dehajo de otro siy solo
st el confunto de atribuios que lo define estd incluido en el conjunto de atributos del otro concepto (De Boeck y
Rosenberg 1988: 364). Dado que el nimero de condiciones de validez (atributos) del consecuente ha de ser,
necesariamente, menor que los que definen las premisas (Johnson-Laird 1988), la relacion de orden serd, por
definicitn, anti-simétrica: los atributos del consccuente estan incluidos en los atributos de las premisas, ya que
una deduccion valida ha de ser verdadera en cada una de las situaciones en las que las premisas son verdade-
ras (Rips 1988). Dicho de otro modo, el consecuente no debe aumentar la informacion semantica contenida en
las premisas.

Acabamos de introducir una idea de gran importancia, que nos va a pernmitic mejorar nuestros utiles de
representacion del conocimiento procedural: si las proposiciones interpretativas de un dato empirico concreto
se ordenan jerirquicamente, la mayor de ellas «estara contenida» en el conjunto de todas las anteriores. Por ejem-
plo:

' «El vacimiento {(x) refleja una estructura politica estatals
[
- «El yacimiento (x) tiene estructuras defensivass
f
«El yacimiento (x) se fecha en el siglo VII a.C.»
I
«En ¢l yacimiento (x) hay ceramica fenicia»
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Lo que estamos estableciendo, en realidad, es un entramado de relaciones de orden entre los concepios:
YACIMIENTO (X)

SIGLO VII A.C.
ESTRUCTURA POLITICA ESTATAL.

SIGLO VIL A.C. ¢s una deduccion de YACIMIENTO (X)), va que comparien (relacion de similaridad} el atri-
buto Ceramica = Fenicia. Del mismo modo, ESTRUCTURA POLITICA ESTATAL es una deduccion de YACI-
MIENTO (X), ya ue comparten el atributo Estructuras Defensivas = Presencia. Podemos establecer, también,
una relacion deductiva enire SIGLO VII a.C. y ESTRUCTURA POLITICA ESTATAL, considerando que ¢l atribu-
to Estructuras Defensivas = Presencia también es caracteristico del concepto SIGLO VII a.C. El atributo que de-
fine el tercer concepto configura, claramente, un subconjunto de los atributos que definen los dos primeros con-
ceptos, de ahi que la inferencia deductiva haya sido establecida en el siguiente orden:

[((YACIMIENTO (X)} y (SIGLO VI A.C.)] —> [ESTRUCTURA POLITICA ESTATALI

Estc grafo, de hecho, no es mis que otra manera de implementar el silogismo general:
Si A c¢s verdadero para todos los B
B es verdadero para todos los C
Entonces, A es verdadero para todos los C

En nuestro ejemplo, disponemos de una propiedad general «Estructura politica esiatal,, que es verdade-
ra para un conjunto de yacimientos caracterizados por disponer de estructuras defensivas; todos los yacimien-
tos arqueologicos con estructuras defensivas se datan en el siglo VII a.C. y en ellos aparece cerimica fenicia;
cn consecuencia, bastard con encontrar cerdmica fenicia en un yacimicnto, para deducir no sélo su datacion en
el siglo VII a.C., sino también la existencia en él de estructuras defensivas (aunque la excavaciéon no las haya
puesto de manifiesto) y la existencia de una estructura politica estatal en la poblacidén que habitd dicho yaci-
miento.

Relaciones Taxondémicas »

El grafo presentado en la seccién anterior es, en realidad, un drbol taxondmico. Se trata de una manera
de representar aquella forma de razonamiento que permite inferir las propiedades de una clase o tipo basan-
dose en las propicdades de aquellas clases o tipos situadas en un orden jerdrquico mas alto. Una definicién for-
mal de dicho mecanismo seria

Dado:

— un conjunto de clases
— un conjunto de propiedades para esas clases
— un conjunto de conexiones entre clases y propiedades
buscar:
— ¢l valor mis probable de la propiedad P, para la clase C
— la clase que mejor pueda describirse por medio de la propiedad P.

En nuestro caso podemos sustituir la nocion de clase y propiedades por la de Hipotesis o Estado parti-
cular de un problema. Podemos emplear la modalidad de inferencia siguiente: dado un conjunto de hipotesis
y una serie de conexiones entre las mismas (relaciones de orden o inclusion), encontrar el dato empirico que
mas verosimilmente esté asociado con la Hipotesis mas general (o Solucion). En otras palabras, 1a conexion en-
tre Estado Inicial y Estado Final de un problema seria andloga a la relacion entre un individuo o ejemplar par-
ticular v la clase general a la que pertenece.

El resultado de la ordenacion jerdrquica de las hipolesis es ¢l siguiente: la mis general (y, por tanwo, la
mds abstracta) de las hipotesis contiene a las menores, las cuales tendrdn acceso a un subconjunto de las pro-
piedades que definen la hipdtesis inmediatamente superior. Una vez dispuestas las clases en forma de arbol ta-
xondmico, «exportaremos: las propiedades caracteristicas de una Hipdtesis (informaciones asociadas a la mis-
ma) a los datos o hipotesis particulares que forman parte de la misma. Esta operacion se denomina berencia
de propiedcdes.
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Antes de seguir adelante analizaremos detenidamente un ¢jemplo muy simple. Consideremos el caso de
las anforas romanas del tipo Dressel 2-4; constituyen una damilia» o macro-tipo de anforas que se distinguen
morfoldgicamente de los otros macro-tipos (Dressel 1, Dressel 7-13, ... etc.), mientras que son muy similares en-
“tre ellas. La interpretacion de esas anforas no procede de su similaridad morfologica, sino del conocimiento «x-
trinseco- (Ja funcion de esos contenedores de liguido) que se dispone para algunas de ellas (relacionadas con
el comercio de vino). El problema pues, estriba en saber si resulta posible «wxportars a.todos los miembros de
la clase csa propiedad general. Consideremos que la respuesta es afirmativa: odas Jas dnforas Dressel 2-4 sir-
vieron para transportar vino; entonees, quizas fuese posible definir subclases (basadas en criterios tanto mor-
fologicos, como de téenica de fabricacion del anfora) y exportar como propiedad, no tan general como la pri-
mera: el dugar geogrifico de produccion., verosimilmente ligado con las dreas productoras de vino de calidad.

El drbol taxondmico adoptaria la forma que aparece en la Figura 5.1. Como sea que el individuo A2, por
gjemplo, es miembro, simultincamenie de la Clase General y de la Clase D, «heredas dos propiedades, la de ser
un contenedor de vino y la de que ese vino procede de la provincia romana de la Narbonense. Fl dnfora AG,
contendrd también vino, pero esta vez procedente de la provincia Tarraconense.

CLASE GENERAL
{anforas contienen vino)

Clase A Clase B Clase C Clase D
(procedencia , (procedencia
Tarraconense) Narbonense)

Al A2 Ad A5 A6 A7 AB

Fig. 4.1. Ejemplo de representacion taxondmica de una inferencia deduictiva.

Ahora bien, el Conocimiento Cientifico raramente se expresa en términos absolutos ftodos los (x) son (y)l.
Suele consistir en generalizaciones utiles, acompafiadas de excepciones. Por ejemplo, si considerdsemos de nue-
vo el caso de la datacion de unos yacimientos arqueoldgicos a partir de la cerimica encontrada en ellos: <a ce-
rimica de¢ barniz rojo s caracteristica del siglo VIIT a.C., pero no es totalmente extrana en el siglo Vil a.C.» Dado
que en la mayoria de los casos esa cerdmica es caracteristica de los yacimientos del siglo VIII a.C., si la encon-
tramos, deduciremos, inicialmente, que la fase de ocupacion en cuestion puede datarse en el siglo VIII a.C., a
no ser (que haya alguna evidencia adicional que permita inclinarnos por una cronologia en ¢l siglo VIEa.C., pues
ha «heredador esa propiedad de la clase general a la que pertenece «Yacimientos del siglo VII a.C.».

Paor ese mativo, el arbol taxonémico suele ser conceptualmente mas complejo que el que hemos vista
anteriormente, permitiendo la berencia muiltiple de propiedades. Imaginemos el tipo de relaciones que man-
tiene un artefacto importado (por ejemplo, la cerdmica fenicia), encontrado en un yacimiento determinado (Fig.
4.2.): el Artefacto (v ) hereda simultineamente las propiedades de dos clases generales: Yacimiento 4 v Yaci-
miento B, porque ha side encontrado en A, y fabricado en B Supongamos que la cronologia del Yacimiento 4
s siglo VI a.C., v la cronologia del Yacimicnto B, siglo VIIT a.C.. Si y hereda la cronologia de los dos yacimicntos
a los que pertenece, ;cudl serd su cronologia? Una forma de resolver ese conflicto serfa definiendo dos moda-
lidades de cronclogia: una para la dabricacidon: del objeto y otra para su uso. En el yacimiento 4 el artefacto y
-mas antiguo que los otros artefactos de ese lugar- seria una antigiiedad, una pieza de museo.

En definitiva, las relaciones ¢axondmicas- no son mas que mecanismos para transferir informacion a tra-
vés de los enlaces de asoclacidn (relaciones de orden) definidos entre las unidades de conocimiento deducti-
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‘yacimiento A yacimiento B

emplazamiento 1 emplazamiento 2 emplazamiento 3

ARTEFACTO (X) ‘ ARTEFACTO {Y) ' ‘ ARTEFACTO (2)

Fig. 4.2. Nuevo ejemplo de representacion taxoncomica de una inferencia deductiva.

vamente dispuestas. El mecanismo general puede representarse como sigue: si un artefacto A es un ejemplar '
de la clase B y la clase B es un ejemplar de la clase general C, entonces todas las propiedades genéricas aso-
ciadas con € estian también asociadas con B, y todas las propiedades genéricas asociadas con B lo cstan tam-
bién con A.

Suelen distinguirse dos tipos de herencia de propiedades. En primer lugar la «especificacion» de propie-
dades: si vna clase @ es una especializaciéon de una clase b, entonces cualquier miembro de a podrd usarse en
lugar de un micmbro de & (son idénticos). El segundo tipo ¢s la dmplementacion- de propiedades: se crea una
nueva clase a como modificacion de una clase anterior b, de modo que a manitiesta algunas de las propieda-
des de b. Este segundo tipo permite la herencia parcial de propiedades, esto es, un individuo hereda fodas las
propicdades de la clase gendrica a la que pertenece, excepto aquellas que se redefinan localmente.

La dmplementaciéns de propiedades es un operador que permite crear conceptos a partir de conceptos
preexistentes. La herencia de propiedades se usa entonces para definir una -maodificacion en incremento» del
concepto inicial, Por defecto, el nuevo concepto <heredas la representacion de la clase inicial, si bien se puedce
extender esa representacion, afadiendo nuevas variables u operadores, o bien cancelando algunos de los que
caracterizaban el concepto inicial. De este modo, el concepto resultante, tendrd algunas de las propiedades del
concepto inicial, mas algunas de nuevo cuno. En realidad, la nueva clase no es un «subtipos de la primera, sino
una disyuncion.

Recordemos lo que deciamos en la seccidn anterior a proposito de los Estados Finales de un problema:
que «contenian todos aquellos que le precedian v que era posible deducir la solucion de un problema extra-
vendo el grafo (o arbol taxondmico) de las hipétesis contenidas en esa solucion. De este modo podemos defi-
nir las unidades de conocimiento declarativo en términos de otras mas generales (situadas mds arriba en el ar-
bol taxondmico), siempre y cuando esas unidades de conocimiento estén asociadas por medio de relaciones
de orden entre las que sea posible la herencia de propicdades. Veamos algunos cjemplos,

La ordenacidén mas sencilla seria la siguiente jerarquizacion de unidades espaciales :

CONTEXTO < UNIDAD DE HABITACION < ESTRATO < YACIMIENTO < AREA < REGION.

Algunas de las inferencias que hagamos sobre la region serdn heredadas por todos los emplazamientos
de los yacimientos en esa regidon. Qué subconjunto de propiedades de la clase general es el heredado por las
cntidades particulares, es algo que queda a Ja discrecion del arquedlogo. El libro cldsico de Clarke (1978) dis-
cute ampliamernte la ordenacion jerarquica de las unidades arqueologicas, v las consecuencias de la herencia
de propiedades entre ellas.
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Sin embargo, el caso o mds interesante lo constituye la representacion de la ordenacion cldsica de las Hi-
potesis Cientificas segin su componente observacional. Por ejemplo:

OBSIDIANA < INTERCAMBIO < ECONOMIA

La «presencia de obsidiana- es un Dato Empirico fruto de una observacion directa sobre el terreno. Esta-
rd enunciado, por tanto, en términos observacionales . Ta unidad de conocimicnto <Intcrcambios, por el con-
trario, es una Hipdtesis (o Estado transitorio de un problema), y se enuncia por medio de entidades teoricas,
sin componente observacional. La herencia de propiedades, pues, se manifiesta como el iifil de representacion
idéneo para estos casos: la proposicion interpretativa resultante de la asociacion entre ¢l dato Empirico y ¢l Con-
cepto ~esto ¢s, asociacion entre la obsidiana y la accion social responsable de su aparicion en ese lugar (el In-
tercambio)- serd «erdaderar porque la informacion contenida en el concepto (una forma econdmica particular)
habra sido asignada automaticamente al Dato. En otras palabras, el dato puede acceder directamente al cono-
cimiento contenido en el Concepto.

La Herencia de Propiedades como representacion del Conocimiento Procedural

Hemos visto que cualquier operacion de inferencia puede definirse como la combinacion de dos uni-
dades de conocimiento para producir nuevo conocimiento. Esta definicion era andloga a la del mecanismo de
la deduccion, que es, fundamentalmente, un procedimiento de substitucion de expresiones por expresiones 16-
gicamente equivalentes. La forma general :

C—=P=Q

expresa la sustitucion de P por Q, siempre y cuando se pueda probar que C es verdadero. En esta seccion
veremos como las inferencias pueden ser representadas también por medio de un arbol o grafo taxondmico: la
«wverdad- de C se substituirfa entonces por la nocion de -presente- en el grafo como arco (enlace) entre [os nodos
P y Q. La Unica condicion para que Q sea una expresion logicamente equivalente a P es que exista una relacion
taxonémica, es decir, una relacidn de orden que permita la herencia de propiedades, entre ambas. En otras pa-
labras, una proposicion interpretativa serd verdadera si toda la informacion contenida en un Concepto Interpre-
tativo fluye directamente al Dato Empirico que queremos interpretar. Denominaremos inferencia a ese «flujo de
informacions, pues se trata de una nocion perfectamente equivalente a la que hemos usado anteriormente.

En principio, toda operacion de inferencia podra representarse por medio de conexiones entre unidades
de conocimiento que permitan la herencia de propicdades; esto ¢s, ¢l enunciado de las expresiones dedici-
bles de una hipotesis equivaldra a la especificacion de los enlaces permitidos por un arbol taxondémico (en este
caso los enlaces permitidos son los enlaces definidos explicitamente por el investigador). [sos enlaces estan re-
presentados bajo la forma de las «tamas» del drbol taxondmico. Por consiguiente, afirmaremos que el propési-
to de un arbol taxondmico ¢s especificar ¢l conjunto de afirmaciones permitidas por un conjunto ordenado de
Hipdtesis o Conceptos Interpretativos; es decir, su funcion se reduce a averiguar las afirmaciones a las que se
podria llegar wsando esas Hipodtesis como informacion inicial.

Supongamos que disponemos de un conjunto de Hipdtesis Interpretativas, ya sean éstas términos cro-
noldgicos, categorias sociales, funciones de artefactos, etc. Para poder representar con é€xito cualquier tipo de
inferencia con esos materiales es preciso, en primer lugar, estructirar ese conjunto de unidades de conocimiento.
Esto es algo que no debiera sorprender a nadie: cualquier ‘l'eorfa Cientifica no es mis que un conjunto debi-
damente estructurado de proposiciones interpretativas. Si utilizamos un arbol taxonémico para representar la
deduccion de todas las proposiciones interpretativas posibles a partir de esa Teoria, las unidades de conocimiento
disponibles deberan disponerse en un orden jerirquico, que puede llegar a ser muy complejo. Este orden je-
rarquico sc¢ consigue cstableciendo relaciones de inclusion o, como minimo, enlaces del tipo <% entre ellas.

Toda inferencia estd representada por secuencias de unidades de conocimiento enlazadas. Resulta con-
veniente otorgar al Gltimo enlace la funcion de razén o motivo de la inferencia. Asi por ejemplo, sea la cadena
taxonomica que mencioniabamos al final de la seccion anterior:

OBSIDIANA < INTERCAMBIO < ECONOMIA
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Podremos interpretar el dato Empirico (la obsidiana) con ayuda del Concepto Interpretativo (¢l Intercarmbio
como forma econdmica), si existe entre ambos algan tipo de enlace que permita a la entidad «obsidiana» here-
dar algunas de los atributos caracteristicos de la entidad «JdIntercambio-, algunos de los cuales, a su vez, proce-
den dc la entidad «Fconomias,

Estas relaciones de orden entre unidades de conocimiento no son, en modo alguno, leyes crmpiricas. Las
unidades de conocimiento no estdn ordenacdas en el mundo real, sino gque somos nosotros, investigadores a los
que interesa estudiar el razonamiento cientifico, los que hemos establecido dicho orden taxondmico. Se trata
de un artificio computacional que permite encontrar una solucién mas elegante (esto es, mis breve y compac-
ta) y en menos tiempo. El inico requisito es establecer un criterio de ordenacion v mantenerlo en todas las uni-
dades de conocimiento implicadas en la inferencia. Es preciso tener bien presente, por tanto, que la Jdlerencia
de Propiedades» y los enlaces «< son formatos de representacion del conocimiento procedural y no of resulta-
do de ciertas observaciones empiricas; tanto los enlaces como ¢l mecanismo mismo de la <herencia de propie-
dades- pueden definirse como herramientas para trasladar informacion de una unidad de conocimiento a otra.
La dificultad mayor durante la configuracion de un arbol taxondmico serd pues, la construccion de los diferen-
tes enlaces necesarios.

#Cudl es el enlace que existe entre unidades tales como «Obsidianas e «<ntercambios? ;Y entre «Espada de
Lengua de Carpa- y «Siglo IX a.C.»? Esta clase de relaciones entre unidades suele recibir el nombre de ES-UN
(en inglés ISA), ¢s decir:

— «a obsidiana ES TN resultado del Intercambio»,
— da Ispada de Lengua de Carpa ES UN ejemplo caracteristico del siglo IX a.Co.

Relaciones muy scmcjantes son las denominadas PARTE-DE, TIPO-DE v INSTANCIA-DE, por ejemplo:
— <borde=10cm.» es una PARTE-DE «ejemplar n® 12»,
— «el ejemplar n® 12» es una INSTANCIA-DE la clase <anforas.

Los cuatro tipos de enlace son, cn realidad, expresiones relacionales que representarn un cierto tipo de
conocimiento procedural. Este tipo de enlaces relacionales, en realidad operadores, sustituyen con éxito en mu-
chos casos a las Reglas de Produccidn.

La operacion logica cjecutada por estos enlaces es bastante exigente -en Logica de Predicados suele ex-
presarse por medio de implicaciones -:

si A es-un B, entonces todo 1o que resulta verdadero en B ha de ser también verdadero en A,

Del mismo modo, cualquicr cambio en B ha de repercutir directamente en A.

Lste principio tiene consecuencias muy importantes. Sea cual sea el tipo de relacién taxondmica en la
que se base ¢l sistema Gespecificacions o dmplernentacions), entre dos unidades unidas por una relacion taxo-
némica no puede existir la inconsistencia. En otras palabras, aunque la unidad de nivel jerdrquico inferior no
herede ifodas las propiedades de la unidad general a la que estd conectada, la definicién local de sus propie-
dades no puede contradecir 1o que ya conticne la unidad general. De hecho, no todas las entidades admiten
este tipo de representacion. Por ejemplo, en el estudio de una necrépolis no podriamos establecer ninguna re-
lacion taxondmica entre tumbas ricas v pobres, o entre tumbas femeninas y masculinas. Aunque pueda darse
el caso que en las tumbas ricas y masculinas aparezca la totalidad del ajuar existente en la nceropolis y que las
tumbas pobres (o las femeninas) aparezcan como subtipos especializados de las tumbas masculinas ricas, esa
ordenacion es tan s6lo aparente, pues no toda hipdtesis valida para unas serd vilida para las otras.

La segunda condicion expresada en el enunciado de la propiedad de consistencia para la herencia de pro-
piedades hace referencia a la Logica No-Mondtona, que trataremos brevemente en el capitulo 7. No obstante,
podemos adelantar algunos puntos importantes. En primer lugar, un drbol taxondémico no es formalmente com-
pleto. Dado que el usuario se responsabiliza de la construccion de las relaciones taxonomicas, siempre se pue-
den afiadir nuevos enlaces entre unidades de conocimiento previamente no asociadas. No obstante, al afadir
nuevas vias de circulacion a la informacion, el drbol taxondmico se mostrard incapaz de mantener las mismas
inferencias que en su estado inicial. Es decir, las conclusiones a las que se puede llegar mediante un 4rbol ta-
xonomico son aguellas inferibles en el esiado actual del mismo. Si cambiamos cualquicra de los enlaces, ¢l dr-
bol raxonémico no reproducird proposiciones deducidas con anterioridad.

Expongamos esas caracteristicas por medio de un ejemplo:

1. la Ceramica de Reticula Brunida data en los Siglos TX= VIIT a.C.
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2. la cerdmica encontrada en el vacimiento de Atalaia (Alentcjo, Portugal) tiene una cronologia des-
conocida

3. en el Yacimiento de Ratinhos (Alentejo) hay cerdmica de Reticula Brusiida

4. en el Yacimiento de Ratinhos (Alentejo) hay ceramica semejante 4 la de Atalaia

"~ En muchas ocasiones, los arquedlogos han utilizado la presencia conjunta de cerdmicas distintas en un
yacimiento para imponer una de las cronologias, sin tener en cuenta las implicaciones de la inferencia. El caso
anterior (Schubart 1975) es un buen ejemplo de ello. Como se desconoce la cronologia de la cerimica de Ata-
laia, ésta <heredar las propiedades cronologicas de la cerdmica de Reticula Brufiicla encontrada en el yacimien-
to de Ratinhos. Ahora bien, jestan ambos tipos cerdmicos unidos por una asociacién que permita la herencia
de propiedades? Se parte de la suposicion que la asociacion es estratigrifica, por lo que la herencia de propie-
dades tendra validez en ese caso; sin embargo, ¢sa asociacion estratigrafica bien pudiera ser erronea (Ratinhos
nunca ha sido excavado, asi que no sabemos si ambos tipos cerdmicos aparecen en el mismo estrato o perte-
necen a fases de ocupacion distintas). Bastantes afios después de la formulacién del silogismo anterior, s¢ ob-
ticnen dataciones C-14 de unas cerimicas semegantes a4 las de Atalaia encontradas en la necrépolis de Pomar
(varela Gomes, comunicacion personal. cf, Barceld 1991); esas dataciones se refieren a una cronologia entor-
no el 1800-1500 a.C. ;Debemos concluir automiticamente que el silogismo anterior es falso?

Ohsérvese que lo tnico que cambiz ¢s la definicion local de la propiedad «Cronologiar en la unidad «Ce-
rimica de Atalaia». No hemos introducido enlaces nuevos ni suprimido los anteriores. Sin embargo, la redefini-
cién a nivel local de la propiedad genera una contradiccion con las propiedades definidas a nivel general, y por
ende, can la herencia de propiedades como mecanismo de inferencia. Podemos optar por dos solucionces:

+ poner en duda el enlace entre ambas unidades: la asociacion espacial en un mismo yacimiento no per-

mite la herencia de propiedades.

e redefinir el mecanismo de la herencia de propiedades para que admita la gestion de excepeiones.

Es evidente que, en el ejemplo anterior, la respuesta mds adecuada es la no asociacion cronoldgica en-
tre ambos tipos de cerimica; es un caso claro de razonamiento no-mondtono: la agregacién de nuevo canoci-
miento invalida las afirmaciones conseguidas con anterioridad. Sin embargo, y a titulo wwn solo de cjercicio in-
telectual, veamos o que pasaria si redefiniésemos el mecanismo de inferencia.

El darbol taxondmico deberia aceptar la Herencia Multiple. Su enunciado formal serfa: una unidad A esti re-
lacionada taxonOmicamente a B (es decir, A es menor que B y hereda las propicdades de B); esa misma unidad
A tarnbién esti relacionada taxondmicamente a C; si A hereda P a partir de B, y =P a partir de C, entonces, siem-
pre y cuando exista un enlace taxonSmico entre B y C (y no viceversa), concluir P; en el caso que exista un en-
lace taxondmico entre C v B (v no viceversa), concluir -P; si no hay relacioén alguna, el resultado es ambiguo. En
esle Glime caso, lo habitual ¢s neuiralizar o inhibir ¢l enlace conllictivo, de modo que la inferencia sea imposible.

El ejemplo arqueoldgico que estamos analizando se representaria del modo que aparece en la Figura 5.3.
Es evidente que, en nuestro caso el razonamiento taxondmico produce una ambigliedad. La unidad «Cerdmic:
de Amlaiz- hereda los valores de la propiedad «Cronologia- de dos unidades opuestas: Necropolis do Pomar (1500
2.C) y Ratinhos (800 a.C.)». Una primera solucion seria elegir uno de los dos enlaces conflictivos que expor-
tan propiedades contradictorias a la unidad «Cerdmica de Atalaias, 10.8. Touretzky (1986, cf. también Horty et al.
1990} sugiere atorgar mis importancia a los enlaces simples que a los compuestos. De este modo, la relacion
Ceramica de Atalaia/Pomar predominaria sobre la relacion Cerdmica de Atalaia/Ratinhos/Siglo IX, por la Gnica
razén que una cadena de inferencias es mis breve que la otra.

SIGLO X a.C.

~
- ~~

~
Ratinhos A Pomar

CERAMICA DE ATALAIA ' ' S

Fig. 4.3. Efemplo de resolucidn de contradicciones en un drbol taxondmico.
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L. Shastri (1988) proporciona otra solucion a ese conflicto. Scgin este autor el problema se debe a la fal-
ta de cuantificadores lagicos («Existe algin..») en los drboles taxondmicos. En nuestro caso el conflicto se pro-
duce porque la herencia de propiedades da lugar a las siguientes proposiciones

Toda la Ceramica de Ratinhos data en el 1500 a.C
todala Cerimica de Ratinhos data en el 800 a.C.

Para permitir enunciados existenciales del tipo:

Existe alguna Ceramica de Ratinhos en el 1500 a.C. . .
Bxiste alguna Ceramica de Ratinhos en el 800 a.C.

Shastri propone sustituir el cuantiticador légico por una medida precisa. P01 ejemplo:

— el 70 % de la cerdmica encontrada en Ratinhos (sea del tipo que sca) se pucde datar en el siglo
X a.C.

- el 30 % de la cerimica encontrada en Ratinhos no se puede datar

— ¢l 90 % de la ceramica encontrada en Pomar no data en el siglo 1X a.C.

La evaluacion probabilistica
[total de la ceramica datada en el siglo IX a.C.]

ftotal de la cerdmica que no data en el siglo IX a.C]

de estas cantidades proporcionaria una estimacion de la «dntensidad- de la asociacion con las clases gencerales:
la herencia de propiedades circularia, por consiguiente, a través de los enlaces mds «ntensos., pero sin dejar de
lado los restantes.
En definitiva, tres soluciones parecen posibles al problema de las excepciones en situaciones de Heren-
cia Multiple de propicdades:
* la eliminacidn sistematica de aquellos enlaces que produzcan inferencias ambiguas
= la «decistons probahilistica del mejor de los enlaces posibles
¢ la uceptacion de la ambigiiedad resultante como una inferencia posible; en ese caso ¢l razonamiento
taxonodmico preservaria la naturaleza del conocimiento., pues variarian las caracteristicas de las pro-
piedades heredadas.

En nuestro gjemplo arqueoldgico, fa ambigledad de la inferencia final es probablemente significativa: «Cro-
nologia» es una propiedad necesaria para las unidades <Pomars y «Ratinhos», ya que es esa propiedad la que dis-
crimina entre ambas; stn embargo, en el caso de «Ceramica de Atalaia», la propiedad «Cronologiar scria no-ne-
cesaria , pucs es ambigua y no contribuye a definir esa unidad: si la cerdimica de Atalaia tuviese una duracién
de mds de setecientos afos, podriamos encontrarla tanto en yacimientos caracteristicos del ano 1500 a.C., como
del afio 800 a.C.

Conviene no dejarnos llevar por los problemas inherentes al tratamiento de excepciones v conflictos. En
la mayoria de las ocasiones no se trata de un Jallo- del mecanismo de herencia de propiedades, sino de un en-
luce situado donde no debe. No todas las unidades de un discurso estan relacionadas taxonomicamente. Des-
graciadamente, atin no existe un procedimicnto para detectar los errores en dicho mecanismo de inferencia: en
bastantes ocasiones, un resultado ambiguo es interesante para ¢l investigador (como en el caso de la indeter-
minacion cronologica), aunque rechazable para el logico.

Sistemas Expertos ¥ Relaciones TaxonOmicas

Asi pues, el arbol taxondmico parcce ser un modo muy Gtil para representar inferencias deductivas, gra-
cias a las relaciones jerarquicas que impone a las hipdtesis o proposiciones interpretativas. Ahora bien, aunque
computacionalmente «efectivor, no se trata de un modo de representacién tan «xpresivos como el de las reglas
de produccion. Es cierto que los Sistemas Expertos estudiados en el capitulo anterior manifiestan dificultades
con la representacion de relaciones jerdrquicas (el orden de activacion de las reglas es independiente del co-
nocimiento implementado en ellas), pero ello no debiera llevarnos a sustituir completamente un modo de re-
presentacion del conocimiento procedural por otro, sino a integrarlos, esto es, a usar ambos en un Mismo ¢aso.
Afortunadamente, existen atiles informaticos de difusién comercial que permiten esa integracion.
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Tenemos dos opciones para llevar a cabo esa integracion, una supone dar méds importancia a las Reglas
de Produccion y la otra a las Relaciones Taxonomicas . En el primer caso, la herencia de propicdades sirve tan
s0lo para aumentar la flexibilidad de la Base de Tlechos del Sistema Experto: las relaciones taxonémicas simu-
lan en ese caso las relaciones de una Basce de Datos Relacional, lo que permite al Sistema Experto acceder di-
rectamente al conocimiento declarativo escrito en ese formato, mucho mis comprensible, completo y ficil de
usar e implementar que una base de hechos construida mediante tripletas <OBJETO><RELACION><VALOR> . En €s0s
casos, la Herencia de propiedades es un mero recurso técnico para reducir la cantidad de informacion que hay
que introducir en el ordenador: basta con la definicion de las variables o atributos de las clases o prototipos
mis generales, pues sus valores apareceran automaticamente en las instancias de dichas clases. El conocimiento
procedural estd expresado exclusivamente bajo la forma de reglas, cuyas conclusiones pueden acumularse en
esa misma Base de Hechos taxondmica, o bien en una Base de Hechos clasica.

En el segundo caso, el predominio de las Relaciones Taxondmicas sobre las Reglas de Produccion, la in-
ferencia estard representada por el arbol taxondmico. El Motor de Inferencia usard la herencia de propiedades
para localizar y/o calcular ¢l valor de un atributo en un nodo concreto del arbol, siendo la funcion de las re-
glas la de controlar la ejecucion y servir de estructura de control en momentos puntuales.

Podemos sustituir la representacion del conocimiento declarativo por medio de tripletas por otro forma-
to de representacion: los encuadres (en inglés “frames”™). Se trata de un tipo de estructura de datos cuyo tama-
fio v alcance resulta mayor que el de una proposicion, dado que representa no solo el contenido puramente
declarativo de la unidad, sino también una parte del procedural (Jas relaciones de pertenencia a una calegoria
mis general). Para construir tales unidades computacionales habremos de asociar a cada unidad un conjunto
de propiedades distintivas o atribuios (en inglés se ha popularizado el término «slot-). Asi, Patel y Stutt (1988)
describen del siguiente modo los restos de una unidad de habitacion:

CERCADO
anchura: 20
longitud: 10
situacion: (10 3Q)
maierial: BARRO
ubicacion: SUPERFICIE
radio: [
Jforme CUADRANGULAR

TFue M. Minsky (1975) el primero en utilizar el término «encuadre» para construir una base de datos es-
tructurada y flexible que contuviese las cantidades enciclopédicas de conocimiento neccsarias para ¢l razona-
miento por sentido comun. La idea bisica consistia en organizar la representacion de un dominio especifico por
medio de una secuencia de «encuadres- del mismo; esas unidades fundamentales de representacion intentaban
capturar en un formateo fijo lo que es comn a ciertos hechos, situaciones o dominios de un mismo tipo. Hoy
en dia este tipo de representacion del conocimicento se utiliza en todos los ambitos; practicamente cualquier ob-
jeto, hecho o fendémeno pueden ser descritos en términos de un encuadre, siempre vy cuando usemos en su cons-
truccién los dos tipos de informacion siguientes:

— el valor de una propiedad particular de un objeto
— la categoria a la cual pertenece dicho objeto.

Los componentes bisicos de este modo de representacion son:

NOMBRE - cada encuadre tiene su propio nombre (por cjemplo <Anfora- | A12, ..)
ANTEPASADO O TIPO.- cada objeto estid relacionado, como minimo a otro por medio de un en-
lace jerdrquico que permite la herencia de propiedades.

ATRIBUTOS - el cuerpo de un encuadre estd compuesto por cierlo ndmero de atributos. Estos atri-
butos puede ser, a su vez, encuadres.

PREDICADOS ASOCIADOS.- Cada atributo en un encuadre puede tener predicados asociados
que serdn invocados siempre que ese atributo sea leido o modificado.

En los Sistemas a base de Encuadres, hay varias maneras de declarar el valor propic a cada atributo:
= un VALOR: que contiene el valor actual declarado del atributo. Corresponde a una informacion
que la entidad debera poscer para poder ser adecuadamente representada por ese atributo.
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s por DEFECTO: contiene el valor que se va a dar al atributo en el caso de que no se disponga de
ninguna otra informacion.
» por REGLA: se trata de procedimientos ligados a cada atributo, que se activan en el momento de
manipularlo. Dos modalidades:
— reglas que son activadas cuando se introduce una nucva informacion en un atributo, Su fun-
cion es propagar ese informacion a través de las relaciones taxondmicas y estructurales.
—reglas que se activan en el momento en que resulta necesario dar un valor a un atributo y
éste no existe. Su funcion es, pues, la de proporcionar un procedimiento de cilculo o ad-
quisicion de ese valor,

La funcion primordial de las reglas de produccion en un arbol laxondmico es, pues, declarar localmente el
valor de ciertos atributos. De este modo, se pueden programar en forma de regla de produccién las condiciones
que deben ser satisfechas antes de que se asigne un valor a esa propiedad en ese nodo particular del drbol. A
cada una de esas condiciones estd asociado uno (o varios) predicados con cierta informacion procedural, de for- -
ma que si se necesita el valor preciso de un atributo para activar una regla, entonces se ejecuta antes el predica-
do asociado a ese atributo. Igualmente, antes de fijar el valor de un atributo, el sistema ejecuta los predicados.

Un ejemplo idoneo lo constituyen los caracteres morfométricos que deben medirse ¢n cada vasija.

Encudadre: A12
Es-un: Anfora
Propiedades: indice Anchura/Longitud;
Ejecutar la funcion dntroduccion de datoss
Ejecutar la funcion «Calculo indice A/L»

La {uncidén JIntroduccion de Daross estd constituida por ciertas rutinas que solicitan del usuario la longi-
tud total del anfora A12 y su anchura; la funcion «Calculo indice A/L» ¢jecuta clertas operaciones aritméticas con
los valores introducidos por el usuario, vy las sitGa en la posicidon valor del atributo indice Anchura/Longitud.
De este maodo, los valores de las distintas propiedades podran definirse localmente; es decir, serdn calculados
cada vez que se use el Sistema, y so6lo serian vilidos en la sesidon en curso.

La idea bdsica es que siempre que accedamos a un nodo del drbol taxonémico accederemos a todos los
nodos que dependen de €], esto es, a todos los que estan relacionados taxondmicamente y con los cuales la
herencia de propiedades estd permitida. Interrogaremos el 4rbol taxondmico como si de una Base de Datos re-
lacional se tratase, solicitando los valores que ciertos objetos han adoptado. Por ejemplo

x := (tfipo de A12)

que solicita del Sistema la respuesta a una pregunta como ésta: cual es el tipo del individuo A12? Imaginemos
que Al12 es una instancia del objeto «Anforas, el cual es-una «Ceramica.. Uno de los atributos de este objeto es
«Tipoe, definido localmente cn ¢l objcto <anfora-. El Motor de Inferencias peculiar al sistema iniciard la bascue-
da en A12 del atributo «Tipo» v de su valor. Si éste no ha sido definido a ese nivel, entonces debe existir, ne-
cesariamente, en alguno de los objetos de los que depende taxondmicamente. Ise es el caso del objeto «dnfo-
fa», La respuesta serd, pues:

anfora = (lipo de A12).

Ahora bien, hasta aqui s6lo hemos usado las propiedades «declarativas» de la herencia de propiedades.
Hemos visto que no solo sirven para describir conceptos, sino que puede usarse también como representacion
procedural, esto es, representacion del mecanismo de solucidn de un problema. Para ello, cada encuadre re-
presentard una de las soluciones posibles (o estados intermedios}, siendo el encuadre situado en la clspide del
drbol taxondmico el que represente ¢l Estado Final del Problema. En la parle inferior del drbol representare-
mos los Estados Iniciales, ya que un mismo problema puede enunciarse de muy distintos modos, Cada uno de
esos Estados Iniciales es, a su vez, un encuadre unido taxondémicamente a los demds. Para interpretar el caso
concreto que estamos analizando debemos encontrar un Estado Inicial predefinido que sea andlogo a nuestro
caso, y averiguar 4 (ué Estado Final esta unido, esto es, qué propiedades hereda de los encuadres situados mas
arriba en el drbol taxondmico.

Una estrategia de resolucion de problemas como la que se acaba de enunciar exige construir una Teo-
ria Cientifica bajo la forma de un drbal taxondmico de encuadres. Desgraciadamente, en la mayoria de los ca-
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sos, las Teorfas con fas que trabajan los arquedlogos (las «Teorias de Alcance Medio) suelen ser, en el mejor de
los casos, incompletas; pero para que la Llerencia de Propiedades sea un mecanismo efectivo, el arbol taxondmico
ha de estar completo. Esta contradiccion puede resolverse integrando ¢l sistema a base de Encuadres con una
Base de Reglas de Produccion.

La funcidon de esas Reglas es «cubrip los posibles huecos que existan en el drbol taxonémico, calculan-
do €l valor de algunas propiedades en el momento de la ejecucion, o bien medificando los resultados del me-
canismo de herencia simple o maltiple. En ocasiones, esas reglas permiten introducir cocficientes de verosimi-
litud, con lo que el Sistema serd capaz de realizar evaluaciones probabilisticas para resolver conflictos en la Herencia
de Propiedades. Las reglas se pueden usar, también, para solventar el problema de los cuantificadores: pro-
porcionando un conjunto de condiciones locales que hacen que varie el valor de una propiedad heredada. Se
pueden crear, tambi¢n, nucvos encuadres, nuevos atribulos y nuevas relaciones taxonomicas a partir de reglas.
Por ejemplo,

Si en un encuadre se produce la siguiente combinacion de propiedades:
hallazgo = necrépolis
tipo morfométrico = Tipo 2
material asociado = cerdmica campaniforme
Entonces <CREAR NUEVO ENCUADRE»:
Cronologia = Calcolitico Tardio
Funcion = Enterramiento

En otras palabras, las Reglas de Produccion, no representan el conocimiento procedural propiamente di-
cho, sino ciertas estructuras de control, especialmente la gestion de excepciones procedentes de la 1lerencia Mul-
tiple de propiedades. En general, diremos que si la regla asigna un nucvo valor a4 un atributo, la denominare-
mos regla deduciiva. Sila regla se limita a especificar las condiciones logicas que han de satisfacer los valores
de los atributos, serd una regla no deductiva.

Las ventajas de la integracion entre Sistemas a base de encuadres y Reglas de Produccién son extraordi-
narias. En primer lugar, porque permite «corregir- el automatismo de la Herencia de Propiedades; el valor de
los atributos no dependeri entonees exclusivamente de los objetos a los que estd relacionado, sino también de
los intereses del usuario a cada momento. En segundo lugar, las reglas pueden contener nuevo conocimiento
que interesa aplicar al drbol taxondmico, con el fin de inducir en €l las modificaciones que resulten de ciertos
resultados concretos obtenidos al final de una sesion. Otra manera de utilizar las reglas de produccidn seria como
pucnte entre dos arboles taxondmicos, el primero representando la descripcion relacional de un yacimiento, el
segundo representando la Teorfa necesaria para interpretar ese yacimiento. La funcion de las reglas es calcular
las relaciones taxonomicas posibles y el sentido de la Herencia de Propiedades entre uno y otro. Desarrolle-
mos algo mas esta ultima posibilidad.

Tmaginemos ue nos inleresa saber si un Dato Empirico cualquicra es interpretable por un Concepto In-
terpretativo bastante abstracto y situado, por tanto, en la parte superior de un arbol taxonémico distinto del que
contiene la representacion del dato Empirico. El abjetivo que deseamos alcanzar serd, por tanto:

OBJELO-1 es un OBJFTO-2

Lo que hacemos, en realidad, es preguntar al sistema por el valor de las propiedades que el dato Empi-
rico debiera de haber heredado del Concepto en el caso de estar relacionado taxondmicamente con él:

OBJETO-1 liene «atributo (x)»

8i ese dato ha sido implementado previamente como instancia de cierto concepto ligado a su vez con el
Concepto que suponemos interpreta el dato, el sistema se limitard a seguir las relaciones existenles y a regis-
trar los resultados de Ta operacion de basqueda a lo largo del drbol taxonomico. Sin embargo, si no hemos im-
plementado previamente ese dato empirico como instancia de ningdn objeto en el sistema, entonces el sistema
invocard un conjunto de reglas cuyo cometido seri:
» crear un nuevo encuadre que represente el conocimiento disponible acerca de ese dato empirico.
* eon funcion de ese conocimiento (descripeién) caleular con cual de las unidades existentes en el drbol
taxonomico puede estar relacionado. Es evidente que esta operacion requiere un conocimiento espe-
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clalizado que no tienc por qué existir en ¢l Sistema a base de encuadres que estemos usando. Un Sis-
tema de Reglas, por su parte, puede actuar como médulo especializado para realizar esa tarea concreta.

Los intercambios entre los encuadres v las reglas estan especificados por la Agenda interna del Motor de
Inferencia. Se trata de un fichero cn el que hemos descrito todos los objetivos que hay que validar a cada mo-

nlqenro, En general, la agenda contiene las Tareas que ha de cumplir el sistema. E! dominio de dichas tareas pue-
de scr:

— un atributo (de un objcto)
— una accion procedural
— un objetivo condicional

Si la tarea (u objetivo} consiste ¢n averiguar el valor de un atributo concreto, el Sistema usard ¢l meca-
nismo de Herencia de Propiedades para calcularlo. Siempre que en la bisqueda encuentre una regla o predi-
cado asociado a un atribute, 1a cjecutard en ese momento, lo que provocari, evidentemente maodificaciones en
los nodos del drbol taxonémico. Si el objetivo es una accion procedural (un operador), éste serd ejecutado. Fi-
nalmente, en el caso de un obijetivo condicional (una regla con encadenamiento hacia atrids, por ejemplo), el

Motor de Inferencias analizara primero las condiciones, y si éstas se cumplen pasard a cumplic el objetivo, ya
se trate del valor de un atributo o de una accion. '

Ejemplos Arqueoldgicos

La proliferacion de programas informiticos no excesivamente caros que permiten ambos tipos de pro-
gramacion, no tardard en encontrar aplicacion practica en nuestra disciplina. En este capilulo examinaremos bre-
vemente dos programas desarrollados por arquedlogos. Abordaremos en primer lugar el Sistema a base de En-
cuadres SILEX, programado por Joél Mourre utilizando como il de desarrollo el programa CLASSIC, un Motor
de Tnferencia construido, a su vee, en una extension orientada a objeto del lenguaje TIST (Mourre 1985).

La funcién de este programa es reconocer fa forma (tipologia) de cicrtos utiles liticos: los buriles diedros.
De lo que se trata es, por tanto, de proponer una ordenacion de dichos buriles basdndose en sus atributos ex-
trinsecos (descripeion morfométrica). El drbol taxondmico de partida aparece en la Figura 4.4.

BURIL DIEDRO

SIMETRICO ASIMETRICO \
EN ANGULO

RECTO PRISMATICO \ DEJETE - SIMPLE MULTIPLE

DIEDRO FRACTURA

Fig. 4.4. Arbol taxonomico en el gue se basa el programa silex (¢f. Mourre 1985).
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sos, las Teorfas con las que wabajan los arquedlogos (las «Teorfas de Alcance Medio) suelen ser, en el mejor de
los casos, incompletas; pero para que la tlerencia de Propiedades sea un mecanismo efectivo, el arbol taxondmico
ha de estar completo. Esta contradiccion puede resolverse integrando el sistema a base de Encuadres con una
Base de Reglas de Produccion.

La funcion de esas Reglas es «cubrir los posibles huecos que existan en el arbol taxonémico, calculan-
do el valor de algunas propiedades en el momento de la ejecucién, o bien modificando los resultados del me-
canismo e herendia simple o makiple. En ocasiones, esas reglas permiten introducir cocficientes de verosimi-
litud, con lo que el Sistema serd capaz de realizar evaluaciones probabilisticas para resolver contlictos en la Herencia
de Propiedades. Las reglas se pueden usar, también, para solventar el problema de los cuantificadores: pro-
porcionando un conjunto de condiciones locales que hacen que varie el valor de una propiedad heredada. Se
pueden crear, también, nucvos encuadres, nuevos alribulos y nuevas relaciones taxonomicas a partir de reglas.
Por ejemplo,

Si en un encuadre se produce la siguiente combinacion de propiedades:
hallazgo = necropolis
tipo morfomeétrico = Tipo 2
material asociado = ceramica carmnpaniforme
Entonces «CREAR NUEVO ENCUADRE::
Cronologia = Calcolitico Tardio
Funcién = Enterramiento

En otras palabras, las Reglas de Produccion, no representan el conocimiento procedural propiamente di-
cho, sino ciertas estructuras de control, especialmente la gestién de excepciones procedentes de la Herencia Mil-
tiple de propiedades. En general, diremos que si la regla asigna un nucvo valor 4 un atributo, la denominare-
mos regla deductiva. Si la regla se limita a especificar las condiciones 1ogicas que han de satistacer los valores
de los atributos, serd una regla no deductiva.

Las ventajas de la integracion entre Sistemas 4 base de encuadres y Reglas de Produccion son extraordi-
narias. En primer lugar, porque permite «orregir- el automatismo de la Herencia de Propiedades; el valor de
los atributos no dependerd entonees exclusivamente de los objetos a los que estd relacionado, sino también de
los intereses del usuario a cada momento. En segundo lugar, las reglas pueden contener nuevo conocimiento
que interesa aplicar al arbol taxondémico, con el fin de inducir en €l las medificaciones que resulten de ciertos
resultados concretos obtenidos al final de una sesidn. Otra manera de utilizar las reglas de produccion seria como
pucnte entre dos arboles taxondmicos, el primero representando la descripeidn relacional de un yacimiento, el
segundo representando la Teorfa necesaria para interpretar ese vacimiento. La funcion de las reglas es calcular
las relaciones taxondémicas posibles y el sentido de la Herencia de Propiedades entre uno y otro. Desarrolle-
mos algo mas esta Gltima posibilidad.

Imaginemos (ue nos interesa saber si un Dato Empirico cualquicra es interpretable por un Concepto In-
terpretative bastante abstracto y situado, por tanto, en la parte superior de un drbol taxondmico distinto del que
contiene la representacion del dato Empirico. El objetive que deseamos alcanzar serd, por tanto:

OBJETO-1 es un OBJETO-2

Lo que hacemos, en realidad, es preguntar al sistema por el valor de las propiedades que el dato Empi-
rico debiera de haber heredado del Concepto en el caso de estar relacionado taxonémicamente con él:

OBJETO-1 {iene «atributo (x)

Si ese dato ha sido implementado previamente como instancia de cierto concepto ligado a su vez con el
Concepto que suponemos interpreta el dato, el sistema se limitard a seguir las relaciones existenles y 4 regis-
trar los resultados de 1a operacion de basqueda a lo largo del d4rbol taxondmico. Sin embargo, si no hemos im-
plementado previamente ese dato empirico como instancia de ningin objeto en el sistema, entonces el sistema
invocard un conjunto de reglas cuyo cometido sera:

¢ crear un nuevo encuadre que represente el conocimiento disponible acerca de ese dalo empirico.

s en funcion de ese conocimiento (descripeion) caleular con cual de las unidades existentes en el arbol

taxonomico puede estar retacionado. Es evidente que esta operacion requiere un conocimiento espe-
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cializado que no tiene por qué existir en el Sistema a base de encuadres que estemos usando. Un Sis-
tema de Reglas, por su parte, puede actuar como médulo especializacdo para realizar esa tarea concrela.

] L(_)S m‘.tercamblos entre los encuadres v las reglas estin especificados por la Agenda interna del Motor de
Inferencia. Se trata de un fichero en ¢l que hemos descrito todos los objetivos que hay que validar a cada mo-

aﬂem& En general, la agenda contiene las Tarcus que ha de cumplir ¢l sistemna. El dominio de dichas tarcas pue-
e ser:

~ un atributo (de un objeto)
—una accion procedhral
— un objetivo condicional

Si la tarea (u objctivo) consiste en averiguar ¢l valor de un atributo concreto, el Sistema usard ¢l meca-
nismo de llerencia de Propiedades para calcularlo. Siempre que en la basqueda encuentre una regla © predi-
cado asociado @ un atributo, la ejecutard en ese momento, 1o que provocard, evidentemente modificaciones ¢n
los nodos del arbol taxonémico. i el objetivo ¢s una accion procedural (un operador), éste serd ejecutado. Fi-
nalmente, en el caso de un objetivo condicional (una regla con encadenamiento hacia atrds, por ejemplo), el
Motor de Inferencias analizara primero las condiciones, y si éstas se cumplen pasard a cumplic el objetivo, ya
se trate del valor de un atributo o de una accion.

Ejemplos Arqueolégicos

La proliferacion de programas informiticos no excesivamente caros que permiten ambos tipos de pro-
gramacion, no tardard en encontrar aplicacion practica en nuestra disciplina. En este capitulo examinaremos bre-
vemente dos programas desarroltados por arquedlogos. Abordaremos en primer lugar el Sistema a base de En-
cuadres SILEX, programado por Joél Mourre urtilizando come Gtil de desarrollo el programa CLASSIC, un Motor
de Inferencia construido, a su vez, en una extension orientada a objeto del lenguaje LISP (Mourre 1935).

La funcién de este programa es reconocer la forma (tipologia) de ciertos Gtiles liticos: los buriles diedros.
De lo que se trata es, por tanto, de proponer una ordenacion de dichos buriles basindose en sus atributos ex-
trinsecos (descripeion morfométrica). El arbol taxondmico de partida aparece en la Figura 4.4,

BURIL DIEDRO

SIMETRICO ASIMETRICO \
EN ANGULO
RECTO  PRISMATICO  DEJETE -~ SIMPLE MULTIPLE

DIEDRO  FRACTURA

Fig. 4.4. Arbol taxor6mico en el que se basa el programa silex (cf. Mourre 1985).
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Los atributos del encuadre superior (Buril Diedro) son los siguientes:

ATRIBUTOS

Cantidad de retoques a l4 1zquierda
Cantidad de retoques a la derecha
Parte

Posicidn Distal

Parte Proximal

Posicion Proximal

Angulo

Eje

Tipo de retoque para el buril de angulo
Forma

ESTADOS (valores)
simple / maltiple
simple / miltiple

Distal presente / ausente
izquierda / der. / centro
prcsenl.e / ausentle
izquierda / der. / centro
agudo / recto

simétrico / asimétrico

2

?

Cada encuadre constituye una estructuracién de los datos correspondiente a un individuo tipico de esa
clase; constituye, por tanto, un prototipo del mismo. El encuadre BURIL DIEDRO estd situado en la faiz del dr-
bol taxondmico, Corresponde a la clase global de los buriles que se desean clasificar. Posee todos 1os descrip-
tores que definirin los prototipos que descienden de &l, de ahi que esos descendientes hereden los atributos
de la raiz. Sélo se especifican, por tanto, los valores de aquellos atributos que diferencian unos buriles de otros.
Los demds atributos sc caleulan en el encuadre correspondiente a la clase general y se transmiten a las distin-
tas instancias de esa clase por medio de la herencia de propiedades. Por ejemplo:

ENCUADRE BURIL NORMAL
superclase: buril diedro
clase: buril normal
posicién distal: centro
posicidn proximal: centro
angulo: agudo
gje: simétrico

ENCUADRE BURIL RECTO
superclase: buril normal
clase; buril recto

Cantidad de retoques 2 la izquierda: simple
Cantidad de retoques a la derecha: simple

“posicion distal: centro
posicidon proximal: centro

Las reglas de produccién permiten describir las nodos del drbol taxonémico que representan 1os distin-
tos tipos de buriles mtltiples. Tanto la premisa como ¢l consccuente de csas reglas conticne una expresion de

la forma:
[DESCRIPTOR) valor)]

Por ¢jemplo:
Si distal presente,
posicion distal izquierda,
posicidn distal derecha,
parte proximal ausente

entonces: forma doble distal

BURIL MULTIPLE DOBLE DISTAL-

Todas las reglas de produccién se refieren, tinica y exclusivamente a la clase de buriles maleples, y sir-
ven para asignar el valor adecuado al atributo forma», segiin los descriptores que esa clase ha heredado:

©q
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ENCUADRE BURIL MULTIPLE
superclase: buril en dngulo

clase: buril miltiple

cantidad de dngulos: maultiple

Forma: doble-distal

, doble-proximal, opuesto-derecha, opucsto-izquicrda, alterno-derecha, alterno-iz-

quierda, triple-distal-derecho, triple-distal-izquierdo, triple-proximal-derecho, triple-proximal-izquier-
do, cuadruple.

Ll objetivo del sistema es la identificacién taxonémica del buril diedro. Una sesion clasica de consulta se-
riz la siguiente, en la que el usuario introduce los siguientes datos:

— INTRODUCCION DE DATOS:
? buril dicdro BURIL-15
? Cantidad de retoques a la izquierda: simple
? Cantidad de retoques a la derecha: simple
? Parte Distal: presente
? Posicién Distal: izquierda
? Parte Proximal: presente
? n° de diedros: mltiple
? Angulo: recto
? Bje: asimétrico

y el ordenador responde con el siguiente resultado:

— INTERPRETACION DE DATOS:
BURIL-15 clase: buril cn dngulo o
BURIL-15 clase: buril miltiple "v
Forma: triple-proximal-izquierda : e

— Descripcion del objeto Buril-15: ‘ SRR B
Posicion Distal: izquierda (Valido) . ‘ R A - )
Parte Proximal: presente (vilido) R N : o
Posicion proximal: izquierda (valido), derecha (valido)
n*® de diedros: miltiple (valido) :
Angulo: recto (vilido) - : R BRI
Eje: asimétrico (valido) : ST T S T
Forma: triple-proximal-izquierda (valido) B

A excepeion de la deduccion de la forma de ese buril; el resto e las inferencias (conclusién BURIL MUL-
TIPLE) ha sido realizada explotando las relaciones taxondmicas entre los prototipos: el programa compara
las propiedades en el orden que aparecen, identificando primero ¢l tipo de Buril mis general (Buril en an-
gulo) e investigando a continuacion sus descendientes, con propiedades mas particulares (Buril Multiple), Como
cn la Base de Conocimiento no existe informacion acerca de la forma del Buril Maltiple, se utilizan ciertas
reglas:

Si parte distal presente
posicion distal izquierda,
parte proximal prescnte
posicion proximal derecha
posicion proximal izquierda
Entonces  forma triple-proximal-izquierda.

que permitiran asignar esc valor al atributo 4ormas, sin valor declarado (y por tanto, no heredado) en el arbol
taxondomico. . . .

Otro ejemplo sencillo de integracion Herencia de Propiedades/Reglas de Produccién es el Sistema KIVA,
programado para interpretar la funcion de las dreas de actividad en un yacimiento arqueoldgico (Patel y Stutt
1988). En este programa, los encuadres se utilizan tan s6lo por su mayor riqueza expresiva a la hora de repre-
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sentar el conocimiento declarativo (si los comparamos a las tripletas <Objeto><Objeto><Objeto> de los Siste-
mas Expertos de Primera Generacién),
Esos encuadres contienen la descripcion de los yacimientos arqueoclogicos. Los autores distinguen tres
calcgorias:
HALLAZGOS:
— ARTEFACTOS :
hueso — instancias....
ceramica: — instancias...

- piedra : — instancias... .
madera: — instancias...
~ ECOFACTOS :
hueso : — instancias...

polen: — instancias...
madera: — instancias...
— YACIMIENTO:

hoyo: —instancias...
acumulacion: — instancias...

estructuras de demarcacion:

muro: — instancias. ..

empalizada: — instancias...
circulo de pledras: — instancias...

Las reglas estin organizadas en varios conjuntos, cuyo objetivo es: -
* singularizar Li‘w dreas de actividad, basindose en las caracteristicas de CddA yacmnemo (Sltu&(:ion
localizacion de las estructuras de demarcacion)
interpretaciéon del uso de los artefactos
anilisis del contenido (ceofactos) de las dreas singularizadas
sobre la base de esos contenidos, identificacion de 1a funcion socio- econdmica del area.
sobre la base del uso de los artefactos encontrados en cada drea, identificacidn de 1a funcion so-
cioecondomica del area.

s & =

Es facil de apreciar que este sistema pricticamente no explota la Herencia de propiedades como repre-
sentacion del Conocimiento procedural. sino que emplea los encuadres para representar el conocimiento de-
clarativo, tanto aquel introducido por el usuario {descripcion). como aquet producido por las reglas de produccion
(interpretaciones). Esas tnterpretaciones adoptan la forma de nuevos atributos asociados a los anteriores, o
bien, crean nuevos encuadres. Asi. pur eiemplo. un encuadre que represente una instancia concreta de artefacto,
con los atributos:

Instancia de Cerimica
base quemada
tipo cuchara

Por medio de la regla:
Si (xX) es un Artefacto
(la base de (x) estd quemada)
{el tipo de (x) es «cucharar)
Entonces:  Afadir el atributo Uso, con el valor «cocina» al encuadre (x)

interpretaremos que ese artefacto ha sido utilizado para actividades de cocina. Si artefactos de ese tipo apare-
cen en un area de actividad, el 4rea de actividad en la que hayamos encontrado el artefacto adoprard la misma
funcidn socioecondmica.
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Lenguajes Orientados a Objeto

) En pdginas anteriores hemos desarrollado ung representacion particular de las Inferencias Declarativas,
basagdonos en las relaciones de similaridad existentes entre dos unidades de conocimiento y la ordenacidn de
las mismas que resulta del axioma ultramétrico, consustancial a la relacién de similaridad. Hemos visto que la
nodon de '1mp1icacic’>n logica puede representarse mediante el mecanismo de «Herencia de Propiedades. Aho-
ra bicn, la implicacion [0gica es una caracteristica de las inferencias con un grado de deductividad maximo. En
rfl_OdO alg}mO podemos limitarnos a este tipo de razonamiento, por lo demas poco 1til en la investigacion clen-
t1f1§a debido a la necesidad que ¢l consecuente de una deduccion no aumente la informacién semantica con-
tgmda en las premisas. Precisamos, pucs, otros tipos de programacion, mas sofisticados que la Herencia de Pro-
piedades y las Relaciones Taxonémicas, para representar inferencias con distintos grados de deductividad,

Los lenguajes orientados a objeto son programas capaces de dividir funcionalmente la memotia dispo-
Qible en el ordenador ¢n paquetes independientes, con la suficiente «consciencia» de su identidad como para
impedir o permitir la actividad en ellos de ciertos procedimientos. Un «objetos ¢s, por tanto, una parcela, debi-
damente singularizada, de la memoria del ordenador, que no tiene por qué corresponder a una entidad en el
mundo real. Su representacién computacional es bastante parecida a la de los encuadres (atributos y valores),
aceptando incluso la herencia de propiedades con el fin de reducir al minimeo la cantidad de informacién que
hay que introducir. A diferencia de los encuadres, sin embargo, esos «objetos» computables son autosuficien-
tes, pues incluyen, ademds, una buena cantidad de conocimiento procedural, no limitado a la Herencia de Pro-
piedades.

Ahora bien, en realidad la diferencia declarativo/procedural se mantiene, s6lo que en otro nivel: dentro
de esa parcela de memoria que hemos denominado «objetor se distinguen dos componentes, que coinciden con
las unidades declarativas y procedurales: el estado particular de esa memoria y aguellos métodos capaces de
manipular ese estado particular, de modo que solo los métodos propios a un objeto tienen acceso a su estado.
La estructura interna de los «objetos» coincide, a grandes rasgos, con una cstructuracion de los conceptosbasa-
da en la existencia de un nicleo declarative (o estado particular) y unos procedimientos de manipulacion de
la informacion contenida ¢n ese niicleo.

El estado privado o nacleo declarativo del objcto sirve como memoria local que es compartida por to-
das las operaciones de manipulacién que se realizan sobre él. Comprende aquella informacién peculiar a esa
entidad, asi como todos los enlaces que la unen a las demas objetos o «paquetes de memoria» existentes en el
sistema. Los procedimientos de manipulacidn suelen denominarse métodos, y constituyen la parte dinamica que
describe el comportamiento de esa entidad, es decir, representan el conjunto de operaciones que son aplica-
bles a ese objeto en particular, asi como sus rcacciones ante lo que sucede en el entorno en el que se halla.

En la practica, se utiliza un formato de representacion bastante parecido al de los encuadres. El nicleo
declarativo se define por medio de un conjunto de campos (llamados también variables o atributos), mientras
que las operaciones o métodos aparecen detallados como campos especializados,

Un esquema tipico seria: :

Nombre-del-Objeto
Relacionado taxonémicamente a (Hereda propiedades de) [opjeTo]
propiedades locales:
a
b
C
métodos locales:
AriadeNuevoValor :
ImprimeResultado T - v , -
BorraResullado

En un lenguaje Orientado a Objeto, los objetos estian ordenados por clases. Los objetos situados ent una
misma clase poseen operaciones comunes y, en consecuencia, un comporntamiento uniforme. La clase de un ob-
jeto suele corresponderse con lo que en programacion clasica se entiende por tipo de dato, esto es: caré;:ter al-
fanumérico, niimero entero, decimal, matriz, cadena,... Los tipos suclen ser pred}.cgd‘os que perml‘tcn definir los
datos, mientras que las clases debieran considerarse como ((plztfltillaS» para la cleh_mm(’)n de. los ol?]etos. Una cla-
se es un molde o plantilla que sirve para generar los objetos (instancias ). Por ejemplo, st desedramos progra-
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mar un Sistema Experto por medio de un lenguaje Orientado Objeto, tendriamos que definir, como minimo, las
siguientes clases: <Reglas», <Hechoss, <Motor de Inferenciass, cada una de las cuales comprenderia, a su vez, mul-
titud de instancias.

Hemos visto que cada <objetor tiene entidad propia (es decir, la informacion que contiene permanece ocul-
ta a los demas objetos; se dice que estd encapsulada ). Tl universo del discurso consiste, pues, en una colec-
cion de objetos independientes que se comunican entre si intercambidndose smensajes:, los cuales activarin los
métodos propics a cada objeto. De hecho, los objetos son las entidades activas pues aceptan o rechazan los
mensajes o procedimientos que se pasan de unos a otros. En general el objeto acepta el mensafe que recono-
ce (cuyo selector activa un método existente) y rechaza los que no conoce.

La nocion de mensaje es una metdfora usada en informatica para referirse a una manera de programar:
dadas dos estructuras de datos («objetos-), un «mensaje» es aquella funcidn o conjunto de operadores que acti-
va las rutinas contenidas en un objeto y genera ciertas transformaciones en €l. En este caso, las rutinas inclui-
das en el objeto, constituyen su método, por lo que podremos diferenciar entre amhbos tipos de conocimiento
procedural segin scan internos o externos 4 los objetos que definen el Sistema: varios objetos pueden com-
partir el mismo mensaje, pero no el mismo método, que es particular a cada objeto. En definitiva, los «nensa-
jes» no explican ¢como manipular un objeto, tan sélo dan la orden de efectuar cierto tipo de manipulacion, la
cual estd especiticada por el método residente en ese objeto. Por ejemplo, si estamos programando un sistema
informatico que sca capaz de dibujar una linca y un circulo, dispondremos de los siguientes componentes:

— un objeto <Linea-
— un objeto «Circulo»
—un mensaje «Dibuja

cada objeto contiene un estado particular (el conjunto de coordenadas de puntos en la pantalla del or-
denador que configuran una Linea o un Circulo) y unas rutinas de programacion que permiten mostrar en la
pantalla esos motivos, obviamente, el mérodo para trazar una linea es distinto al método necesario para trazar
un circulo. Finalmente, ¢l mensaje «Dibujar no ¢s mis que una orden, la misma en ambos casos, capaz de ac-
tivar las rutinas de programacion especificas a cada uno de los objetos.
La ejecucidn de un mensaje depende siempre del receptor. Por ese motivo, en toda invocacion de una
operacion (un smensajer) habrd que especificar:
— el objeto al que va destinado ese mensaje
— el nombre de [a operacion a realizar
— los argumentos de esa operacion
—una llamada al codigo en el que se ha implementado esa operacion.

Por ejemplo, supongamos que queremos realizar la siguiente operacion ariunética:
2+3

ello equivaldri a enviar el mensaje «+» al objeto «2» con el argumento «3»:
2=+

Para que ¢l programa ejecute esa suma es preciso que en la definicién del objeto «2» hayamos tenido en
cuenta la implementacion de los métodos «adicidn» v «aesultados. El anterior es un ejemplo simple, la totalidad
de los lenguaies orientados objetos disponen de Ia clase «Entero» (y sus instancias) y el mérodo «adicién. im-
plementados como primitivas. Los argumentos son las varigbles contenidas en ¢l objeto, o bien cicrtas varia-
bles globales reconocidas por todos los objetos.

Qué sucede cuando se envia un mensaje a un objeto? Cada objeto tiene una parte global (compartida
con otros) v una parte local, especifica a €l mismo, La parte glohal estd almacenada en la clase, entidad supe-
rior con la que mantiene una relacion taxondmica. La Hereneda de Propiedades controla parcialmente el desti-
no de los mensajes, haciendo que esos procedimientos sean automdticamente aplicados a las clases y a los ob-
jetos. Cuando un mensaje llega a un objeto éste busca si existe un método asociado al selector {el nombre} de
ese mensaje. Si no lo encuentra puede ser debido a que ese método estd definido a otro nivel, por lo que uti-
liza la conexion taxondmica para buscar la clase de la cual ese objeto es una instancia y busca el método en la

84



ARQUEOLOGIA AUTOMATICA. INTELIGENCIA ARTIFICIAL EN ARQUEOLOGIA

‘clase, (.()b_\flamentc, toda instancia hereda todo meétodo definido a nivel de [a clase a la que pertenecc). Los ob-
JCL%: similares —los objetos situados en la misma clasc— experimentardn, por consiguicnte, las mismas transfor-
HHACIONES, PUESO que reaccionan ante 1os mismos mensajes.

l?n ocasiones los objctos se envian mensajes a si mismos. A veces puede resultar indispensable [lamar a
otro meétodo definido en [a misma clase, lo que equivale a remitir un mensaje al objeto que acaba de recibir
uno. POdeOS representar verbalmente esos mensajes como mandatos imperativos en primera persona. Dado
que €8 la existencia de mensajes [o que da la impresion de «actividad- en los objetos, la existencia de automensajes
permﬁe}re.presentar ({ﬂlidﬂdGS capaces de reaccionar por si mismas, en ausencia de cualquier otro agente. Esta
caracteristica, que diferencia nitidamente los «objetoss de los encuadres, es fundamental para representar cict-
tos tipos de razonamiento cientifico.

En resumen, nos encontramos ante una herramienta de representacion muy distinta a [a expuesta hasta
abora. I*n los sistemas basados en relaciones laxondmicas, el conocimiento declarativo era, por definicion, pa-
sivo, micntras que el conocimiento procedural, activo, se definia de manera wtalmente independiente del de-
clarativo. Las inferencias, por tanto, se originaban en la combinacién de unidades de naturaleza distinta. Los sis-
temas basados en el intercambio de «amensajes., por su parte, pueden ser comparados a un conjunto de chips
o microprocesadores, en cada uno de los cuales se han definido las instrucciones necesarias para llevar a cabo
ciertas operaciones. Cada objeto, por tanto, es una célula, un elemento de base para construir un sistema de
gran complejidad, A diferencia de un Sisterna Deductivo clisico, no existe un control global (sintictico) de las
inferencias: las interacciones entre los objetos (v por tanto la gestion de los conflictos derivados de esas inte-
racciones) se definen localmente, en (¢rminos de la combinacion de comportamientos individuales que proporciona
el intercambio de mensajes.

Lo que mds debicra interesarnos de los Lenguajes Orientados a Obijeto es, precisamente, la nocion de men-
saje. Hemos visto que la definicion de concepto coincide, « grandes rasgos, con la estructura interna de un ob-
jeto. En consecuencia, la nocion de «nensajes quizds pudicra utilizarse con provecho para representar las ope-
raciones con conceptos, eslo es, los mecanismos de la inferencia y del razonamiento cientificos. Desgraciadamente,
en tanto que si abundan las investigaciones sobre emulacion cognitiva en otros tipos de lenguajes informaticos
(PROLOG, LISP, etc.). no son muchos los trabajos existentes, que se refieren a la representacion del razonamiento
mediante Lenguajes Orientados a Objeto.

El mecanismo de funcionamicnto de los «mensajess en un sistema oricntado objeto concuerda perfecta-
mente con la definicion de inferencia propuesta en este libro: la combinacion de dos unidades de conocimiento
para producty nuevo Conocimiento. Consideremos que las dos unidades de conocimiento iniciales estan re-
presentadas por medio de objetos; el mensaje cuyo selector se dnterpretas activard ciertos métodos implemen-
tados en los objetos de partida y creard un nuevo objeto, con el resultado de la inferencia. Por ejemplo, si el
primer objeto es la representacion de un Dato Empirico {(una tumba, en la que aparcce und espada) y ¢l se-
gundo objelo una hipdtesis socioldgica (caracteristicas generales de las Elites Sociales), ¢l resultado del men-
safe serd una instancia de la clase <Elite Social> caracterizada por la presencia de espadas. Obviamente, para que
esa inferencia sea vilida es preciso que ¢l objeto Elite Social contenga un método capaz de utilizar la informa-
cién declarativa conlenida en ¢l objeto Tumba, en otras palabras, para que la inferencia sea verdadera es pre-
ciso que en ol sistema exista la siguiente informacion: {a presencia de espadas es una condicion necesaria para
interpretar la existencia de flites Sociales». El silogismo que pretendemos representar es:

a) En esta tumba aparece una espada )
b) la presencia de Espadas implica la existencia de una Elite Social

¢) El individuo enterrado en esta tumba pertenecia a una Elite Social

Los objctos usados son <lumba» y «Elite Social>, no las distintas proposiciones que configuran el silogis-
mo. El segundo objeto contienc un método constituido por una regla de produccion:
Método Interpreta

Si presencia de Espada

Entonces: Crea Nuevo-Objeto
Nuevo-Objeto hereda las propiedades de:

«Elite Social»

<umba» ;
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A su vez, el mensaje podri expresarse del siguiente modo:
Llite Social := Interpreta (Tumba)

Es decir, enviamos el mensaje dnterpretas al objeto «Elite Socials con el argumento «Tumbas, €0 1€rminos
verbales: pedimos a un Concepto Interpretativo que «ntefpretes un Dato Empirico. Para ello, «Elite Social eje-
cuta el método que corresponde a ese mensaje, buscando la presencia de un tipo determinade de ynformacion
(presencia de espadas) en el objeto que hace las veces de argumento el mensaje. En el caso de cumplirse la
condicion, creard un nuevo objeto (Interpretacion) que heredari las propicdades del dato Empirico ¥ del Con-
cepto Interpretativo.

En definitiva, lo que hemos hecho es asociar €l mecanismo de Herencia Miltiple de propiedz*des y el de
la transmisidn de mensajes. Un Sistema Orientado Objeto es, en realidad, una variante del Arbol Taxondmico
que hemos detallado en este capitulo. La anica diferencia s la posibilidad de enviar mensajes a 108 distintos
nodos con el fin de crear auntométicamente nuevos nodos v nuevas relaciones taxondmicas.

El sistema resultante adopta la aparicncia de un Sistema Multi-experto, en el que cada objelo contiene
un Sistema Experto propio, con una Base de Hechos y una Base de Reglas particular, la cual pueclﬁ estar for-
mada, a su vez, por objetos. Los mensajes harian las veces de estructuras de control. En estas condiciones, el
conocimiento procedural estard totalmente contenido en cada objeto v serd particular a ese objeto; con ello evi-
tamos en gran medida los conflictos. Son los métodos los que representan esa parte del conocimiento. Su fun-
cion es practicamente la misma que los operadores especializados situados en el consecuente de 1as reglas de
produccion. La riqueza expresiva posible depender del lenguaje que utilicemos o de lo buenos programado—
Ies que seamos; un lenguaje como Smalltalk-80, por ejemplo, dispone de unas 500 funciones pmprogramadas
disponibles; el usuario siempre pucde crearlas a la medida, si bien ello exige un considerable dominio del len-
guaje de programacion..

Mis alla de la «Orientacion a Objetos

Ll espacio distribuido de un problema estid configurado por un conjunto de estados semiauténomos {(ele-
mentos de procesamiento) capaces de interactuar cooperativamente y resolver el problema «compértiendos in-
formacion. En esta definicion destacan dos puntos fundamentales:

— El cardcter semiauténomo de cada uno de los elementos que contribuyen a la solucion
— Ll grado de cooperacion entre todos esos elementos.

Cada uno de los clementos, estados o nodos es, en realidad, un sofisticado mecanismo de resolucion de
problemas capaz de funcionar por si solo; no obstante, lo que caracteriza el sistema «distribuido» €5 SU capaci-
dad de comunicarse con otros programas tan independientes como ¢l mismo, y de «cooperar en @ cjecucion
de una tarez mis compleja, modificando su conducta segin el tipo de cooperacion que sea necesdtia.

Estas dos caracteristicas justifican la expresion «Lenguajes a base de Actoress, con la cual se denomina un
tipo particular de lenguajes de programacion, derivados de los programas orientados-objeto que han sido pre-
sentados en este mismo capitulo. Cada uno de los elementos que «cooperan en la solucion del probl@m?i» reci-
ben la categoria de actores, ya que son capaces de «actar por sl mismos. Cada actor adopta una ccttducla par-
ticular, definida cn su guidn. Todas las acciones a desarrollar se programan adoptando la apariencia d2 <mensajes
entre Un actor y otro, por ese motivo, cada uno de los actores debe conocer, no solo el nombre dé¢ 1os actores
con los que va a comunicarse, sino también la manera de comunicarse y los lipos de mensajes qué pucde en-
viar, o los mensajes cuya ejecucion puede delegar en otro actor.

Ahora bicn, qué es un «mensaje», computacionalmente hablando? En realidad, se trata de une simple ins-
truccion. Los mensajes entre actores pueden ser muy simples:

{ORDENA actor-N (suma 2 + 2))
en la que «actor-N» aparece como cliente del actor en el cual ha nacido el mensaje, o bien extraordinariamen-
te complejos (cf. capitulo 6). Una manera sencilla de comprender el funcionamicnto de un sistemi €omo Cste

es recurriendo a la figura de un Sistema Experto «modular: cada actor seria, en realidad un Sistema Experto es-
pecializado en una tarea muy concreta. Las reglas que contiene dicho Sistema Experto harfan las ve€s de men-
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sajes, cuya funcion no seria tan sélo ejecutar tareas especificas (suma 2 + 2), sino activar mensajes:
SI condiciones a, by, ¢
ENTONCES,  Activa mensaje B

SI mensaje B estd activo
ENTONCES,  Activa actor-N

La implementacion de eada actor tienc asociados los siguientes elementos:
* su propia base de datos de «creencias» acerca de las acciones posibles que puede llevar a cabo, sus
propiedades y las de los otros agentes.

* un conjunto de meta-reglas cuya parte condicidén se gjecuta si su antecedente cxiste ¢n la base de da-
tos del agente.

* la planificacién o estrategiz general de funcionamiento de todo el sistema, implementada de mancra

independiente a cada actor individual v a la cual todos los actores deben amoldarse.

La comunicacion de mensajcs entre actores exige una arquitectura en paralelo, en la que multitud de men-
sajes compiten entre si por llegar a un actor. La estructura de control que regula los conflictos que inevitable-
mente surgirdn en ese sistema competitivo estd basada en la lista de nombres de actores 2 los que se tiene ac-
ceso partiendo de un actor determinado. Ta suma de todas las listas particulares a los distintos actores del
sistema deline la lopologia de conexiones posible en cl sistema. Dado que esas listas de direcciones son modi-
ficables (como respuesta 4 un mensaje especifico), el sistema €s capaz, en cierto modo, de «modificarse a si mis-
mo», recurriendo a la modificacion de su estructura de control. Es precisamente este rasgo ¢l que diferencia los
lenguajes orientados-objeto de los basados en Actores: en los primeros la conexion entre objetos (enlaces ta-
xonomicos) son extremadamente simples y de bajo nivel, mientras que en los segundos, los mensajes cruza-
dos entre actores y la simulacion con ¢l modo de razonamiento humano, es mucho mis directa.

Propiamente hablando, los lenguajes a base de actores no deben clasificarse como técnicas de inteligencia
artificial. Ahora bien, sus propiedades en tanto que sofisticados lenguajes de programacion los convierten en el
mecanismo idoneo para representar la resolucion distribuida de problemas. Sc trata de problemas cuya resolu- -
cién serfa imposible secuencialmente, esto es, disponiendo los estados intermedios uno después de otro. Si el
namero de estados en el espacio del problema fuese extraordinariamente grande, la disposicién secuencial de
los mismos en un programa declarativo no serfa cfectiva, porque exigiria demasiado tiempo de computacion;
en ése caso seria mucho mejor dividir las tareas en mddulos (actores), y coordinando las distintas tareas por
medio de mensajes, de forma que el conjunto de esas tareas ejecutadas parcialmente en paralclo, nos condu-
jese a la solucion en menos lempo.

Otra aplicacion posible concierne a la teorfa de la simulacién. En el capitulo 6 se presenta un ejemplo
de aplicacion de los Lenguajes a base de Actores en Arqueologia: el proyecto EOS dirigido por James Doran.

Comentarios bibliograficos

Para encontrar informacion adicional acerca de la Deduccion Automdtica, el lector deberd remitirse a las
publicaciones fundamentales de Johnson-Laird y Byrne (1991) y la de Bibel (1993), o bien a las publicaciones
dnformiticas», en las que los ejemplos son particularmente banales («Clyde es un Elefante», Tweedy es un pa-
jaron) y la notacidn logica hastante complicada. Con todo, cabe citar Touretzky (1986), Shastri (1988), y el libro
compilado por Lenzerini, Nardi y Simi (1991). Los libros de introduccion a la Inteligencia Artificial {Capitulo 2)
y los dedicados a la Representacion del Conocimiento suelen incluir secciones acerca de la herencia de pro-
piedades, por lo que el lector puede empezar por ellos, antes de pasar a [a bibliografia especializada. La for-
malizacién del «razonamiento taxondmicor que aparece en este capitulo se basa en la de Horty (1991), Horty,
Thomason y Touretzky (1990). La integracion entre Sistemas EXpertos, Relaciones Taxondmicas y «encuadres
suele estar bien expuesta cn la documentacion especifica a los programas especializados en tales tareas (cf. Ane-
x0). Libros que tratan exlusivamente este problema, describiendo numerosos programas comerciales, son: Te-
llo (1989), Payne v McArthur (1990). Acerca de los lenguajes de actores, resulta fundamental el libro de Agha
(1986), y el de Hewitt y Agha (1990). Tello (1989, capitulo 9) puede servir como introduccion sencilla.
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5. LA LOGICA DEL DESCUBRIMIENTO CIENTIFICO

Observacion y Descubrimiento Cientifico

El objetivo de este capitulo es presentar una serie de téenicas informaticas capaces de descubrir la regu-
laridad que pudiera haber en la base de datos que contiene los resultados de una excavacion arqueologica:

“REGULARIDAD: una limitacion en el espacio de todas las situaciones posibles; existe ‘regulatidad’ si al-
gan hecho es imposible o menos probable que ouwor (Zytkow y Baker 1991 34).

Habitualmente, esta tarca ha sido encomendada a ta Estadistica (Carnap 1950, Carnap vy Jeffrey 1971), de-
finiéndose un principio general a partir de las observaciones iniciales (baros), y expresandolo en términos de
la covariacion detectada entre las propiedades que las describen. En Arqueologia, D. Clarke (1978) fue uno de
los principales defensores de esta manera de abordar las inferencias inductivas. Propuso utilizar ¢omo meca-
nismo de descubrimiento la correlacion estadistica: os tipos arqueolégicos, culturas, tecnocomplejos, €1C. ... s¢
definirian en tanto que «paquetes- de atributos o propiedades estrechamente correlacionados. Asi, por ejfemplo,
un artefacto litico pertenece al tipo Punia de La Gravette, si los rasgos morfométricos que definen ese artefac-
Lo estdn correlacionados estadisticamente de igual modo que en la definicion del tipo Punia de La Gravette. A
su vez, este tipo de artefaclo se definfa por medio de la comparacion de todas las puntas morfoloégicamente sc-
mejantes halladas en un lugar concreto (La Gravelte), calculando a continuacién la cotrelacion de sus 1asgos
morfomeétricos y usando el valor de esa correlacion como regla discriminante del tipo en cuestion,

En cste capitulo los operadores estadisticos son substituidos por programas informiticos que han sido uli-
lizados con éxito en otras disciplinas, tales comao medicina v geologia. Estos programas suelen agruparse bajo el
epigrafe Aprendizaje Automatico» &6 Machine Learning, v aunque ulilizan cilculos estadisticos como tarea de fon-
do, pretenden imitar la manera en que los seres humanos aprenden conceptos a partir de ejemplos: dado un es-
pacio que contiene todos los héchos posibles (una Base de Datos con todas las combinaciones posibles de los
atributos que describen esos cjemplos), se extrae el hecho o los hechos que sean mds posibles que 10s demads,
utilizando para esa extraccion criterios heuristicos (por ¢jemplo, ¢l mas «probable., matemiticamente hablando).

El mecanismo de funcionamiento de estos programas «de induccion automiticar pucde formalizarse del
siguiente modo: Sea U el conjunto universal, es decir, todos los artefactos que podemos encontrarnos en ¢l trans-
curso de una excavacion; por cjemplo, todos los atiles liticos que pudiera haber en una cueva ocupada por ca-
zadores paleoliticos. No hay limitacion alguna para la cantidad de elementos en /. Un principic general G, -
»buriles del Magdaleniense final- puede describirse, entonces, en tanto que subconjunto de I:

Gou

<Descubrir G significa poder reconocer los objetos que aparecen en G; esto es, aquellos Gtiles liticos que
scan buriles y que puedan datarse en el Magdaleniense final. Una vez que G haya sido descubiertc, €l sistema
serd capaz de reconocer si unt objelo cualquiera X pertenece o no a . Obviamente, si la base de datos no con-
tiene «ejemplos: de esa categoria, el programa serd incapaz de obtener un resultado interpretable en t€rminos
arqueologicos.

Asi pucs, ¢l propasito de un descubrimiento cientifico es poder ilegar a describir una entidad general, par-
ticndo de lo que sospechamos son instancias de esa entidad. Un efemplo para aprender la entidad & es un par

(objeto, clase)
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donde objeto es la descripcion de un antefacto arqueologico y clase un operador que pucde tomar dos valores:

wts O wn, Si { o . i
O e Si of)je{() pertencce a G, enionces clase = + ; de otro modo clase = - . En el caso de los artefactos liti-
cos citado al principio, el par

(CV12569, buril

donde «CV12569 es ¢l nimero de inventario de un objeto v <burils una adscripcion tipoldgica. Al haber defini-
do G enanto que «burils, diremos que el par es un efemplo positive, de otro modo -si la adscripcion tipolégi-
ca fuese «raedera, diriamos que el par es un ejemplo negativo del principio G
D"_ldo un conjunto E de ejemplos positivos y negativos, constituido por aquellas piezas que sabemos con

total certidumbre que son © no son buriles v que datan o no datan en el Magdaleniense final, debemos encontrar
una formula 7, expresada en un lenguaje descriptivo especilico, tal que: '

para todos los objetos X

(1) Si X es un ejemplo positivo en E, enronces X coincide con 1.

(2 Sixes un cjemplo negativo en E, enfonces X no coincide con F

como resultado, Fconstituira la manera en que ¢l sistema «comprender la entidad G. Esta formula constituye el
equivalente simbdlico de los discriminadores estadisticos. La calificamos de «imbdlicar porque no esta basada
en la covarianza o correlacion de atributos, sino en la co-ocurrencia de los mismos. Lo habitual es represen-
tarla mediante reglas de produccion del tipo siguicnte:

Si cl objeto X tiene las propiedades a, b, ¢, d, e

Entonces el objeto X ¢s una instancia del 1o Y.

Utilizaremos este formato -relacionado estrechamente con los Sistemas Expertos- para expresar los resultados
que obtengan los programas de descubrimiento automatico. Como veremos, esos programas actiian sobre una
base de datos, buscando el esquema de asociaciones y co-ocurrencias entre los atributos que la definen. Pre-
cisamente por ello son potencialmente muy Gtiles en arqueologia: ponen de relieve o «lescubrens asociaciones
enire los artefactos y las variables que describen su morfologia o su forma de deposicion. Su empleo sera tan-
to mds recomendable cuanto mayor sea la base de datos.

Mecanismos fundamentales de descubrimiento

Desarrollemos el esquema formal adelantado en la seccidn anterior: si alguna entidad pertenece al con-
junto Gy ticne la propiedad 7, entonces, todas las entidades que pertenezcan a & manifestardn la misma pro-
piedad P. Por ejemplo, a partir de las siguientes evidencias arqueologicas:

+ En el yacimiento Y se encontraron huesos de reno.
La funcién econdmica del yacimiento Y (establecida mediante el examen de la industria litica) es
«CAZA NAYOL»

* En el yacimiento 7 se encontraron huesos de reno.
La funcién econdmica del yacimiento Z (establecida mediante el examen de la industria [itica) es
«A74 AYOr

En este ejemplo tenemos dos entidades (los yacimientos Y, 7) que pertenecen al conjunto ¢ (yacimien-
tos en los que se practicaba la Caza Mayor), y ambos comparten una misma propiedad P (hallazgo de huesos
de reno). Descubrir significa, en cste contexto, generalizar la propiedad P, para lo cual afirmaremos lo si-
guiente: «en todos los yacimientos donde se practicd la Caza Mayor aparccen huesos de renos. Expresandolo
mediante una regla de produccion:

Si X es un yacimiento con huesos de reno
Entonces FUNCION ECONOMICA (x) = Caza Mayor

Es facil obscrvar que nuestras evidencias arqueoldgicas de partida (Yacimiento Y, Yacimiento 7) eran dos

ejemplos positivos de un mismo término general «Funcion Econdmica = Caza Mayor. Lo Unico que hemos he-
cho ha sido proponer una descripcion de ese mismo término general que cubre todos los ejemplos positivos y
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ninguno de los posibles cjemplos negativos. Este tipo de generalizacion suele aparecer designado €omo gene-
ralizacion por suma de variables , ya que la nucva variable X sustituye 4 las constantes «yacimiertO Yo, «yaci-
mietio Z» que aparecian en las instancias.

El cjemplo puede parecer trivial, v realmente 1o es; no obstante, el lector puede imaginar ffﬁcﬂmeme la
apariencia que adoptaria un caso real: una base de datos que contendria las tipologias de utiles liiticos encon-
trados en cada yacimiento y los restos de fauna asociados a esos utensilios. Dada una hipétesis iniclial (FUNCION
FCONOMICA), el programa de descubrimiento debe encontrar los atributos asociados con cada uno de 1os valo-
res que pueda adoptar esa hipétesis. La definicion de esa hipétesis inicial es el momento mas delicado de todo
el proceso: la hipotesis ha de aparecer como un atributo mas, de modo gue el programa calcule todas [as aso-
ciaciones posibles. En aigunos casos (la croNoLOGIA, por ejemplo) esto es relativamente sencillo, pues sicmpre
podemos incluir en la base de datos una nueva variable con los resultados de las dataciones ahsolutas o rela-
tivas que se han llevado a cabo en los distintos yacimientos. En otros casos (14 FUNGION ECONGMICA, S Ir mas le-
jos), la adscripcion de los valores de esta nueva variable es mucho mds discutible, ya que no exist€, dparente-
mente, una definicion universal de la misma. Una solucion aceptable serfa utilizar los resultados de un@ induccion
previa, en la que los ejemplos positivos y negativos fuesen sociedades conocidas etnoldgicamente ¥ €n las que
se asociaria su modo de subsistencia paradigmatico con el utitlaje litico abandonado en sus asentamientos. En el
Capitulo 6 volveremos a plantear esta importante cuestion, lo que nos interesa ahora es describir 12 manera en
que, para definir las asociaciones y co-ocurrencias que pudiera haber en una basc de datos, el ordenador ticne
que basarse, necesariamente, en ejemplos positivos y negativos del concepto que se quicre «Jescubrir.

T. Mitchell (1977, 1982) propuso que el aigoritmo de generalizacién se describiese en términ©s de la bus-
queda heuristica en un espacio abstracto que contuviese reglas potenciales: a partir de una serie de ejemplos
positivos y negativos, el algoritmo impone un proceso secuencial, generando, refinando v rechazando hipote-
sis sucesivas que le irdn acercando paulatinamente al concepto o regla que se quiere obtener. Cada hipdtesis
representa una aproximacion al concepto final, v es el resultado del procesamiento de una cantidad determi-
nada de ejemplos. A medida que aumenta ¢l nimero de ejemplos, la hipétesis experimenta nuevas modifica-
ciones. El algoritmo puede describirse del siguiente modo (véasce Bratko 1989 271):

Para aprender un concepto € a partir de una serie dada de ejemplos E,, E,... E, (cn donde £; ha de ser,
necesdariamente, un ejemplo positivo de €')

1. adoptar £, como la hipdtesis micial, H,.
2. procesar los restantes ejemplos
Para cada E, (i= 2, 3,..) hacer:
2.1 Comparar la hipdtesis actual Hcon £; el resultado de la comparacién es una descripcion, D,
de lus diferencias entre Hy F.
2.2 Modificar H de acuerdo con D, segiin sca E, un ejemplo positivo o negativo dé C. Fl resul-
tado de esa modificacion es una Hipdtesis refinada H;,acerea de €.

Consideremos el siguiente ejemplo: en un area geogrifica bien delimitada se conocen ¢lNCoO asenta-
mientos prehistdricos con una Gnica fase de ocupacion. Ademds de su cronologia, a informacion que dispo-
nemos de cada yacimiento (P1, P2, P3, N1, N2) es la siguiente:

P1 -2 cabahas
- cabana A: 2 hogares; 2 silos, presencia de restos de fauna
- cabafa B: 1 hogar, 1 silo, ausencia de restos de fauna

P2 - 2 cabafas
- cabana C: 2 hogares, 1 silo, ausencia de restos de fauna
- cabafia D: 1 hogar, 2 silos, presencia de restos de fauna

N1 - 2 cabanas - :
- cabana E: 2 hogares, 1 silo, presencia de restos de fauna
- cabafia F: 1 hogar, 1 silo, presencia de restos de fauna

N2 - 2 cabafas
- cabana G: 1 hogar, 2 silos, ausencia de restos de fauna
- cabafia H: 2 hogares, 1 silo, presencia de restos de fauna
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P3 - 2 cabafas

- Cahar:la I: 1 hogar, 2 silos, ausencia de restos de fauna
- cabafa J: 1 hogar, 1 silo, ausencia de restos de fauna

En la argumentacion que sigue, las caracteristicas de cada yacimiento se expresaran del modo siguiente:

P1 =1(2,2, presencia] [1, 1, ausencial}

en donde c.ada. tripleta debe leerse en ¢l siguiente orden {{n® hogares, n° silos, presencia/ausencia de restos de
faunall; es importante tener presente que el orden de las dos tripletas es indiferente. Nuestro ohjetivo es cal-
cular una férmula general para adscribir una cronologia a futuros yacimientos que puedan descubrirse en ese
area. Consideramos probada la cronologia de los asentamientos P1, P2, P3 en una fase Mesolitica; los yacimientos

Nl y N2, por ff:l contrario, son claramente posteriores. Tal y como indica el algoritmo, seleccionamos el primer
ejemplo positive v definimos una hipétesis inicial en sus mismos términos:

MESOLITICO = {[2,2, presencial {1, 1, auscenciall

A continuacion comparamos esia hipotesis con el segundo ejemplo (P2 ). Como se trata de un ejemplo
positivo, intentaremos cxtraer los rasgos comunes. Tenemos varias opciones, segiin sca ¢l orden en el que
comparemos cada una de las dos cabarias (Fig. 5.1.).

HT = { l [2, 2, presencia] I Lﬁ, 1, ausencia] l )
A

v ] : . ) .‘/
H2 = { [ [2, 1, ausencia] l L [1, 1, ausencia] l .

Fig. 5.1. Andlisis de las asociaciones y correspondencias enire una Hipolesis y un Efemplo Positivo.

Esta operacion genera cuatro modificaciones posibles:
H2a = (2,7, (1,7, | o
H2b = 2, 7, 9(?, 1, ausencia) -
2 = (2,2, 02, 2,9
H2d = (7, 1, ausencia)(1, 1, ausencia)

en donde el signo @ indica que la caracteristica en cuestion es irrelevante, por ser distinia en dos ejemplos po-
sitivos de un mismo concepio. Cada una de cstas cuatro hipdtesis debe ser corregida con ayuda del siguiente
ejemplo; en este caso N1 es un ejemplo negativo (no es datable en el Mesolitico), por lo que eliminaremos to-
das las posibles coincidencias. H2a coincide con N1 (en ambos casos aparcce la especificacion dos hogares en
una cabafa v uno en la otra), por lo que la climinaremos como hipdtesis candidata; el criterio a seguir, por tan-
to, es el siguienic: de las dos cabarias del asentamiento, una ha de tener dos hogares y la otra uno; no se es-
pecifica cudl de las dos cabanas es la que tiene dos hogares. De la confrontacién entre N1, H2b vy H2d se in-
fiere que la tinica modificacién posible es:

H3 = 7, 2, ?I?; 1, ausenciall :
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Como los ejemplos siguientes P3 y N2 no modificarian esa afirmacion, H3 serd la hipotesis qlue relenga-
mos como «generalizacion cronologicas de la evidencia disponible en esa region. En términos arqpueologicos,
pues, diremos que un asentamiento de la region en cuestion podrd ser datado en el Mesolitico, cu:Ando se re-
gistre una deposicidon diferencial de los restos de fauna en las distintas unidades de habitacion, est© es, cuan-
do en una de las cabanas, habiendo un Gnico silo, falten los restos de fauna; los restantes atributds son, cro-
nologicamente, irrelevantes. Aquellos yacimientos que no se ajusten a esa férmula tanto pucden fecharse en ¢l
mesolitico como en otra fase.

No cabe duda que este ejemplo estd demasiado simplificado, pero ayuda a comprender bastAnte l?ien el
mecanismo de blsqueda secuencial. Contribuye, ademds, a poner de manifiesto lo que pudiera ser urld dif"(‘U]Uid
mayor del algoritmo de Mitchell: la potencial explosion combinatoria cuando el nimero de caracteristicas se-
leccionadas ¢s demasiado grande. Hemos visto que el algoritmo requiere la enumeracion de todas s combi-
naciones de rasgos descriptivos posibles, eliminando a continuacién todas aquellas que no coincidan con los
ejemplos positivos. Las combinaciones remanentes después de aplicar el procedimiento de eliminacion han de
ser generalizaciones correctas del conjunto de ¢jemplos positivos. El problema radica en que el conjunto de ge-
neralizaciones posibles ¢s demasiado grande como para poder ser enumeradas una por una.

Mitchell resolvio esa dificultad explotando a fondo la relacién de orden parcial que existe efitre hipote-
sis generales e hipotesis especificas. Diremos que si una hipotesis Hu abarca mis ejemplos positiv0s que otra
Hb | entonces Ha cs mds general que 11b, en tanto que Hb es mds especifica que Hea . En nuestro cjemplo an-
terior, H2d es mds especifica que H2c. El operador que hemos utilizado para calificar de este modo a las dos
hipétesis es el nimero de rasgos descriptivos que contienen: H2d contiene cinco caracteristicas neCesarias, en
tanto que H2ce precisa tan solo de una. Resulta facil observar que las hipOtesis mis especificas imag'ufl'dt’1‘-‘S com-
ciden con las evidencias, los ejemplos de partida, pues todas las caracteristicas aparecen cspeciftcfid’ds; por ¢l
contrario, la hipdtesis mds general seria aquella ¢n la que ninguna de las caracteristicas estuviese ¢specificada.

El algoritmo explota a fondo esta nocidn de generalidad/cspecificidad para evitar incurrir €N 12 explo-
sion combinatoria del espacio de hipotesis. Dos son los esquemas basicos de bisqueda heuristica:

(a) empicza con la hipotesis mas general posible (aquella que sea compatible con fodos 108 ejemplos
positivos y negativos a nuestra disposicion), la cual serd modificada paulatinamente, especifican-
dola con ayuda de los ejemplos positivos.

(b) empieza con [a hipdtesis mas especitica (uno de los ¢jemplos positivos), generalizatdo a partir
de ella a medida que se procesan nuevos ejemplos, esto es, se eliminan progresivamente los atri-
butes que individualizan los ejemplos positivos y se retienen aquellos que aparecen ¢n todos los
¢jemplos positivos y en ninguno de los negativos. En el caso antes comentado de 1¢$ yacimien-
tos mesoliticos se ha utilizado un esquema espedifico-general como éste.

Aunque la dircecion de la bisqueda es distinta, ambos métodos son bastante similares, En 1a imple-
mentacion del algoritmo publicada por Mitchell (1982) ambos mecanismos estin combinados. El programa re-
tiene dos conjuntos de hipdtesis -el conjunto mds especifico de descripeiones compatibles con los datos (E), y
¢l conjunto mis general de tales descripciones (G)-. Cuando se procesa un cjemplo positivo que 0O coincide
con las hipotesis ¢n E, el programa opera siguiendo el primer mecanismo para aumentar la generalidad de los
elementos de E. Jgualmente, cuando ¢l ejemplo es negativo, el segundo mecanismo entra en accidn, permitiendo
una especificacion de los elementos en G. La funcién de estos dos conjuntos es controlar la expl(ﬁié“ combi-
natoria que pudiera darse en cada uno de ellos: el conjunto E resume todos los cjemplos positivos y S€ Usa pard
eliminar los miembros de G que sean demasiado especificos; del mismo modo, el conjunto G resime los da-
tos negativos, y lo usaremos para controlar los miembros excesivamente generales de 8 (la base d2 datos). En
esta version particular del algoritmo, la operacion de descubrimfento habra concluide cuando los conjuntos E
y G coincidan,

Generalizacion de Descripciones
La mds conocida de las variantes del algoritmo de Mitchell es el programa AQ de Michalski €f- Mic;glals—
ki 1980, 1983). AQ" {(en donde # indica las sucesivas versiones del programa, la Gltima publicada €3 AQ™) es

un programa de descubrimiento o induceién multipropésito, cuyo objetivo consiste ¢n la formulacidn de reglas
generales que describan diversas clases de efemplos. Los elementos de entrada (input ) consisten €N vectores
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de valores de atributos; incl

| uyc también conocimiento de fondo acerca del Ambito o tema en el que se va apli-
car ¢l programa. El resultado del programa son expresiones del tipo

CONDICION — CLASE

donde CONDICION puede ser una cony

) : juncién o disyuncién de conjunciones, de manera que describa todas
las entidades asignadas a la crase

1es : - Una version simplificada del algoritmo es la siguiente:

1. S‘eIecqonar al azar un ejemplo positivo (llamado GERMEN)

2. Comparando el GErMEN con el primer ejemplo negativo, generar todas las hipOtesis maximamente
generales que cubren el Grermen y excluyen el ejemplo negativo.

3. Especializar la hipotesis para excluir todos los ejemplos negativos. Esto puede llevarse a cabo con-
siderando un ¢femplo negativo después de otro, y anadiendo, cuando sea necesario, requisitos adi-
cionales a la hipotesis. Después de cada uno de los etapas de especializacion, las hipotesis recién
generadas se ordenan seglin su potencia clasificadora y segun los otros aspectos definidos en el
criterio de preferencia. Solo se conserva la hipdtesis mas prometedora. Las hipdtesis obtenidas al
final del procedimiento de especializacion configuran un conjunto denominado BSTRELLA (sstar, en
la terminologia de Michalski).

. Elegir de entre todas las hipotesis en [a gstreLza aquella que esté mejor ordenada. Si esa hipotesis
cubre todos los ejemplos positivos, acabar la sesién (s¢ ha obtenido una solucién al problema). De
otro modo, encontrar los ejemplos positivos que siguen sin ser compatibles con & hipotesis.

5. Repetir los pasos 1-4 para ¢l conjunto remanente. Continuar hasta que todos los ejemplos positi-
vos sean compatibles con la hipdtesis. La disyuncion de hipotesis elegida al final de cada ciclo es
una descripcion consistente v completa de todos los ejemplos positivos y maximiza el criterio de
preferencia.

Por consiguiente, ¢l programa construye una descripcion disyuntiva de un concepto, ley o expresion ge-
neral cuando la descripcidn conjuntiva no es posible. Los conjuntores individuales pueden diferir significativa-
mente seglin sea el tamafio del conjunto de ejemplos. Este resultado da pié a una interesante interpretacion: el
conjuntor compatible con la mayoria de ejemplos puede considerarse como una caracterizacion de los miem-
bros tipicos o «deales», mientras que los conjuntores compatibles con pocos ejemplos caracterizardn los casos
excepcionales.

AQ" empieza con reglas maximamente gencriles, especificindolas paulatinamente; afiade a las reglas nue-
vos 1erminos para excluir cjemplos negativos, manteniendo la compatibilidad con los ejemplos positivos. El su-
cesor de AQ", el programa nvpDuck 1.2 (Dietterich y Michalski 1981), es su opuesto. Empieza con una descrip-
cién muy especifica v la mantiene durante la generalizacion. Los elementos de entrada (el input ) ya no estd
limitado a pares (a1riBUT0, VALOR), sino que incluye cuantificadores, funciones y predicados relacionales con mds
de un argumento. El programa explora el espacio de las descripciones siguiendo el método llamado Bisqueda
Radial (.beam search»). El mecanismo general puede esquemalizarse en los siguicntes pasos:

1. Crear el conjunto H d¢ manera que contenga un subconjunto aleatorio de elementos de entrada
con tamano W

2. Generalizar lo menos posible cada una de las descripciones en H

3. Eliminar las descripciones implausibles, reteniendo tan solo las mejores, es decir, aquellas que
sean simples y compatibles con muchos ejemplos positivos; las peores son las descripeiones com-
plejas y compatibles con pocos ejemplos

4. Considerar como resultado aquella descripeidn en [ compatible con un nimero suficiente de
elemplos. Si H estd vacio, o bien se ha obtenido ya un nimero suficiente de reglas, acabar la se-
sion; de otro modo, continuar desde el paso 2.

"Bl mis avanzado de los programas de la familia AQ es, posiblemente, CLUSTER/2 (Michalski y Stepp 19834,
1983b, Stepp y Michalski 1980). Tiste programa construye un conjunto de descripciones abstractas que organi-
zan los datos iniciales en particiones disyuntivas, La estructura del algoritme es 1a siguiente:

1. Dado: a) una scrie de datos iniciales (individuos )
b) un namero & de grupos hipotéticos
2. Flegir al azar & individuos
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Construir distintos grupos basindose en las diferencias obscrvadas entre los individuos elegidos.
Disponer los grupos obtenidos en el paso anterior en grupos disyuntivos.

Evaluar la agrupacion usando el criterio LEF

Si la agrupacion no es satisfactoria, elegir de nuevo & individuos, pero ahora eligiéndolos de ¢n-
tre aquellos situados en los margenes de los grupos anteriores, esto ¢s, no relacionados con la agru-
pacion que no ha pasado el criterio de evaluacion. Volver al paso 3.

7. Si la agrupacion es satisfactoria, FIN de los calculos.

ENVRENE

El criterio LEF, utilizado para evaluar la «calidad- de la agrupacion, y consiguicntemente, 1a naturaleza de
los términos inducidos, es una funcidn parametrizable que tiene en cuenta las siguientes propiedades:
— ¢l ajuste entre los grupos y los datos
— la simplicidad de la descripcidn de los grupos
— el grado de diferencia entre los distintos grupos
— la cantidad de parimetros en cada grupo
— la dimensionalidad de la agrupacion, esto es, la cantidad de informacidn necesaria (n® de variables)
para situar cada individuo en cada uno de los grupos.

El programa utiliza estos pardmetros para producir un valor numérico que refleje la «calidad» de una
agrupacion final, de modo que las distintas agrupaciones posibles puedan compararse y elegir la «mejor- de en-
tre ellas.

Ninguno de los programas de la familia AQ ha alcanzado difusion comercial. probablemente por ese mo-
tivo no han sido nunca aplicados en arqueologia. Aunque basado en un algoritmo diferente, podemos citar a
titulo de ejemplo el provecto cocLusH, actualmente en fase de experimentacion, debido a O. Grey en colabo-
racién con el Museo del Louvre (Grey 1991). Aunque se trata de un experimento realizado con hachas de bron-
ce, sus lineas maestras pucden reproducirse en cualquicr ensayo tipologico. La primera etapa del proyecto con-
siste en comprobar las tipologias existentes acerca de las hachas de la Edad del Bronce (1800-700 a.C.}, para
validarlas o rechazarlas. Se ha analizado un centenar de hachas atribuibles a todos los periodos de la Edad del
Bronce. Las informaciones asociadas a cada objeto se refieren a su decoracion, morfologia, composicion meta-
lica, etc. Esas informaciones estdn representadas por medio de una red semintica como la que aparece en la
Figura 6.2. Los distintos nodos que aparecen en el grafo (términos en el interior de rectingulos) representan
los conceptos; los arcos (términos en el interior de una elipse) configuran las conexiones o enlaces posibles en-
tre conceptos. Gste grafo presenta la propiedad adicional de que cada secuencia <concepio><relacion> <con-
cepto> solo aparece una vez, de modo que podemos discecionarlo sin ambigiiedades en tripletas:

HACHA N°1 POSEE CUERPO

cuerpo posee superficie_plana
extremo misma_altura  bordes

o e

Los objetos a clasificar no son los dnicos conocimientos contenidos en CocLusH. Por medio de axiomas
y xonomias podemos precisar lo que sabemos acerca del dominio de aplicacion (diachas de 1a Edad del Bron-
ces). Las taxonomias sirven para ordenar series de conceptos, especificando, por cjemplo, que todo borde, su-
perficie o extremo de un hacha son elementos constitutivos de esa pieza. Los axiomas expresan relaciones co-
nocidas entre conceptos, y estin representados por medio de las reglas de produccidon que ya nos son familiares:

SL (bordes altura ?x) Y (extremo altura ?x)
ENTONCES (bordes misma_altura extremo)

SI {filo estado usado)
ENTONCES (objeto es_un (til)

S1 (filo estado nuevo) Y (perforacion funcional no)
ENTONCES (cobjeto es_un sistema_premonetario)

COCLUSH contiene un cenlenar de grafos como el anterior. El objelivo es calcular agrupaciones de ob-
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relacion deducida a partir del axiorna n° 1

concepto

| superficie plana] g ‘
| ‘ . éltura)—bl 3cm|
relacion
(de la misma aftura)
e

altura | 3 cm |

hachan®1

| decoracion incisa]

{(compuesto _de) :

[tridngulo sombreado]

Fig. 5.2. Red Semantica wtilizada por el programa COCLUSH para representar el conocimiento inicial (Grey 19913

jctos similares y gencralizar expresiones a partic de esas agrupaciones. Las agrupaciones de objetos se repre-
sentan por medio de expresiones como la siguiente:

(hacha, reLacion hacha)

en donde el érmino rReLACION hace referencia a tres criterios de clasificacion distintos:
— Relacion -Espacio-Temporab
— Relacion «Tecnoldgicas
— Relacién «Funcional»

con o que obtenemos tres clasificaciones distintas: una en la que los agregados de objetos contienen hachas
con la misima cronologia, otra con hachas fabricadas del mismo mode, y una tercera con hachas utilizadas para
1a misma actividad. En cada uno de los tres casos, el objetivo es calcular la interseccidén y/o co-ocurrencia de
descripciones entre hachas relacionadas. En otras palabras, partiendo de diversas informaciones acerca de 1a mor-
fologia de los ttiles y de las relaciones entre objetos distintos, el programa debe calcular una definicién gene-
ral que sca adecuada a todos los objetos que estén relacionados cronologica, tecnologica o funcionalmente. El
programa utiliza para ello los siguientes operadores de gencralizacion :
— transformacion de constanies en variables. Por ejemplo, la expresion
(BORDES PRESENCIA ¥) es mds general que (BORDES PRESENCIA ANILLOS).
El signo « representa una variable libre.
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— eliminacion de condiciones. La afirmacion:
{CUERPO PRESENCIA BORDES) & (CUERPO PRESENCIA SUPERFICIE)
puede convertirse en la mds general:
(CUERPO PRESENCIA BORDES)

- bisqueda de conexiones taxondmicas entre conceptos. Utilizando las taxonomias que agrupan
conceptos y que representan el conocimiento que tenemos sobre el dominio de aplicacion
podemos generalizar (CUERPO PRESENCIA SUPERFICIE) en {CUERPO PRESENCIA ELEMENTO_ESTRUCTURAL).

Como resultado de la accion del programa, el usuario obtiene una definicién compacta de todas las ha-
chas relacionadas. Por ejemplo, todas las hachas con la cronologia «Siglo IX a.C.» se caracterizan por:
— poseer un filo con forma semicircular
— poscer una decoracion incisa compuesta de tridngulos sombreados
— constituir un sistema premonetario.

Estas caracteristicas comunes han sido caleuladas por el programa a partir de una comparacion de todos
los grafos correspondientes a las hachas de un mismo tipo cronologico. El grafo resultante de esa comparacion
ha sido simplificado utilizando alguno de los operadores de generalizacidn anteriores, y al mismo tiempo se han
ejecutado las reglas «axiomdticass, que anaden nuevos caracteres no morfométricos a la generalizacidn resultante,
Llamamos generafizacion al resultado porque, obviamente, ha sido obtenida por agregacion de definiciones par-
ticulares, y simplificacion a posteriori del resultado de esa agregacion.

Induccion de arboles de decision

Un método automdtico de descubrimiento algo diferente a los anteriores es el conocido como 1D3 (In-
teractive Dichotomizer 3) (Quinlan 1986. Su continuador se denomina C.4.5). Aunque limitado, es bastante mas
raipido que los que acabamos de ver, y se adapta muy bien a las limitaciones de memoria y rapidez de proce-
30 impuestas por los microordenadores actuales, por lo que es, de largo, ¢l sistema mids popular y utilizado.

Para empezar necesitamos un conjunto de ejemplos positivos vy negativos de algan concepto, v los re-
presentaremos por medio de una lista de pares atributo-valor. Por ejemplo, consideremos los datos de la tabla
siguiente, referidos a clertas caracteristicas de unas cerimicas;

Tamario Decoracion Pintada Decoracion Incisa Cronologia
grande presente presente tardia
grande presente ausente ardia
grande ausente presente tardia
grande _ ausente ausente mediia
medio presente presente tardia
medio ausente presente media
media ausente ausente media
pequefio presente presente antigua
pequeno ausente presente antigua
pequerno auscnte ausente antigua

El objetivo es obtener una formula distintiva de cada periodo cronolégico, de manera que podamos
usarla para distinguir la cronologia de ios objetos a partir de su tamafio y decoracion.
El programa funciona del modo siguiente:
1. elegir al azar un subconjunto de tamafio Ven el conjunto de ejemplos a nuestra disposicion (ese
subconjunto recibe el nombre de «wentana»)
2. aplicar €l algoritmo CLS (explicado mds adelante) para generar una generalizacion a partir de [a
ventana elegida
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apaluar el resto de la base de datos para encontrar excepciones a esa regla
51 5€ encuentran excepciones, se incluyen en la ventana (sustituyendo expresiones anleriores), re-

P;tien‘_iilose ¢l paso 2; si no se han identificado excepciones, ¢l programa muestra la generalizacion
obtenida.

LS

El método de seleecion de una wentanas suele denominarse <filtrado por medio de excepciones-, y su im-
portancia cs grande a la hora de procesar grandes bases de datos, con miles de datos, tal y como suele ser ¢l
€aso con los datos procedentes de excavaciones arqueologicas. e esta manera, ¢l procesamiento de la infor-
macion tiene lugar en un lapso de tiempo aceptable.

El algoritmo CLS (Hunt et al. 1966) es una subrutina del programa principal. CLS es un acronimo de Con-
qut/Learr‘zing system 'y deriva de ciertos trabajos en psicologia experimental realizados entre 1950 y 1960; em-
pezd como una‘ te_oria psicolégica acerca de la formacion de conceptos en la mente humana, y solo posterior-
mente se convirtid en un programa de ordenador. La funcién del programa es encontrar el atributo mas
discriminante, dividiendo a continuacién los datos con respecto a ese atributo. Segin las implementaciones, exis-

‘ten vanaiformas de calcular el valor discriminante de los atributos; en 1D3 Quinlan utilizd la estadistica de la
informaci6n, esto es, ¢l grado de entropia:

H=XHP;=-XP, log P;

en donde P, se calcula mediante el cociente entre la cantidad de ejemplos con el mismo valor en el atributo i,
y la cantidad total de ejemplos cn la base de datos. De lo que se trata es de comparar la entropia inicial a la
entropia parcial de cada atributo, que calcularemos mediante la féormula:

H (A) = 5 prob(A ) - HP |

el incremento de informacidn aportado por la clasificacion segin A, se evalia por la disminucion de la entro-
pia producida respecto de la inicial:

Al = H - H (A)

El criterio de discriminacion utilizado en ID3 es ordenar los atributos en el arbol de decision segin

el valor del estadistico AL
El lector no tiene que ser un matematico avezado para poder usar cualquiera de los programas de in-

duccion basados cn el ID3, pues es el programa ¢l que se encarga de hacer los cilculos. No obstante, puede
tener interés [a manera en que calculariamos a mano el drbol de decisiéon asociado a los datos anteriores acer-
ca de la cronologia de las cerimica decoradas. La vardable experimental es, obviamente la croNOLOGIA. Resulta
sencillo calcular et contenido de informacion inicial: la probabilidad de que una ceramica decorada sea anti-
guy, medid o tardia es:

cronologia tardia: 4/10 = 0,4

cronologia media: 3/10 = 0,3

cronologida antigua: 3/10 = 0,3

Aplicando la primera formula averiguaremos la entropia inicial:
H = -0,4 log, 0,4 — 0,3 log, 0,3 - 0,3 log, 0,3 = 0,529 + 0,021 + 0,021 = 1,571

Si consideramos ahora ¢l primer atributo famario, obtenemos: .
« el subconjunto iamano grande, cuya probabilidad es 0,4. La entropia se calcula del modo
siguiente:
Consideramos ¢n primer lugar cudntas ccrimicas grandes tienen una cronologia tardia (3/4 =
0,75); a continuacion las ceramicas grandes con una cronologia media (1/4 = 0,25). Seguidamen-
te aplicamos la formula anterior, de lo que resulra:
- 0,75 log, 0,75 — 0,25 log, - 0,25 = 0,311 + 0,50 = 0,811

Pl
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* en el subconjunto de tamario medio/cronologia tardia , 1a probabilidad es 1/3, mientras que en el
subconjunto lamario medio / cronologia media la probabilidad es de 2/3. La entropia resultante es:
- 1/3 log, 1/3 - 2/3 log, 2/3 = 0,328 + (0,390 = 0,918

e en el subconjunto de cerimicas de tamario pequerio, 1odos los objetos tienen una misma cronolo-
gla (antigua), por lo que la probabilidad del subconjunto tamario pequevio/cronologia antigua es
de 3/3 = 1. La entropia resulta:

-1-log,1=0

s ¢l promedio del atributo lamano cs:
0,4* 0,811+ 0,3% 0918 - 0,6
Por lo tanto, si utilizdsemos este atributo como primer nodo en el 4rbol de decision, el
incremento de informacion alcanzado serfa:
1,571 — 0,6 = 0,971

Considerando el atributo Decoracion Pintada

» El subcenjunto Decoracion Pintada Presente, Cuya entropia ¢s:
0,75 log, 0,75 — 0,25 log, 0,25 = 0,811

* El subconjunto Decoracion Pinlada Ausente, cuya entropia es:
-1/6 log, 1/6 — 1/2 log, 1/2 - 1/3 log, 1/3 = 0,431 + 0,5 + 6,528 =1,459

s [l promedio es: 04 * 0,811 + 0,6 * 1, 459 = 1,20
FEl incremento de informacion asociado 4 este atributo es:
1,571-1,2 = 0,371

Finalmente, en el caso del atributo Decoracidén Incisa

* Decordacion Incisa Presente:
1,459

o Decovacion Incisa Ausente
-2 *0,25log, 0,25 _0,5 log,0,5=1,5

+ Su promedio es:
0,671,459 + 0,4+ 1,5 = 1,475
y el incremento de informacion:
1,571 — 1,475 = 0,096

Por consiguiente, construiremos el drbol de decisién partiendo del atributo tamario (Fg. 5.3.). A partir
de este arbol podemos inducir una asociacion entre los objetos de tamanopequeno y las de cronologia antigua,
si bien no aparece clara la relacién entre los distintos tamanos y las cronologias media y tardia. El analisis con-
tinda, ahora, limitindose a los datos que aparecen en cada uno de los conjuntos al pie de las ramas «grande» y
«anedion. En el primer caso, la entropia inicial del subconjunto es:

0,75 log, 0,75 - 0,25 log, 0,25 = 0,811

Tomando en consideracion el atributo Decoracion Pintada en este primer subconjunto:
e ¢l subconjunto Decoracion Pintadea Presente, cuyva entropia es nula

¢ el subconjunto Decoracion Pintada ausente, cuya entropia es:
—2-05 log,05=1
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tamano
5
y P
grande medio pequeno
pres., pres., tardia pres., pres., tardia pres., pres., antigua
pres., aus., tardia aus., pres., media aus., pres., antigua
aus., pres., tardia aus., aus., media aus., aus., antigua

aus., aus., tardia

Fig. 5.3. Arbol de Decision (Primer paso).’

s El promedio resulta: 0,5* 1 =0,5 )
Lo que representa un incremento de informacién de: 4,811 - 0,5 = 0,311

Utilizando el atributo Decoracion Incisd : -
e ¢l suhconjunto Decoracién Incisa Presente, cuya entropia es nula.

s el subconjunto Decoracion Incisa Ausenle, cuya entropia es: :
-2*0,5l0g,05=1

+ Fl incremento de informacién es igual al obtenido para el atributo anterior:
0,811 - 0,5 = 0,311

ol L ) ‘ L
Resulty por tanto indiferente usar un atributo u otro como siguiente nodo del arbol de decision.
Hechos los mismos cilculos en el subconjunto de datos asociados a ]a rama «<amafo medior (no se de-
tallan aqui), resulta que el incremento de informacion del atributo Decoracion Pintada es mayor que en €l atri-

bute Decoracion Incisa. Tl dendrograma resultante aparece en la Figura 5.4
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grande

pres., pres., tardia
pres., aus., tardia
aus., pres., tardia
aus., aus., tardia

Decoracion pintada

presente  ausente

/o

pres., tardia  pres., tardia
aus., tardia aus., media

|

Decoracion incisa

/N

presente  ausente

/N

tardia media

tamarno

medio

pres., pres., tardia
aus., pres., media
aus., aus., media

Decoracion pintada

presente  ausente

/oA

‘pres., tardia pres., media
aus., media

pequeno

pres., pres., antigua
aus., pres., antigua
aus., aus., antigua

Fig. 5.4. Arbol de Decision Completo (Segundo y Tercer paso).

El programa LX.L.

%1

No abundan programas de ordenador de difusion comercial capaces de realizar inducciones automati-

cas. Los pocos publicados (cf. anexo) son bastante distintos entre si, por lo que no podremos hacer una des-
cripeién de conjunto de los mismos. En su lugar, esta seccidn estard dedicada a la presentacion detallada de uno
de los programas existentes: 1L.X. L. (Parsaye y Hanson 1987, Parsaye et al. 1989, IntelligenceWare 1990). Ta des-
cripcion estd basada en la version 2.0 del programa, si bien IntelligenceWare acaba de anunciar la disponibili-
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dad de la version 3. 1a principal diferencia entre ambos es la velocidad de ejecucion: la version 3 es algo asi
como 20 veces mas ripida (segin anuncia el fabricante) y es capaz de gestionar la memoria extendida.

XL es un programa de «descubrimientor o aprendizaje que funciona en un microordenador PC/AT 6
IBM PS/2. El propésito del programa es definir las asociaciones entre casos y variables existentes en grandes
bases de datos, presentando los resultados bajo la forma de reglas: _

Actividad = Caza Mayor
51
fauna = reno
util = punta de flecha
7,5 <= Long. Max. Util tipo 5 < 8,3 ;

Es decir, dos yacimientos en los que se ha identificado actividades relacionadas con la caza mayor son
aquellos en los que los restos de fauna mas abundantes son los de reno, el atil litico mds frecuente es la pun-
ta de flecha, y la longitud maxima de estas oscila entre 7,5 cm. y 8,3 cm. En cierto sentido, la induccién auto-
mitica en LX.L. tiene la apariencia de un anilisis de regresion «cualitatives, en el que el resultado no es una ecua-
cidn gencral, sino la enumeracion de las asociaciones encontradas.

Al empezar una sesion de trabajo con LX.1. es preciso identificar los ficheros de datos que se han de ana-
lizar. Por ejemplo, imaginemos que nos interesa definir las asociaciones espaciales de una serie de artefactos li-
ticos; la base de datos contiene, por tanto, ¢l n® de inventario de cada arlefacto, sus coordenadas x ¢y, su ti-
pologia (huril, bifaz, punta, etc.), diversos rasgos métricos (longitud, anchura), e indices de asociacion.

Para que el programa proporcione resultados Gtiles para el arquedlogo, es preciso que esta base de da-
tos sea lo suficientemente completa. Ta gran ventaja del programa es la posibilidad de investigar ficheros con
miles de individuos y mis de un centenar de variables, Obviamente, cuanto mayor y inds compleja la base de
datos, mds tiempo de ejecucion sera necesario. Los ficheros de datos pueden presentarse en tres formatos dis-
tintos:

— Dbase 1l (*.DBF)
— Lotus (*.DIF)
— Ascii (*.ASC)

El usuario puede ademdas modificarlos a voluntad dentro del mismo programa, eliminando registros y/o
campos, combinando distintos ficheros, restringiendo la busqueda a unos pocos casos, etc.

TIna ver scleccionada y modificadza la base de datos, el usuario introduce los parimetros del modulo de
descubrimiento. El primero de ellos consiste en especificar el objetivo, es decir, el esquema de dependencia en-
tre las variables:

coordenada x — tipologia, dimensiones
coordenada Y — tipologia, dimensiones

En resumidas cuentas, «seleccionar ¢l objctivor consiste en la identificaciéon de la variable dependiente;
seleccionaremos un objetivo distinto para cada uno de sus valores. El programa es mucho mis efectivo con va-
rigbles cualitativas que con variables cuantitativas; alin asi, es capaz de encontrar asociaciones entre los atribu-
tos «ndependientes» y un rango determinada de la variable o variables dependientes. En este caso, vamos a de-
finir rangos significativos en las coordenadas x ¢ y, utilizando para ello informacion contextual: acumulaciones
no aleatorias de material, presencia de hogares u otras estructuras. Por ejemplo, si definimos

13,5 < coordenada x < 25,6
9.4 < coordenada y< 15,3

El programa buscara todos los artefactos situados entre esas coordenadas y calculard una o varias reglas
que definan las caracteristicas tipométricas de todos los objetos encontrados en esa zona. El programa hubiese
permitido también una bisqueda «ciega», es decir, una enumeracion de todas las asociaciones posibles entre to-
das las variables v atributos; esa accion exigiria, no obstante, una gran cantidad de tiempo de computacion Gva-
rias horasD.

Ademais de los objetivos, ¢l usuario ha de fijar otros pardmetros antes de lanzar el programa. Uno de ellos
lo constituye el wivel de interés» de la asociacion, Alguna de las variables en la base de datos nos interesan mas
que otras. Por ejemplo, la longitud maxima de las piezas puede producir resultados enganosos si muchas de
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las piezas estan fragmentadas. En consecuencia, para cada objetivo Oy cada variable v debe fijarse un nime-
ro entre Oy 100 que refleje el interés que tenemos (o la utilidad prictica) en el estudio del efecto de v sobre
O. A primera vista puede parecer un tanto fucra de lugar un parimetro de «nterés- como €ste, no obstante su
importancia se pone de manifiesto cuando lo que analizamos es la base de datos que contiene el registro com-
pleto de una excavacion, en el cual se ha incluido una enorme cantidad de vartables que probablemente no
tengan relacion alguna con el objetivo que hemos definido previamente. S cambiamos el objetivo, ntroduci-
remos modificaciones en esos parimetros.

Los parimetros restantes que el usuario debe especificar para guiar y controlar el proceso de induccién

SOMN;

— numero mdximo de cldusulas en las reglas : este parimetro especifica un limite mdximo para la lon-
gitud de una regla. Aquellas que superen ese limite no serin inducidas.

— niimero minimo de casos: fija un limite inferior para la cantidad de casos implicados en la induccion
de una regla. Por ejemplo, el programa ignorard aquellas reglas aplicables (que sean verdaderas) a me-
nos de 50 casos.

— confianza minima en las reglas: define un limite inferior para la confianza que tenemos en una regla.

— mdximo margen de error define un limite superior para el error producido al estimar la confianza en
una regla. Altos méirgenes de error pueden haberse producido al utilizar muy pocos casos para indu-
cir una regla.

- porcentaje minimo de la base de datos: define un limite inferior para la fraccion de la base de datos
que se usard para inducir una regla. Asi por ejemplo, las reglas aplicables 4 menos del 10% de la base
de datos serdan eliminadas.

- significacion minimea: mide la «calidad» de un intervalo, segdn si la distribucion de valores en esc in-
tervalo es distinta en el resto de la base de datos. 0 significa que casi todos los rangos estdn siendo
considerados. 100 significa que s6lo se utilizan los mds significativos.

Otros tres pardmertros afectan la determinacidon de intervalos en las variables y objetivos con valores

cuantitativos continuos:

— generalidad minima: fija el limite superior de intervalo definido por el programa. Si es 0 sélo se ten-
dran en consideracion intervalos muy pequefios; sies 100 tan sélo se producirdn intervalos muy gran-
des.

— generalidad mdxima: {ija ¢l limite inferior del intervalo definido por el programa.

— incremenio de la generalidad: determina el nimero de intervalos entre los parimetros de generalidad
maxima v minima.

Supongamos que la base de datos contiene 1500 artefactos v que L.X.L. ha inducido la siguiente regla:

Confianza=80
13,5 < coordenada X < 25,6

15 < longitud < 18
S < anchura < 26

Margen de error = 2
Porcentaje de la base de datos aplicable = 15
Namero de casos a los que es aplicable = 100

La regla afirma que los objetos encontrados en la zona del yacimiento determinada por esas coordena-
das tienen unas dimensiones especificas. La longitud de la regla es 2, ya que se han asociado dos variables al
objetivo: la regla contiene, por tanto, dos cliusulas. Bl numero de casos a los que es aplicable explica que hay -
160 artefactos en la base de datos con una longitud entre 15 y 18 cm, y una anchura entre 5y 26 cm., El por-
centaje de la base de datos aplicable afirma que la expresion «15 < longitud < 18; 5 < anchura < 26- es aplica-
ble al 15% de la base de datos (100 es el 15% de 1500). La confiunza=80 otorgada a esta regla nos indica que
80 de los 100 artefactos con una longitud entre 15 y 18 cm y una anchura entre S y 26 cm. han aparecide en-
tre la coordenada (x) 13,5 v 25,6, En otras palabras, en el 80% de los casos la relacion inducida situacidn/ta-

102



ARQUEOLOGIA AUTOMATICA. INTELIGENGIA ARTIFICIAL EN ARQU EOLOGIA

marnio es correcta. El margen de ervor = 2 indica que el factor de confianza puede ser redondeado en un 2%,
con lo que el valor final se situard en el intervalo 82-78%.

El margen de error puede estar afectado por la cantidad de artefactos que se han utilizado para inducir
la asociacion. Por ejemplo, si tan solo se hubiesen utilizado 10 registros, y hubiésemos impuesto e] mismo ni-
vel de confianza, el margen de crror alcanzarfa el 50%, debido a que no se disponia del namero suficiente de
datos para llevar a cabo la induccion. TX.L. demuestra como puede controlarse el proceso de induccidn:

- especificando un margen de error lo suficientemente bajo

- requiriendo un alto porcentaje de la base de datos para inducir reglas

- fijando un nimero minimo de casos para los cuales la regla sea aplicable

El algoritmo usado por 1.X.1. para inducir reglas a partir de grandes bascs de datos esta basado en topo-
logias difusas | las cuales permiten definir distancias inexactas entre elementos. Este método encuentra su fun-
damento en ciertos principios matemdricos definidos por Postin (1974, cf. también Menger 1953); la idea fun-
damental estriba en la construccion de grupos difusos, v no en la conversién de los datos en puntos con
coordenadas espaciales precisas. XL construye grupos topologicamente difusos, y a continuacion generaliza
€s0s grupos para detectar las reglas que caracterizan a sus miembros. Desgraciadamente, las caracteristicas del
algoritmo que utiliza L.X.L. para inducir reglas estd protegido por una patente comercial, por 1o que no es pu-
blicable mds alld de los pocos principios generales que acabo de resefiar.

Algoritmos genéticos

En esta seccién abordaremos una manera distinta de enfocar el descubrimiento de la regularidad en una
base de datos. 1>ada la novedad del enfoque, no existen todavia aplicaciones arqueolégicas del mismo, aun-
que Reynolds (1987) ha utilizado estas téenicas con unos propdsitos un tanto distintos. Los trabajos de Reynolds
se describen en el capitulo 6.

Los algoritmos genéticos estan basados en ciertos principios extraidos de a teorfa de la seleccidon natu-
ral. Dicho asi puede parecer un auténtico despropdsito, sin embargo, la idea ademas de sencilla es realmente
inteligente: el objetivo del algoritmo genético es transformar ¢l resultado de un mecanismo automatico de in-
duccion simulando las leyes de la evolucion bioldgica, fundamentalmente la supervivencia de los individuos me-
Jor adaptados. En este contexto, el érmino «adaptacidns significa adecuacion a una tarea especifica, definida de
mancera no ambigua al inicio del algoritmo; para ello, las expresiones resultantes son evaluadas de acuerdo con
un criterio especifico (velocidad de procesamiento, sencillez, claridad, valor predictivo, etc.). En otras palabras,
las generalizaciones obtenidas mediante este método compiten entre si, subsistiendo tan s6lo aquellas que de-
muestran ser mis apropiadas pard resolver ¢l problema en cuestion. Esa competencia simuld tambicn ¢l com-
portamiento de Jos seres vivos, especialmente en lo que se retiere a la reproduccion: el algoritmo genético pro-
duce diversas generaciones de expresiones, en cada una de ellas tan solo aparecen las expresiones que han
superado con éxito la lucha por la supervivencia en una generacion anterior; obviamente, las reglas mejor
adaptadas, aquellas con una mejor puntuacion de acuerdo con el criterio inicial, son las que se reproducirdn
con mds frecuencia en las generaciones sucesivas. La principal diferencia con la Evolucion Biolagica es que el
entorno al que hay que adaptarse no cambia a lo largo del proceso: el proposito final es seleccionar mediante
un procedimiento automdtico las ancjores: generalizaciones,

En definitiva, un algoritmo genético es un tipo peculiar de sistema estocistico en el que una cantidad de
individuos se combinan v recombinan para constituir una generacion completa. Bl algoritmo opera del siguiente
modo:

1. Construye una poblacién inicial de reglas. En la mayoria de los casos, esa poblacion se configura por
medio de una seleccion al azar entre todas las reglas posibles (espacio del problema).
2 Bvalua las reglas, v si ¢l grado de efectividad global de las mismas es lo suficientemente bueno, de-
tiene el programa y muesira la mejor de ellas
3. Si cl grado de efectividad no es lo suficientemente bueno, ordena las reglas segiin su probabilidad
de activacion:
p=e/E

donde e ¢s su puntuacion y Ela suma de las puntuaciones para todas las reglas
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4. Calcula una nueva poblacién («generaciéns) de acuerdo con la probabilidad de activacion. Para ello
utiliza distintos operadores genéticos.

5. Repetir (3} y (4 hasta que se haya obtenido un candidato lo suficientemente bueno. Cada uno de los
pasos en este bucle corresponde a una generacion de individuos.

Los operadores genéticos utilizados en el 4° paso son:

— reproduccién: su funcion primordial es transferir una expresion de una generacion a la siguicnte.
Con ese fin, determina ¢l grado de adaptacion de cada una de las reglas existentes en la poblacion
de partida; las mejor «adaptadas» tienen una posibilidad mayor de aparecer también en las genera-
ciones sucesivas. Una forma de implementar ese operador es programando una funcién que cal-
cule el ajuste de cada una de lus reglas, y sume los ajustes de toda la poblacion. Fse ajuste total se
divide entre el ajuste particular de cada una de las reglas, con lo que se obticne una medida del
ajuste relativo- de cada una de las reglas. A continuacién, se asigna a cada una de las reglas un ran-
go de valores entre 1y 100. Por cjemplo, supongamos que la poblacion inicial contiene tres reglas,
cuyos ajustes relativos son: 0.3, 0.23, 0.25. Los rangos asignados son: 1-50, 51-75, 76-100. Seguida-
mente la funcién genera un niimero aleatorio entre 1 y 100: si ese nimero se sitda en el rango 1-
50, entonces ¢l programa hace una copia de la primera regla y la sitda en la segunda generacion;
si el nimero aleatorio se sitGa en el rango 51-75, entonces la segunda regla se copiard cn la siguiente
generacion, y asi sucesivamente. Obsérvese que la primera regla fiene un rango mayor que las
otras dos, puesto que su gjuste relativo es mayor; la probabilidad de ser seleccionada para repro-
ducirla serd, por consiguiente, también mayor.

— mutacion: induce pequenos cambios y modificaciones aleatorias en las reglas durante su reproduccion,

- de modo que en la generacion siguiente aparecen reglas aparentemente <nuevass,

— transmisién {«crossover=): permite la combinacion al azar de dos expresiones que se intercambian
pane del codigo en el que han sido implementadas. Una vez que se ha aplicado el operador de re-
produccion, las reglas que aparecen en la generacion siguiente se combinan a pares, con lo que
producen «descendencia» , esto es, nuevas reglas con caracteristicas mixtas extraidas de las reglas
que se han combinado.

Veamos un algoritmo genético en accion; el programa BEAGLE -Biologic Evolutionary Algorithm Gene-
rating Logical Expressions= (Forsyth 1989, Forsyth y Rada 1986) es uno de los més sencillos y atiles para la in-
duccion automitica de hipétesis arqueologicas. El programa contiene seis componentes principales que suclen
actuar sucesivamente unos después de otros. seen (Selectively Extracts Example Datar) transforma datos exter-
nos (por ejemplo, la descripcién morfométrica de unos bifaces) en un formato apropiado. rooT («Rule Orien-
ted Optimization Tester) comprueba una seri¢ inicial de reglas sugeridas por el usuario. Hers («Heuristic Evo-
lutionary Rule Breeder) genera reglas de decision de acuerdo con la seleccion natural. stem (Signature Table
Evaluation Module-) ordena y estructura las reglas producidas por el moddulo anterior. Lear (Logical Evaluator
And Forecaster»} utiliza el resultado de siem para producir predicciones o clasificaciones a partir de los datos
introducidos en ¢l primer componente.

El componente denominado HERB es el corazén de BEAGLE , pues implementa el algoritmo genético pro-
piamente dicho. Su funcicnamiento puede representarse por medio del diagrama de flujo que aparece en la Fi-
gura 5.5,

Supongarmnos que deseamos obtener una regla discriminatoria para distinguir la actividad econdémica que
tuvo lugar en un conjunto de asentamientos estacionales. La base de datos contiene 194 yacimientos descritos
por medio de los siguientes atributos:

FLORA 1 = Pino, 2 = Encina, 3 = Abedul

FAUNA 1 = Roedores, 2 = Ovicapridos,3 = Bévidos, 4 = Cérvidos.

VOLUMEN Cantidad total de matenal litico (en gr.)

N° DE HOGARES Cantidad de hogares distintos en cada asentamiento

ACTIVIDAD 10 tipos distintos de actividad, establecidos por analogia etnoarqueologica

TIPOS Tipelogia de dtiles liticos: 1 = buril, 2 = raspador, 3 = punta, 4 = pico, 5 = bifaz,
6 = nacleo, 7 = resto de talla.

YACIMIENTO Tipo del yacimiento, 1 = en llano, 0 = en lugar de dificil acceso.
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Evaluar cada regla en cada caso, primando las reglas

> .
mas cortas

\

Ordenar las reglas en orden descendiente de mérito,
y eliminar la mitad inferior

Y

Sustituir las reglas «muertas» apareando una pargja
de supervivientes elegido al azar

Y

Inducir una mutacién en una pequena cantidad
de reglas y ordenar las nuevas reglas asi producidas

v

N Hasta el final | S ——»

Fig. 5.5. Diagrama de Flujo correspondiente a un algoritmo genético. s

El algoritmo genético crea al azar y modifica sucesivamente varias reglas, hasta que alcanza un conjun-
to de soluciones estables, de acuerdo con un coeficiente estadistico predeterminado. En nuestro caso, las re-
glas resultantes podrian ser:

(ACTIVIDAD = 2)

$

((CYACIMIENTOZSN® HOGARES)—TTPOS)

$ 71,29 20 13 1 160

(FLORA<2.5)

$ 5617 20 28 1 145

((FAUNAZ2. G)<(((FAUNAZ2)>TIPOS)<VOLUMEN) )
$ 54,08 21 32 t] 141 -

Esta expresion empieza con el predicado (ACTIVIDAD = 23 que define el concepto que se pretende dis-
criminar. En otras palabras, ¢l objetivo es construir una regla que permita distinguir el tipo de actividad n® 2 (Caza
Mayor, por ¢jemplo). El programa ha inducido cuatro reglas posibles. La mds simple de ellas es:

(FLORA<2.5) .
$ 56,17 20 286 1 145

que afirma que la Actividad de Caza Mayor ¢sld asociada con aquellos yacimientos en los que se ha identifica-
do polen de pino y encina. La expresion FLORA<2.5 es verdadera para los valores 1 = Pino, 2 = Encina, y fal-
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sa en el caso del valor 3= Abedul. El signo $ lo utiliza BEAGLE como separador de reglas y no ticne nin.g,ﬁp
significado especial. El nimero 56,17 es la puntuacion adquirida por esta regla si la utilizamos como discrimi-
nante; se basa en ¢l cocficiente estadistico phi (una variante del Chi-cuadrado). Los otros nameros se leen ast
20 n° de yacimientos con polen de pino y encina en los que se han identificado actividades rela-
cionadas con la caza mayor
28 n° de yacimicntos con polen de pino v encina ¢n los que no se han idenrificado actividades re-
lacionadas con la caza mavor
1 n°de yacimientos con polen de abedul en los que se han identificado actividades relacionadas
con la caza mayor
145 n°® de yacimientos con polen de abedul en los que no se han identificado actividades relaciona-
das con la caza mayor

Como ninguna regla proporciona resultados perfectos, el programa ha inducido otras tres. El enunciado
de la regla

((FAUNA<2.6)<(((FAUNA>2)>TIPOS)<VOLUMEN)

es un ejemplo clarc que BEAGLE no sicmpre proporciona discriminantes claros y evidentes por si mismos. Una
de las peculiaridades del programa, que complica la lectura de las inducciones por él generadas, es que las ex-
prestones logicas del tipo (FAUNAZ>2) proporcionan un valor de 1.0 cuando son verdaderas y 0.0, lo cual trans-
forma una expresion booleana en un coeficiente numérico cuyos valores pueden compararse con otros valo-
res numéricos, tales como los que proporciona la variable VOLUMEN.

Analicemos con un peco mis de detalle cémo ha calculado el programa csas expresiones inductivas: ba-
sandosc en la teoria de los algoritmos gendéticos parcce haber sustituido una serie de reglas que no se ajusta-
ban lo suficiente a los datos iniciales por nuevas reglas generadas a partir de las anteriores. Por ejemplo, ima-
ginemos que en el segundo paso el programa hubiese producido aleatoriamente dos reglas:

{FLORA>2.5)
({YACIMIENTO+N® IIOGARES)<2)

Como resultado de la aplicacion de los operadores de transmisidon v reproduccion, el programa habria
producido una nueva generaciéon de expresiones intercambiando variables, valores y relatores; por ejemplo:

(FLORA<2)
(FLORASYACIMIENTO+N® HOGARES)

A continuacion el programa obliga a esas dos expresiones a luchar por su supervivencia; el grado de «adap-
tacidone de cada una de ellas, y por tanto la probabilidad de ser seleccionadas para formar parte de la siguien-
te generacion se calcula mediante fas estadisticas asociadas a la nueva regla: ¢l coeficiente phi o puntuacién de
esa regla, n® de casos a favor y en contra, etc.

La dificultad con los algoritmos genéticos es que el usuario no tiene control alguno del mecanismo de
descubrimiento; kos programas basados en algoritmos genéticos producen asociaciones al azar basandose en jui-
cios probabilisticos acerca de la idoneidad de las reglas asi generadas y despreciando ¢l conocimiento previo
que tiene el usuario acerca de las mismas. No es de extrafar, pues, que los resultados sean impredecibles. ,Qué
sentido tiene decir que la suma de los valores correspondientes 4 Jus variables YACIMIENTO y N° DE HOGA-
RES es mayor o igual que ¢l valor de la variable FLORA? Esa relacion existe, cfectivamente, en la base de da-
tos, por lo que es el resultado de una induccion «correctas, sin embargo no es dnterpretables ¢n t¢rminos ar-
queoldgicos.

Quizds la dificultad estribe en el operador genético usado: si la transmision de material «genéticos no se pro-
dujese al azar, v la hibridacion de reglas en generaciones sucesivas estuviese en todo momenlo controlada por
criterios de evaluacion heuristicos, esto es, especificos al problema que se quiere investigar, el mecanismo de los
algoritmos genéticos serfa (itil para resolver el problema de la excesiva cantidad de expresiones generales sin in-
terés para el usuario que resultan de la accidn de los programas de induccidn automitica. En cualquier caso, el
uso de algoritmos genéticos para representar inferencias cientfficas es, probablemente, uno de los aspectos mas
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interesantes de la moderna Filosofia Computacional de la Ciencia, si bien también el que necesita mayor trabajo
Leorico y de implementracién. Algunos intentos iniciales en ese sentido han sido realizados por R.A.Young (1990a).

Limitaciones de los programas de descubrimiento automatico

El algoritmo ID3 ha sido aplicado en Arqueologia por Pernidndez Martinez y Garcla de la Fuente (1991),
con resultados no excesivamente brillantes. Estos autores pretendfan analizar las posibles asociaciones entre 25
variables que describen 389 tumbas excavadas en una necropolis meroitica (Egipto, siglos TT1-T a.C.). Esas va-
riables hacian referencia al momento cronolagico, estado de la tumba (intacta o violada), tipo geneial, tipo de
fosa, de suelo en fosa y camara, de cierre de la cdmara, presencia o ausencia de superestructura sobre la tum-
ba, dimension de la rumba, posicion del cadaver, posicion del crineo, manos y piernas, tipe de acomoda-
miento del caddaven), presencia/ausencia de cuentas de collar, faldellin de cucro vy sudario de tela, posicion del
ajuar dentro de la ciamara, tipo cultural del ajuar v ndmero de unidades del mismo, ...

En la aplicacién del ID3 a este caso se tomd sucesivamente como variable a discriminar cada vna de las
anteriores, haciendo que el algoritmo agrupara los estados del resto de las variables, de forma que se discrimi-
naran univocamente en funcion de dichas agrupaciones los estados de la variable que en ese momento se to-

maba como diagndstico. En el caso del valor 7asel en la variable rasg, el programa obtuvo las siguientes aso-
ciaciones:

((TIPO C_OESTEXATAUD LECHOXEDAD NOJ)

FASE 1 2/52

({(TIPQ) C_OESTEXATAUD LECHO)XEDAD ADINMMANOS PEL)
FASE 1 6/52

((TIPO C_OESTEXATAUD LECHOXEDAD ADUXMANOS PAR))
FASE 1 1/52

Fs importante destacar la poca potencia de discriminacién (el porcentaje de casos que son clasificados
por la misma): en 52 tumbas adscritas a la fase 1, las tres reglas tan soélo son aplicables en 9 casos(2+6+1). La
dificultad no estriba en la imposibilidad de descubrir regularidades en la base de datos, sino en la aparicion si-
multdnca de un ndmero excesivo regularidades aparentes, cada una de las cuales tiene una relevancia muy es-
casa. Los programas de descubrimiento parecen ser incapaces de descubrir un esquema de regularidades o co-
ocurrencias general a toda la base de datos, produciendo en su lugar una enorme lista de expresioncs muy
especificas adscritas a un pequeno namero de casos dentro de la base datos. En otras palabras, los métodos v
algoritmos que estamos analizando tienen tendencia generar arboles de decision de tamafio monstruoso, que
no proporcionen informacién alguna.

Un problema semejante ha sido registrado por M.S. Lagrange y M. Renaud (19872) utilizando una variante
del método de Michalski (Sallantin y Quinqueton 1984, Forsyth v Rada 1986) para analizar la planta arguitec-
ténica de diversas iglesias goticas. El objetivo del andlisis era proponer [a definicion intensiva correspondiente
a una clasificacion empirica de iglesias cistercienses, basindose en 47 variables binarias, que incluian caracte-
risticas morfoméiricas de las plantas arquitectonicas, asi como informacion geografica y cronologica. El programa
(TRINITA), desarrollado por Sallantin y Quinqueton, utilizaba la adscripcion a las distintas clases empiricas
como variable dependiente, calculando la conjuncién de variables independientes asociada a cada uno de los
grupos de iglesias. Las generalizaciones adoptan ¢l formato siguicrne:

(NAPABA) & (—SICLFR) sTaT : 67 7 ; Div : 197.7
Que significa: <La expresion «descriptivo NAve_con_PAredes_BAjas esta presente y el rasgo Santuario_In-

dividualizado_con Capillas_Laterales_de_Forma_Redondeada no esta presente-, es verdadera en el 67% de los ca-
sos del grupo A v en el 7% de los casos del grupo Bs. Expresando lo mismo mediante una regla de produccion:

Si NAPABA es verdadero
y SICLFR es falso
Entonces, la pertenencia al grmipo 1 es verdadera.
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La primera dificultad estriba ¢n la longitud de la regla. 4Qué es mas convenienie, una regla de dos, de
tres, de cuatro, o incluso de quince clausulas? TriniTa, al igual que otros programas (por ejemplo el ¢caso ya co-
nocido de T.X.1.) permiten al usuario que defina ese parimetro, no obstanic, el criterio usado es totalmente ar-
bitrario. Atin con esta limitacion, se obtuvicron 440 reglas. Aunque TRINITA dispone de un modulo especifico para
reducir el nimero de reglas, basindose en su porcentaje de validez |, debiéramos plantearnos entonces si un
nimero tan grande de regularidades es una descripcién adecuada de la complejidad del esquema de asocia-
ciones y co-ocurrencizs subyacente en la base de datos, o bicn si es una consecuencia de la arbitrariedad y glo-
balidad de las estructuras de control.

Otras limitaciones o aspectos que afectan negativamente los resultados calculados por un programa de
induccion o descubrimiento son los siguientes:

» La naturaleza cambiante de los datos iniciales. La calidad de una generalizacion depende de la calidad
de los datos iniciales (ejemplos), v resulta imposible construir un conjunto completo v definitivo de
ejermplos positivos y negativos, sea cual sea el concepto a generalizar,

* Variables irrelevantes: no existe modo alguno de saber si una variable es rclevante antes de emplear-
la cn una formula de generalizacion. Por ejemplo, ;cémo saber qué es mas importante, st el didmetro
maximo o el diametro de [a base? La relevancia de los atributos no puede establecerse de manera ab-
soluta, sino dependiente de los objetivos: para definir la cronologia serd mis importante el didmetro
maximo, en anto que el didmetro de la base sirve para discriminar entre funciones posibles de una
vasija.

+ Importancia excesiva de los datos incompletos, que pueden llega a falsear totalmente una generaliza-
cion.

* Ruido blancor e incertidumbre. La Influencia del Azar (problemas de muestreo y errores de medida)
afectan también la calidad de los resultados obtenidos por induccion.

Los programas que estamos analizando no buscan «a cicgas- regularidades, sino que intentan «generali-
zap los efemplos positivos y negativos de un concepio inicial que pudieran existir en esa base de dato. Dada
esa condicion previa, si [a base de datos inicial contiene informacion heterogénea o redundantie, serd imposi-
ble definir una regularidad interpretable entre las regularidades descubiertas. Bl mecanismo automdtico (algo-
ritmo) debiera estar dirigido en todo momento por el conocimiento previo que tiene el usuario acerca de la dis-
tribucién de [as propiedades en el conjunto de ejemplos de partida. Ese conocimiento es, precisamente, ¢l que
nos ha permitido distinguir entre <ejemplos positivos v «ncgativos- del concepto que vamos a inducir; resulta
evidente que ese conocimiento se expresard en términos de las propiedades que describen los ejemplos. En de-
finitiva, los programas presentados en este capitulo son efectivos tan sélo en la medida en que hayamos defi-
nido previamente aquello que deseamos descubrir, La pregunta que vamos a resolver con ayuda del programa
no es Qué regularidades pueden definirse en esta base de datos? sino, jestdn asociadas las variables X, Y, Z en
esta base de datos?

El conocimicnto previo que necesitamos para «inducir o generalizar conceptos arqueologicos adopta la
forma de:

+ expresiones observacionales (1IECIIOS), que representan el conocimiento especifico acerca de deter-

minados objelos, situaciones O procesos

* una expresion general hipotética (que puede ser nula)

conocimiento general que define los supuestos y limitaciones impuestos a las expresiones observacionales
v a la expresion general hipotética. Sucle adoptar el aspecto de un criterio de preferencia o criterio de
validez.

la necesidad de conocimiento previo también es caracteristica de la Induccién Estadistica: en muchas

* ocasiones los arquedlogos nos olvidamos de la importante distincion estadistica entre variables experimentales
v variables observadas, aplicando indiscriminadamente la formula de la correlacion a simples variables observa-
bles, cuando lo realmente importante es Iransferiy ¢l conocimiento que ya disponemos acerca de la variable ex-
perimental 4 un conjunto de variables observadas correlacionadas. En términos formales, tanto en el caso del des-
cubrimiento de expresiones simbolicas como en el de expresiones estadisticas lo que se pretende es lo siguiente:

dado un conjunte de artefactos arqueoldgicos adecuadamente descritos por medio de diversos atri-
butos (d; , d; , d, .0, y una (o varias) variables experimentales o controladas(A) , hay que encontrar

108



ARQUEOLOGIA AUTOMATIGA. INTELIGENCIA ARTIFICIAL EN ARQUEOLOGIA

los rasgos descriptivos comunes a los ejemplos de A, es decir, identificar (y resumir) un cierto grado
de coherencia en los objetos que verifican A.

A diferencia de lo que pudicra creerse, ¢l objetive no es calcular los valores de la variable A a partir de
los arributos que describen los ariefactos arqueoldgicos, sino como expresar de manera compatible a esos atri-
butos la expresion general (4 ) cuya idea basica se conoce.

Aprendizaje Automatico en sistemas a base de Redes Neuronales

Vimos en el capitulo 2 que, en una red neuronal, cada unidad de procesamiento (neurona) recibe esti-
mulos a lo largo de sus conexiones de entrada, y los traduce en una respuesta de salida, que serd transmitida,
a su vez a lo largo de la conexidn de salida que une esa unidad de procesamiento con las demds (cf. de nue-
vo la Fig. 2.5). Esa respuesta de salida es una simple funcidon matemdtica, que suma todos los valores de en-
trada, y envia como respuesta un nimero que depende de esa suma. En ocasiones, el valor transmitido es el
resultado de la suma (funcion lineal), en otras ocasiones, por el contrario, la neurona o unidad de procesamiento
envia stempre el mismo valor (por ¢jemplo 1.0), sicmpre y cuando la suma de los inputs alcance determinado
umbral (funciones sigmoidales o bocleanas). La forma concreta en que la unidad relaciona la senal de salida
con la suma de las sefales de entrada se denomina funcion de activacion.

En una red neuronal, las unidades de procesamicnto o neuronas estan conectadas por una gran canti-
dad de enlaces ponderados, por los cuales pasa la sefial procedente de las unidades de procesamiento. Cada
unidad recibe muchas sefiales a través de las conexiones de entrada; algunas de ellas proceden de otras uni-
dades, otras proceden del mundo exterior, a través de un sistema de entrada de datos. Cada unidad tiene mu-
chas de conexiones; sin embargo, sélo produce una Unica sefal de salida. Esa sefial de salida se transmite por
las conexiones de salida (que son anilogas de las dendritas en la neurona humana), cada una de las cuales ter-
mina en una destinacién diferente. Cada una de esas ramas o conexiones de salida transmite la misma schal,
pero con intensidad diferente debido al peso o ponrderacion que recibe cada una de las conexiones.

Cuando la red neuronal esti en funcionamiento, cada unidad recibe clerta estimulaciéon de las restantes
unidades de procesamiento. Esas sefiales se modifican cuando pasan a través de conexiones ponderadas. Dado
que los pesos o ponderaciones son distintos entre si, cada unidad recibird una estimulacion distinta a la de sus
vecinas. Come resultado, ciertas combinaciones de unidades se activardn con grados distintos segin sea el es-
timulo que reciban.

Supongamaos una red neuronal que contenga dos conjuntos de unidades (Fig.5.0). El primer conjunto con-
tendrd una descripcion del dato arqueoldgico que queremos interpretar.

Dispondremos, pues, de tantas unidades de procesamiento como variables o rasgos descriptivos sean ne-
cesarios. La estimulacidn de esas unidades procede del exterior, es decir, que su grado de activacion coincide
con el valor de la variable que describe €l artefacto arqueoldgico: 1a activacion de la unidad dongitud» serd igual
a 13.5 ya que ése es el valor de la variable; en el caso de atributos presencia/ausencia, la activacion serd 1 si el
rasgo estd presente y 0 si no lo estd. El segundo conjunto de unidades contendra tantas unidades de procesa-
miento como soluciones alternalivas tenga nucstro problema: cronologias posibles del material arqueologico.
El proposito ¢s que la descripcion de un material se traduzea en un vector de activaciones de las unidades del
primer grupo, activindose a continuacién alguna de las unidades del segundo grupo {cronologias), como re-
sultado de las sefales de respuesta enviadas a travls de las conexiones que unen ambos grupos. Obviamente,
cada unidad del primer grupo dispone de conexiones con todas y cada una de las unidades del segundo gru-
po, de modo que cualquiera de los resultados del problema tiene una probabilidad igual de ser activado.

En palabras mas sencillas, si un artefacto es semejante a ofro, la activacion de las unidades del primer
grupo (Descripcion) serd idéntica (o muy parecida en ambos casos), y por consiguiente también lo serd la ac-
tivacion de las unidades del segundo grupo (Cronologia). Si un artefacto es distinto a otro, la activacion de las
unjdades del primer grupo sera diversa, como lo serd la sefial de respuesta que éstas envien y la unidad del se-
gundo grupo activada en correspondencia.

Para que este objctivo pueda cumplirse debemos fijar el peso o ponderacion de fodas las conexiones
que unen ¢l primer grupo con el segundo de modo que cumplan el requisito antes establecido: objetos dis-
tintos, distintas respuestas; objetos semejantes, semejanies respucestas. Bsle proceso de aprendizaje pucde ser
realizado por medio de un algoritmo determinado. El mas conocido de todos los empleados actualmente es

109



CUADERNOS DE ARQUECLOGIA MEDITERRANEA / TOMO 1t

D SIGLOX  SIGLOIX SIGLOVII
E () LONGITUD 5
S ’ R
C (O DM. MAXIMO N
R SIGLOVI  SIGLOVI  SIGLOV g
I O ALTURA 0
; 0
C (O ALTURA CARENA <
('5 O DM. BOCA SIGLOIV  SIGLOIl  SIGLOH i
N e z @ A

Fig. 5.6. Ejemplo de una red neuronal sencilla, con dos capas de unitdades de procesamiento, una de entrada (input )y
otra de salida (output ). Todas las unidades de la capa de entrada estdn conectadas con todas las unidades de la capa
de salida, si bien para no complicar en exceso el esquema s6lo se han representado las conexiones de ia primera y iltima
unidad.

el denominado algoritmo de retroprogacién de los errores, que nos permite calcular el valor de la ponderacidn
de todos los pesos que unen las unidades de entrada con las de salida. Se trata, en realidad, de un aprendi-
zaje supervisado, ya que necesitamos un conocimiento inicial (resultados asociados a descripeiones) que hard
las veces de «profesor- del programa, esto es, dird en todo momento, qué aprendizaje es correcto y cual in-
COIrecto,

Estc algoritmo de aprendizaje de los pesos o ponderaciones de una red fue disenado inicialmente por
Rumelhart, Hinton y Williams (1986). No es el mejor de todos los algoritmaos de aprendizaje disponibles (cf. Cau-
dill y Butler 1992), pero es muy il en clertas tareas especificas, siendo ademds el algoritmo cuyas propieda-
des muestrales son mejor conocidas. Existen abundantes implementaciones comerciales sobre microordenador
por menos de 200 ddlares, que aparecen en el anexo.

Las redes neuronales que utilizan el aprendizaje por retropropagacicn de los erroves tienen dos caracte-
risticas fundamentales. En primer lugar cuentan con un grupo intermedio de unidades de procesamiento -las
unidades ocultas cuyo proposito es simplemente computacional: permiten que ¢l sistema pueda aprender a
distinguir estimulos parcialmente semejantes. Las unidades en ese grupo, pues, no «significan- nada en térmi-
nos arqueoldgicos, mientras que las unidades situadas en los otros dos grupos s/ que tienen significado: «des-
cripeions y «sresultador (Fig. 5.7). Topoldgicamente, todas las unidades del primer griipo estan unidas a todas las
unidades ocultas, mientras que todas las unidades ocultas estin unidas a todas las unidades del tltimo grupo.
No existen conexiones, ni positivas ni negativas, entre las unidades de un mismo grupo.
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Fig. 5.7. Arquitectura bdsica de una red neuronal calculada por retropropagacion.

Cada unidad recibe una estimulacién procedente de las unidades de procesamiento en el grupo que la
antecede. Ast, ¢l primer grupo recibe las estimulaciones del exterior (una base de datos que contiene una des-
cripcién del registro arqueoldgico), las unidades ocultas se activan cuando reciben estimulaciéon de las unida-
des situadas en el primer grupo. La respuesta es activada, por tanto, por intermediacion de las unidades ocul-
tas. ‘Todas las unidades, sin distincion del grupo al que pertenecen, usan la misma funcion de transferencia. Es
decir, que la cantidad de estimulo que reciben es igual a la suma ponderada de las conexiones. La respuesta
proporcionada por cada unidad se calcula mediante la funcidn sigmoidal anteriormente expuesta.

Una vez definida la topologia de la red, podemos iniciar el algoritmo de retropropagacion. Para ello ne-
cesitamos una base de datos que contenga el valor de activacion de las unidades del primer grupo y del se-
gundo grupo. En otras palabras, precisamos de un conjunto experimental de datos en los que hayamos podi-
do asociar previamente la descripcion con el resultado. La mision del algoritmo es comparar la sefial de respuesta
emitida por las distintas unidades con la respuesta conocida de antemano; la ponderacion de las conexionces
entre todas las unidades se va corrigiendo iterativamente, cada vez que el sistema intenta calcular el estado de
la activacion de la unidades tinales partiendo del mismo vector externo inicial, pero con una topologfa modifi-
cada. Como resultado del proceso iterativo de correccion, los resultados proporcionados por el sistema se van
aproximando cada vez mis a los conocidos. El error se reduce, pues, a medida que aumentan los ciclos itera-
tivos de correcciom. El procedimiento es, en realidad, bastante sencillo, ya que intervienen tan sélo sumas y di-
ferencias de vectores, asi como productos escalares de vectores por constantes, no obstante, todos esos cilcu-
los se producen en paralelo, ya que cada unidad de procesamicnto en el Glimo grupo cstd unida a todas las
unidades de procesamiento ocultas, por lo que es necesario corregir una gran cantidad de conexiones para cada
caso. No debe extrafiar, pues, que el proceso de aprendizaje, aunque se parta de una base de datos reducida,
necesite varias horas de cdlculo en un ordenador personal de mediana potencia.

El algoritmo de retropropagacion del error ¢s un procesc iterative de correccion y refinamiento progre-
sivo de la matriz de pesos neuronales creada por la funcidn anterior: en cada ciclo, se utiliza el error (diferen-
¢ia entre el resultado real v el calculado por el programa) para ajustar los pesos y la funcion de activacién de
cada una de las neuronas que componen el sistema, de forma que ese error se reduzca progresivamente, man-
teniendo constantes los estimulos iniciales. El algoritmo actta del modo siguiente: para el estimulo 7 de la neu-
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rona jen ¢l tereer nivel (el del resultado), se asigna un valor aleatorio al peso wy ajustandolo progresivamente
al valor especificado en ¢l estimulo; para cllo s¢ suma el peso aleatorio inicial 4 un término determinado por
el producto de la proporcion de aprendizaje, del término de error y el valor de cada uno de los estimulos. Una
vez caleulados los términos de error en el Gltimo nivel, se repite el procedimiento para el nivel de ncuronas
ocultas y, finalmente, para cl nivel inicial, variando en cada caso el término de error utilizado, ya que en cada
uno de los niveles se utiliza la suma del error alcanzado en el nivel siguiente. Bl algoritmo recibe €l nombre de
la accion que lo caracteriza: la propagaciéon hacia atris del término de error.

La mayoria de implementaciones comerciales de este algoritmo ofrecen al usuario del programa varios
resultados: en primer lugar los valores de la funcion de activacion, algo que nos interesa bastante poco. Ll re-
sultado de la induccion aparcce de dos formas: ¢n primer lugar como <aproximacion- a la conceptualizacion del
estimulo; asi, si una de las matrices binarias era caracteristica de ceramicas de baja calidad (escala = 1), la red
utilizara los valores de la funcién para aproximarse a ese valor, 0.96 por ¢jemplo. Si la calidad fuese excelente
(escala=4), la aproximacion seria de 3.94 posiblemente. El usuario ha de estudiar estas aproximaciones para de-
cidir si la red neuronal ha generalizado correctamente los ejemplos o si resulta preciso variar algunos pardme-
tros para que su efectividad sea mayor. Se deja en manos del usuario la decision final acerca de la «eficacia- del
programa €n ¢sa siluacion concreta.

El segundo resultado util es la prediccion: junto a los estimulos hemos introducido varias matrices bina-
rias sin especificar la calidad de ceramica correspondiente: es la red neuronal la que utilizard los valores de la
funcion de activacion para caleular esa adscripeion, también en términos de aproximacion, por lo que leeremos
resultados como: 2.93; 1.57; 0.30; 3.75; etc. que utilizaremos para adscribir cada caso a una categoria distinta.

Veamos un ejemplo. Analizaremos las mismas representaciones rupestres que nos sirvieron para introdu-
cir el uso de los Sistemas Expertos: las Estelas Decoradas del Sudoeste (cf. Capitulo 3). Las 30 primeras unidades
de procesamiento (neuronas) representan la informacion descriptiva, y coinciden con las siguientes variables:

1 Presencia de escudo
2 Presencia de espada
3 Presencia de lanza
4 Presencia de «espejiforme- (0 maza, o ira»)
5 Presencia de Figura Humana
6 Presencia de peine
7 Presencia de fibula
8 Presencia de carro
9 Presencia de casco ,
10 Presencia de mis de una Figura [Tumana - ,
11 Presencia de animales - .
12 Presencia de arco y/o flecha s oo
13 Presencia de series de puntos ' o , L v
14 Presencia de diadema '
15 Escudo y Figura Humana simétricamente dlspue‘sto's cn plano horizontal.,
16 Escudo y Figura Tlumana simétricamente dispuestos en plano vert.
17 Escudo en posicion sceundaria respecto a la Fig. Humana
18 Espada y lanza paralelas, flanqueando el elemento central
19 Espada y lanza, paralelas y juntas
20 Espada cruzada sobre la figura Humana
21 Espada y lanza independientes
22 Escudo con escotaduras en V en todos los circulos
23 Escudo con circulo exterior con escotadura en V, e interior sin ella
24 Escudo con circulo exterior sin escotadura en V, ¢ interior con ella
25 Escudo con circulos concéntricos lisos
26 Escudo con lincas paralelas
27 Escudo con disposicion radial
28 Escudo redondo, liso, sin escotaduras
29 Casco dc cuernos
30 Casco de cresta

v
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Cronoldgicamente, estos monumentos deben situarse entre el 1100 a.c. y el siglo VI a.c. (cronologias no
calibradas). Este periodo de tiempo ha sido dividido cn cuatro fases:

— BRONCE FINAL I1

— BRONCE FINAL TIT -Horizonte de la Ria de Huelva-
— ORIENTALIZANTE
— POST ORIENTALIZANTE

Dado que suponemos que la seriacién cronolégica sera diferente en distintas zonas geograficas, han sido
anadidas nuevas variables:

— VALLE DEL TAJO

— VALLE DEL GUADIANA

— VALLE DEL ZUJAR

— VALLE DFEL GUADALQUIVIR

Por consiguiente, la capa de salida de la red dispondri de ocho unidades. Estableciendo un total de diez
unidades intermedias (en la capa oculta), la red contiene un total de 48 unidades o neuronas. (Fig. 5.8).

® File Edit Group Defaults Windows Functions Macro Extra

ESTELAS 3.1

|2i1

1

mem frees: 4315836

Fig. 5.8. Arquitectura del programa estelas en ki que todas las unidades de procesamienio esidn inlerconeciadas enire si.
(Usando el programa MacBRAIN 3.0, de Neurix, Inc.).

Se ha seleccionado un conjunto inicial de 33 estelas cuya cronologia es conocida, debido a la aparicion
en ellas de algin elemento iconografico datable por su semejanza con el registro arqueoldgico (espadas pisti-
liformes, espadas de lengua de carpa, fibulas de codo, ausencia de fibulas de codo, ... cf. Barceld 1989). Los
pesos y niveles de activacion de las unidades ocultas en red neuronal han sido calculados a partir de esa base
de datos. En cada uno de los casos se ha consignado ¢l drea de geogrifica de aparicion, y la cronologia mas
probable. Para que la red neuronal aprendiese por retropropagacion a discriminar las Estelas de una Cronolo-
gia v Region sc han seguido los siguientes pasos:
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1. Asignar al azar unos valores a las interconexiones iniciales (todos con todos)
2 Introducir un registro (descripeion de una Estela)
3 Activar el estado actual de la pauta de interconexiones (utilizacion de la Funcion SIUIHOlddl de

Activacién)

4. Comparar el resultado obtenido con el resultado que aparece en l4 Base de Datos y que Corres-
ponde a la descripcién de esa Estela)

S Utlizar ¢l algoritmo de retro-propagacion del error para corregir los errores observados entre el
resultado producido v el conocido.

6 Introducir un nuevo registro (otra Estela).

Este algoritmo ha sido repetido unas 2000 veces, lo que ha exigido unas cuatro horas de tiempo, hasta
que se obtuvo una solucién estable (los errores en el resultado entraban dentro de un intervalo de probabili-
dad aceptable).

Una Red Neuronal no puede utilizarse como si de los resultados de un Andlisis Estadistico se tratase. El
grafico que obtenemos al final no es un dendograma comparable a los que obtenemos al final de un Analisis
de Conglomerados, por cjemplo. En resumidas cuentas, una red neuronal no permite que su resultado sea le-
ido, sino que una vez creada la pauta de interconexiones entre unidades de procesamiento, ¢l usuario debe ex-
perimentar con ella a fin de contrastar (0 no) sus hipotesis. No olvidemos que una Red Neuronal es un pro-
grama de ordenador, y no un fichero de nimeros; como tal, ¢l programa no contiene informacion valida, sino
que es tan solo un mecanismo de razonamiento que debiera permitirnos resolver ciertos problemas.

Lo primero que debemos hacer es averiguar si la topologia de la red obtenida tras la aplicacion del al-
goritmo de retropronagacion tiene un minimo grado de fiabilidad, esto es, si no se equivoca al establecer la cro-
nologia y la adscripcién geografica de las Estelas que han sido utilizadas en su creacién. Los resultados obte-
nidos en esta primera experimentacion han sido excelentes. En todos los casos el programa asigna la cronologia
correcta a las distintas Bstelas. Se observa, no obsmante, su resistencia 4 trabajar con «excepcionesy, COmo son
ciertas Estelas con un esquema iconogrifico caracterfstico del valle del Tajo, pero aparecidas en el valle del Gua-
diana. La Red Neuronal no proporciona resultados ideales cuando las diferencias entre los datos son muy es-
casas.

La siguicnte tarea esta directamente relacionada con el andlisis de Estelas fragmentadas. De lo que se tra-
ta, ahora, es estudiar cual es la relevancia de cada una de las variables, ora juntas, ora por separado. Activare-
mos la Red Neuronal, no con descripciones de estelas, sino con descripeiones hipotéticas, del tipo:

sQué pasaria si una Estela contuviese tan sélo un casco de cresta?
Qué pasaria si una Estela contuviese tan so6lo un cscudo de circulos coneéntricos?
sQué pasaria si una Estela contuviese tan solo un espejo y un carro?

Los resultados son extraordinariamente interesantes. Como cra de esperar, los atributos mas gerteraliza-
dos (los que aparceen en todos los monumentos) son muy poco discriminantes. Si aparecen aislados en una
Estela dificilmente podremos conocer su cronologia o lugar de aparicidon. Mayor significacidon tienen las varia-
bles que registran la distinta tipologia de escudos. Asi, se demuestra como el escado con escotaduras en V en
todos los circulos ¢s propio del Bronce Final 11T, es decir, activando la unidad de entrada ESCUDO CON ESCOTA-
DURAS EN V se obtiene una Unica activaciéon en la capa de salida: [a unidad pronNcE FINAL 1. Lo mismo sucede el
caso del escudo con escotaduras solo en el circulo interfor, mientras que el escudo con escotaduras en V en el
exterior es caracteristico del Orientalizante Pleno. Cuando en la Estela sd/o aparcee una figura humana, la si-
mulacion nos indica que se trata de un prototipo tardio, del siglo VI a.c.

Las variables iconograficas, esto es, aquellas que describen la manera en que estdn dispuestos los moti-
vos representados en las Estelas han proporcionado poca informacion. Lo més interesante procede de la ma-
nera en que se asocian la espada v la lanza: cuando estos elementos flanquean la figura central (ya sea un an-
tropomorfo o un escudo) se trata de un prototipo antiguo, datable en el Bronce Tinal II 6 Bronce Final 111, Cuando
la espada v la lanza aparecen paralclas y juntas, la cronologia mas probable ¢s 1a del Post-orientalizante, en tan-
to que la espada cruzada sobre la figura Humana aparece indistintamente en el orentalizante y en el Post-orien-
talizante, esto es, se activan dos unidades en la capa de salida para una sola activacion en la capa de entrada.

Se han realizado diversas simulaciones para cstudiar como responde la red neuronal ante estimulos con-
tradictorios v ante estimulos que se refuerzan mdtuamente. Comentaremos aqui s6lo alguno de los resultados
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mas evidentes. Por cjemplo, al activar dos variables contradictorias en la capa de entrada, como son fibula y
escudo/fignura Humana en posicion simétrica vertical aumenta la indeterminacion cronoldgica, ya que se acti-
va més de una unidad en la capa de salida; en otras palabras, una Estela que mostrase esas dos variables en su
descripeidn no podria ser asignada, con claridad, a ninguna datacion. En el caso de la activacion a partir de las
variables espejoy casco de cuernos observamos que al ser los resultados de cada una de las dos variables muy
semejantes, el resultado conjunto no varia del obtenido al procesar por separado cada una de las variables. Lo
mismo sucede en la activacion de las variables carro y escudo con escotaduras en V, o bien carroy figura bu-
mand, si bien en el primer caso, la fijaciéon cronolOgica de la segunda variable reduce la indeterminacion de la
variable carro.

En definitiva, cuando las variables activadas son contradictorias, en algunos casos aumenta la indetermi-
nacion, al equilibrarse la probahilidad entre cronologias alternativas. Por ¢l conlrario, siempre que la red sea
activada con variables asociadas (presentes en los monumentos de la misma época), los resultados obtenidos
en la activacién individual se mantienen o se refuerzan {mis detalles de este ejemplo aparecen en Barceld
19954, 1995h).

Ahora bien, la validacion de todos estos resultados dependerd de la verosimilitud que concedamos a la
red neuronal. Ciertamente hemos basado esa verosimilitud en los resultados de la primera tanda de simulacio-
nes, esto es, las experimentaciones con Estelas conocidas: en todos los casos, la red neuronal ha proporciona-
do los resultados esperados. Pero, 1a muestra de datos utilizada en la creacion del programa pucede ser parcial
o incompleta, o bien, los resultados de la investigacion arqueoldgica pueden superar rapidamente a lo que se
sabia en un momento dado, y eliminar los criterios sobre los cuales se han creado los pares (DESCRIPCION-CRO-
NOLOGIA). De ahi que resulte imprescindible insistir en el cardcter fundamental que tiene la seleccién de los da-
tos iniciales. La fiabilidad del andlisis depende, pues, de la manera en que hayamos sceleccionado esa informa-
cién.

Limitaciones de las Redes Neuronales

Aparentemente, el algoritmo de retropropagacidn y el aprendizaje a base de redes neuronales no pare-
ce seguir el algoritmo general de generalizacion como basqueda, o algoritmo de Mitchell, con el que empezi-
bamos el capitulo. El énfasis en el «ajuste» iterativo de los pesos neuronales y funcidn de activacion nos remite
a un algoritmo de optimizacién, antes que a un algoritmo basado en la bisqueda heuristica. A pesar de ello,
no parecen haber demasiadas diferencias en lo que pudiéramos llamar la «epistemologia- del método. Tanto el
«aprendizaje. o descubrimiento simbdélico como el neuronal estin basados en el mismo principio: encontrar el
rasgo comun a una serie de ejemplos positivos y/o negativos, calculando a continuacion la «similaridad» de nue-
vos estimulos con los ya conocidos para predecic su adseripcion o no al concepto al que se refieren los ejem-
plos.

Las diferencias en uno y otro caso estriban en la computacion, esto es, en la manera de estimar los tér-
minos generales a partir de los ejemplos particulares. 5i en el aprendizaje simbolico el término general a indu-
cir es corregido paso 4 paso, a medida que se presentan nuevos cjemplos positivos o negativos, ¢n ¢l caso de
las redes neuronales esto se hace por medio de una traduccién del ejemplo en términos de una funcién mate-
matica. En otras palabras, cambiando los pesos de las neuronas y no introduciendo nuevos estimulos. Los mo-
delos de aprendizaje en una red neuronal son reglas o procedimicntos que explican 4 cada una de las neuro-
nas como maodificar sus pesos y conexiones en respuesta a ciertos estimulos. De este modo, la redundancia de
los estimulos iniciales no afecta al resultado final, si bien el algoritmo no funciona muy bien del todo (bajo po-
der predictivo) cuando las diferencias entre los estimulos iniciales son minimas.

Otra ventaja de las redes neuronales es que algunos algoritmos de activacion neuronal permiten el apren-
dizaje sin nccesidad de definir ejemplos positivos y/o negativos; es decir, se trata de programas capaces de re-
alizar inducciones a ciegas o no supervisadas. El método mis conocido capaz de ello es el algeoritmo de auto-
organizacion (Kohonen 1988): su funcionamicnto no s¢ basa ¢n la correecion progresiva del error, ya que al
faltar los ejemplos no hay manera de calcular la diferencia entre el resultado esperado y el calculado, sino en
la agrupacion de estimulos que activan neuronas vecinas entre si. Ll nivel final, aque] cuyas neuronas repre-
sentan el resultado, corresponde a las agrupaciones de neuronas provocadas por los estimulos en el primer ni-
vel. Los pesos de las neuronas se organizan de modo que las neuronas topoldgicamente unidas sean sensitivas
a estimulos semejantes entre si. Al igual que en el algoritmo de retropropagacion, los pesos neuronales son es-
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tablecidos al principio de muncra aleatoria, siendo mejorados progresivamente, si bien, ¢l término de correc-
cién no €s ahora el término de error, sino la distancia cuclidea entre el estimulo v ¢l resultado.

Estas ventajas de las redes neuronales sobre el aprendizaje simbolico o heuristico, debhen compensarse
con las desventajas obvias del método. En primer lugar, el fendmeno de caja negra : el procedimiento de cal-
culo del algoritmo de retropropagacion es mucho mas complejo, matemdticamente, que las técnicas estadisti-
cas multidimensionales. {Y se trata del algoritmo de aprendizaje neuronal mas sencillot En definitiva: la red ncu-
ronal es efectiva, y resulta sencillo para el usuario apercibirse de csa efectividad, no obstante, al desconocer los
cilculos el usuario puede ser incapaz de crear una red neuronal. En este sentido es importante tener en cuen-
ta que la parametrizacién inicial de la red es muy importante: antes de empezar una sesion de aprendizaje, cl
usuario debe fijar por si mismo muchos de los valores iniciales de la funcidn de activacién, tales como la pro-
porcidn de aprendizaje, nivel de ruido existente en el estimulo, tolerancia del entrenamicnto y de la compro-
bacion, cantidad de jteraciones necesarias, etc. Aunque los programas comerciales incluyen valores por defec-
to, estos no suelen concordar con ¢l problema que se pretende resolver.

Otro inconveniente de las redes neuronales es mids ¢ecnolégicos que tedrico: la teenologia informatica
utilizada hoy en dia para programar reces neuronales no esta lo suficientemente probada. Pongamos por ¢aso
la cuestion de la configuracion de la red: parece estar claro por qué ¢l primer y el dltimo nivel de neuronas tic-
nen el nimero de unidades que tienen: coinciden con el enunciado del problema y la solucion que se busca.
Pero ;qué decir del nivel intermedio, de las «nigmaticas neuronas ocultas, cuya funcion exacta no es bien co-
nocida? Los resullados serdn distintos si configuramos la red con dos, cuatro, cinco o las neuronas que sean.
En otros casos podemos dispener incluso redes de cuztro o més niveles (en un microordenador el miximo sue-
le ser 6-10 niveles), en los que las neuronas ocultas se agrupan en distintos niveles. ;Qué configuracion es la
mejor v por qué motivo? El inico criterio que proponen los informaticos ¢s la [tabilidad de la prediccion, o bien
ciertas medidas estadisticas que hacen referencia a la distribucion del error de clasificacién. En cualquier caso,
parecen soluciones ad-boc para salir del paso, sin que revelen un conocimiento profundo de lo que estd cal-
culando el ordenador y por qué lo hace.

Quizis esto sca lo mas irritante en la «nduccion neuronal, Se trata de un procedimiento de generaliza-
cién efeciivo, pero cuya complejidad estd muy por encima del nivel del arquedlogo que pretenda usarlo. Ta con-
clusién, a mi juicio, es evidente, jno debiéramos prescindir del método, sino empezar a estudiar algebral
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Simulando la conducta del hombre prehistorico | o o

Durante mucho tiempo los matematicos han trabajado con Sistemas Artificiales que parccian capaces de
modificar por si solos su estado inicial. Me reficro a las téenicas de Simulacion y Modelizacion, procedimientos
de resolucion de problemas en el que lo que se pretende averiguar es la situacién futura de un sistema real.
Esa solucion aparece como la evolucion logica del estado inicial del sistema. Supongamos, por ejemplo, que
hemos de averiguar, dado el conocimiento que tenemos de una cormunidad humana en una fase cronologica
determinada (Estado Inicial), si alcanzard o no un nivel de desarrollo social determinado (Estado Final). Lo fun-
damental, pues, radica en la formulacidn de la ley evolutiva capaz de esa transformacion, es decir, en el pro-
cedimiento capaz de transformar el Estado Inicial en Estado Final.

En ¢l fondo, csos Sistemas no son mds que scrics de ccuaciones que representan ciertas entidades rea-
les y que simulan su conducta, Bsquematizindola al maximo, una simulacién informitica puede ser vista como
«¢] arte de explorar un campo de posibilidades a partir de leyes formales definidas a priori- (Quéau 1986: 118).
Esto es, una entidad artificial compleja (un sistema de ecuaciones) «que se refiere a si mismar (aulorreferencicn)
por medio de iteraciones y retroacciones. La simulacion permite a los signos matemadticos (simbolos, al fin y al
cabo) proliferar automadticamente, podriamos decir, casi «bioldgicamenter, constituyendo una materia experimental
susceptible de todo tipo de manipulacidn. El mecanismo informidtico del simulador analiza las distintas y suce-
sivas modificaciones del sistema real simulado centrindose en la «onducta individuals de sus componentes, con-
ducta que suele representarse por medio de ecuaciones matemadticas, pero que puede programarse también me-
diante un Sistema a base de Reglas ¢ un Sistema a base de Encuadres (Orientado a Objeto). El programa
resultante, no obstante, se limitard a una sirmulacion disereta (esto s, sin ceuaciones diferenciales, que son las
que permiten representar mejor la evolucion temporal de la entidad simulada).

La estructura hasica de un Sistema Experto modificado de ese modo seria:

* unz Base de hechos que contenga la descripeidn del Sistema en ¢l momento inicial

s un conjunto de objetivos que especifiquen la forma que adoptard la entidad simulada al tinal de la
simulacion

* una serie de reglas, responsables de la modificacion del Estado Inicial ¢hechos) en Estado Final (ob-
jetivos). Obviamente, esas reglas representan los procesos reales responsables de la evolucion de
la entidad o entidades simuladas.

Ta unica, v fundamental, diferencia con los Sistemas descritos en capitulos anteriores es que las reglas de
produccion no representan un mecanismo de inferencia, sino procesos fisicos, existentes en el mundo real, sus-
ceptibles de modificar el estado inicial del sistema, tal y como ha sido representado en la Base de Hechos. En
términos de simulacion, lo Gnico que hemeos realizado es substituir las ecuaciones matemdticas por reglas de pro-
duccion, formato de representacion mds adecuado para aquellos fendmenos no expresables matemdticamente.

De todo ello se deduce que no cualquier sistema evolutivo es inteligente. A nadie se le ocurriria decir
que una simulacion es «inteligente-, sino que es sofisticada, correcta, ete. Lo importante no esta en la transfor-
macion del Estado Tnicial en Estado Final, sino la «consciencia» que pueda tener el Sistema de que sus conteni-
dos han evolucionade. Veamos un ejemplo (adaptado libremente de Tello 1989: 269ss).

Sea un yacimiento arqueoldgico en el que se asentd una comunidad humana esencialmente agricola, con-
clusién a la que se ha llegado analizando la calidad de los suelos cultivables y la cantidad y diversidad de Gui-
les relacionados con actividades agrarias. El yacimiento mis cercano (y Gnico) en varios kildmetros a la redon-
da, es un asentamiento dedicado esencialmente a la produccidn de mineral, situado en una region de suelos
agricolas pobres y con un registro arqueoldgico en el que faltan Gtiles dedicados a las actividades agrarias. En
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el principio de la simulacion, la situacién en el yacimiento agricola (yacimiento A) es mis prospera que en el
yacimiento B (minero): drea de habitat mas extensa, estructuras de residencia mas complejas, y arquitectonica-
mente elaboradas; abundancia de representaciones artisticas, etc. El yacimiento B, esta al borde del abandono,
ante la falta de recursos alimentarios. La finalidad de la simulacion es analizar €l mecanismo dc intercambio en-
tre ambos, de manera que en el Estado Final del Sistema ambos constituyan una red reciproca en la que los mi-
nerales son intercambiados por comida.

La representacion del conocimiento se realiza por medio de encuadres, en el que las entidades funda-
mentales representan a los yacimientos. Los atributos son: recursos (agricolas, mineros) y situacion (prospera,
critica). La simulacion es llevada a cabo por un conjunto de doce reglas (mecanismo de encadenamiento hacia
adclante). La primera regla (csto es, aquella con un mayor nivel de prioridad) establece que todo yacimiento
precisa de recursos alimentarios (agricolas en este caso) para no ser abandonado. Una regla auxiliar establece
que en ausencia de tales recursos el yacimiento estard en situacién critica.

La simulacién empicza averiguando las necesidades de los yacimientos: si un yacimiento necesita algoy
no lo tiene, entonces procurard obtenerlo. Esta situacion estd expresada mediante una regla que establece:
«uando un yacimiento intenta obtener algo (¢/), si hay algo que considera que pucde intercambiar () y exis-
te otro yacimicnto que tiene lo que el primero busca, entonces el primero intentard establecer una red de in-
tercambio con el segundor. El formato de csa regla seria:

Si
{((x) ES UN yacimiento)

y ((x) INTENTA ({x) OBTENER (v)))

v ((y) ES UN yacimiento)

'y ((y) TIENE (v))

v (x) # (y)

v ((x) CONSIDERA ((x) PUEDE INTERCAMBIAR (u))

Entonces:  (x) ESTABLECE INTERCAMBIO CON (y)
(u) A CAMBIO DE (v)

Otra regla afirmard que si se establece intercambio con un yacimiento y considera que tiene lo que se le
solicita a cambio, hara efectivo el intercambio.

Este sistema experto representa por medio de reglas de produccion ciertos fendmenos, que, aparente-
mente, van mucho més alla de la mera manipulacion de simbolos. Fijémonos especialmente en el comporta-
miento de expresiones relacionales como «CONSIDERA-. Es precisamente ella [a que da la impresion de que la
entidad simulada sea <dnteligente»: el encuadre «Yacimientor , que en ¢l fondo no es mas que un scctor de la
memotia del ordenador que contiene cierta informacion, parece adquirir conciencia, ya que es capaz de «on-
siderar= o «creer» algo.

Existen dos modos de implementar esa ilusién de «actividad cognitiva artificial», uno de ellos usa el tér-
mino CONSIDERA como una mera expresion relacional, esto es, como una secuencia de caracteres alfabéticos
que ¢l ordenador registra v compara con otras; en el otro caso, el programa permite al encuadre «acimiento
una cierta actividad propia (en forma de subprograma particular).

En el primer caso, existe una regla que asigna esa expresion concreta al encuadre. Por cjemplo:

Si ({x) ES UN yacimiento)
v ((x) PUEDE INTERCAMBIAR (v))
Entonces: ((x) CONSIDERA ((x) PUEDE INTERCAMBIAR (y)»

A su vez, la expresion PUEDE INTERCAMBIAR- es producida por la regla:
Si {(x) ES UN vacimiento)

y ((x) PRODUCE (y))
Entonces:  ((x) PUEDE INTERCAMBIAR (yv))

En otras palabras, lo que parcce «onsciencia propia» por parte de las estructuras de datos no es mas Que
un sugerente jucgo de lenguaje: lo que en el ser humano es una accidn (el verbo «considerars), para el orde-
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nador es una propiedad (un adjetivo) de cierta estructura pasiva de datos. Los Sistemas Expertos suelen simu-
lar la accion verbal mediante adjetivos relacionales, que se convierten en acciones, ya que son capaces de «ac-
tivar- reglas u objetos, Bs decir, solo si a esa estructura de datos que representa el concepto humaneo «<Yacimiento»
se le asigna el adjetivo «Considera», podra ponerse en marcha un mecanismo capaz de generar ciertas acciones
(asignar nuevos adjetivos), Con ello no quiero decir que esa implementacion de la «consciencia artificial» sea
un truco sin interés: la «Conciencias del encuadre «Yacimientor es algo més que una etiqueta. Su apariencia de
actividad se ha logrado programando su definicion (Jus acciones condicionales) v dandole la oportunidad de
generar nuevas acciones; la expresion «CONSIDERA» es una condiciéon para la asignacion de nuevas expresio-
nes, por lo que definiremos su significande enumerando las acciones que es capaz de producir en otras enti-
dades. Por lo tanto, siempre v cuando un programador sea capaz de definir un concepto abstracto o una ac-
cién cognitiva exclusivamente en términos de sus condiciones y sus consecuencias, esa accidn cognitiva sera
implementable mediante reglas de produccién.

Este mecanismo no esta tan alejado, como parece, del razonamicnto humane. Es cierto que expresiones
como «CONSIDERA» parccen meras ctiquetas conceptuales, ahora bien, no se trata tan sdlo de una mera pala-
bra afadida a otra; «CONSIDERA» es en realidad un concepto ya que tiene un significado propio (acciones que
contribuye a generar). In el caso cognitivo humano, la condicion de activacion denominada «CONSIDERAR»,
es sindnima de la expresion <TENER INFORMACION ACERCA DE (x)», que contiene a su vez una funcion com-
putacional capaz de realizar una accidén (leer una Base de Datos).

Martin Biskowski (1992) ha desarrollado una simulacidn arqueoldgica bastante semejante. El Sistema Ex-
perto construido por este investigador contiene tres componentes mayores. El primero de ellos ¢s la superficie
de-los recursos, que representa ¢l drea de distribucion de la tierra cultivable y otros recursos naturales o artifi-
cidles-en el espacio. El segundo componente es un conjunto de subprogramas de toma de decisiones, cuya mi-
sion es «generar el razonamiento de diferentes individuos simulados. El tercer componente es un conjunto de
subprogramas de arbitraje que controlan dénde se produce la decision, qué tipo de informacion esta disponi-
ble para cada individuo y cémo las decisiones y las no-decisiones se traducen en modificaciones de los sub-
conjuntos en la superficie de los recursos.

La superficie de los recursos representa la distribucion regional de diferentes productos importantes para
las primeras sociedades complejas. El modelo utiliza informacion empirica del area centroamericana, como por
ejemplo: tierra con diferentes potenciales para agricultura de secano u otras formas de agricultura mas intensi-
vas, fuentes de obsidiana, arcilla, madera y basalto. La superficie de recursos presenta, ademds, las relacionces
espaciales entre 1los recursos.

Los programas de «oma de decisiones» constituyen, en realidad, un sistema experto que simula el cono-
cimiento cultural y personal de un individuo acerca de las diversas maneras de interactuar con la superficie de
recursos, con ¢l fin de cumplir diversos objetivos y necesidades. Se incluven reglas para elegir los individuos
con los que se intercambiardn productos, asi como el valor de diversos elementos. La funcién especifica de cada
sistema experto es simular como un individuo intenta satisfacer las necesidades y objetivos impuestos por un
arbitro. El razonamiento simulado del individuo se traduce en tres tipos de acciones:

* interactuar con la superficie de los recursos

s hacer intercambios

» buscar informacion en otros individuoes acerca de los procedimientos necesarios para oblener los
bicnes deseados.

Los subprogramas de arbitraje controlan la simulacién. Se han dispuesto cuatro modulos:

1 Determinacion de Procedimiento: El conjunto de reglas de produccion usadas por los individuos se-
rin seleccionadas de acuerdo con un maodelo de la transmisién cultural de ideas. Un aspecto intere-
sante de este subprograma ¢s determinar ¢dmo tratar con las fuerzas que impelen a un individuo ha-
cia la posesidn de reglas de produccidén contradictorias: patrones de comportamiento existentes entran
en conflicto con el curso aparentemente racional de una accidn. En otras palabras, la accién de un
individuo no siempre es racional -en (érminos de nuestra propia vida acomodaticia de la Buropa Qc-
cidental-, sino que estd sometida a los esquemas ideoldgico-sociales de su comunidad.

2. Determinacion de Objetivos/Necesidades: Los objetivos v necesidades de los individuos simulados de-
penden de factores tan diversos como el lapso de tiempo entre las decisiones tomadas en momentos
diversos o el papel desempenado por los individuos simulados en la sociedad (estatus). Las limitaciones
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impuestas a los individuos son: obtencién de los bienes subsistenciales necesarios, obtencion/ex-
pansién del control sobre los recursos materiales y/o sociales, obtencion de prestigio en su propio be-
neficio.

3 Resolucion de intercambios: Los intercambios podrin aceptarse o rechazarse scgin sea el contexto
social, la disponibilidad de individuos con los que se pueda intercambiar algo, la comprension de los
valores de los producios intercambiados. Fl subprograma de arbitraje habra de determinar: si los pro-
ductos intercambiados son obligatorios o determinados libremente, si el intercambio se produce por
regalo, trueque u otro medio de interaccion, quién inicia el acto de intercambio, si alguno de los par-
ticipantes en el acto de intercambio excede la nocion preconcebida de «coster.

4 Control del Mundo: Control de los diferentes factores que afectan el mundo simulado: variabilidad cli-
mdtica, inversion en obras de irrigacion, etc.

Ejemplo de las reglas de produccion del Sistema Fxperto ideado por Binkowski serfan:

SI . 1. Los productos/posesiones de algunas unidades domésticas exceden las necesidades
previstas
Y ‘ 2. [l exceso de bienes es intercambiable

ENTONCES Hay un cxceso de bienes intercambiables

SI 1. Conoce candidatos para establecer un intercambio
Y 2. Algunos candidatos son socialmente apropiados
ENTONCES Hay disponibles suficientes individuos para un intercambio

ST 1. Hay un exceso de bienes inlercambiables
Y 2. Hay disponibles suficientes individuos para un intercambio
Y 3. Se puede negociar el intercambio

ENTONCES  Se pueden obtener bienes utilitarios por medio del intercambio.

La propuesta de Biskowski es extraordinariamente interesante, fundamentalmente en lo que hace refe-
rencia al «objetivos del sistema experto: simular la cognicion de los individuos del pasado. El problema puede
que se eslablezea en 14 implementacion, debido al formato excesivamente rigido de los moédulos. A excepeion
de los ejemplos aquli citados, Biskowski no ha publicado todavia una version operacional del programa (cf.
Biskowski 1992). En otras palabras, el programa es un conjunto de reglas, cada una de las cuales se refiere a
und accion. Faha, por tanto, una representacion mds individual de la especificidad de cada uno de los indivi-
duos.

Eso se consigue mediante los lamados denguajes a base de actores», programas informaticos no muy ale-
jados de los lenguajes orientados objeto en los que expresiones relaciones semejantes a las anteriores sirven de
llamadas a subprogramas especificos que realizan una tarea determinada (recuérdese lo que deciamos sobre los
lenguajes Orientados Objeto y los sistemas «distribuidos: en el capitulo 4). Asi, en el caso anterior, siempre que
el ordenador encontrase la palabra clave CONSIDERA, Ia gjecutaria como un «mensaje- , con los siguientes
componentes:

s ¢l agente (0 «actor) que va a llevar a cabo la accion de «considerar
e ¢l objcto de la consideracion, esto es, la informacion que se va a introducir ¢n la representacion
interna del actor como resultado del mensaje.

Pongamos por caso la simulacion, en un Lenguaje a base de Actores, de la jerarquizacién social. ;Como
la representariamos usando los elementos que se acaban de mencionar? Un Actor (%) esta «subordinador 4 un
actor (3 si (1) es capaz de imponer tareas a (x). Un actor () podra imponer tareas a un actor (x) si (3) envia
un objetivo o mandato a (x) y (x) intenta cjecutarlo o cumplirlo. El mecanismo es bastante diferente del que
veiamos ¢n el caso de la simulacidn mediante reglas de produccion. Aqui la «actividads de los objetos u acto-
res no se lleva a cabo mediante juegos de lenguaje, sino mediante programas especificos que <hacen» algo. Es
decir, si en el caso anterior la expresion relacional «<CONSIDERA- cra para el ordenador una mera secuencia de
caracieres allabéticos que se asigna a ciertos objetos, en el presente caso, esa expresion contiene conocimien-
to procedural, pues se refiere a un programa que, efectivamente, ejecuta diversas acciones.

120



ARQUEOLOGIA AUTOMATICA. INTELIGENCIA ARTIFICIAL EN ARQUEOLOGiA

Cada actor dispone de su propio modelo de conducta (aquello que debe cumplir por si solo o en cola-
boracion con otros actores), definido por un subprograma especifico. La «consciencia artificial» de cada actor estd
representada por su conocimiento de algunas de las caracteristicas de los actores que le rodean con los que in-
teractuar enviando y recibiendo mensajes; en otras palabras, la «conscienciar de un actor no es mis que la suma
de conocimiento declarativo que ticne no s6lo de los objetivos que debe cumplir (modelo de conducta), sino
de los objetivos y caracteristicas internas de los actores que le rodean. Esto es relativamente ficil de programar
y provoca quce los mensajes sélo puedan enviarse a aquellos actores que son conocidos por la unidad que emi-
te dicho mensaje. Este principio, sin cmbargo, no es fijo, pues la identificacidn particular de un actor puede ser,
a su vez, un mensaje, € integrarse en el conocimiento que tiene un actor acerca de los demas, lo cual contri-
buye a modificar paulatinamente la estructura de interconexiones posibles.

Una primera aplicacion de los Lenguajes a base de Actores en el dominio de la simulacion arqueoldgica
es el estudio de Jim Doran acerca de las redes de intercambio entre comunidades prehistoricas (Doran 1987,
Doran y Corcoran 1985). La Hipotesis que se pretende modelizar es la que propusieron en su dia Wright y Ze-
der (1977): la proporcidon de bienes intercambiados estd relacionada con sus niveles anuales de produccién. En
el programa EXCHANGE («intercambio) cada «actors simula un asentamiento. Su modelo de conducta contiene
conocimiento ‘tecnolduico’ acerca de la manera de combinar materias primas -obtenidas directamente del en-
torno fisico- en bienes de consumo. Los productos manipulados por los actores son totalmente abstractos en cl
sentido en que no poseen propiedades a excepeidn de su distribucion y de las reglas de combinacién a las que
obedecen. Dado que la disponibilidad de materias primas es desigual, un actor individual estd motivado para
implicarse en una red de intercambio reciproco y obtener asi los materiales necesarios para los bienes de con-
sumo que ha de producir.

Segln Doran, e] esquema general de produccién e intercambio deriva de la distribucion de las materias
primas, el conocimiento particular que cada tiene actor acerca de los demds elementos en la red, la distribu-
¢ién de ese conocimiento (transmisién de mensajes), la estructuracion concreta que adopta ¢l intercambio, y
las motivaciones (modelo de conducta) particulares a cada actor. Resulta evidente la incomparable mayor riqueza
expresiva de esta simulacion que usa técnicas de Inteligencia Artificial sobre la original de Wright y Zeder, li-
mitada a una simulacidn estadistica.

M4s ambicioso ¢s ¢l proyecto aclualmente en curso por Jim Doran y sus colaboradores en la Universi-
dad de Essex (Proyecto EOS: Doran 1993, Doran et al. 1994), que pretende simular un modelo tedrico de la evo-
lucién de las sociedades humanas. Bl modelo adoptado por Doran es el de Mellars (1985): en el sudoeste de
Francia, durante el Paleolitico Superior, Ia riqueza vy diversidad de los recursos alimenticios, la concentracion de
los mismos en el espacio vy en épocas puntuales del ano, su estabilidad a largo plazo y predictabilidad favore-
cleron una importante densidad de ocupacidon humana en grandes unidades co-residenciales, lo cual impuso
un cierto grado de sedentarismo. En esas circunstancias la presion demogrifica y la necesidad de coordinacion
sirvieron de impulso a la mayor complejidad de la organizacién social, que incluia la aparicidn incipiente de je-
rarquias sociales y de sistemas de privilegio. Esta tendencia a la complejidad social se reforzaria en el momen-
to en que el sistema se viese afectado por disminucién de recursos subsistenciales.

El sistema estd configurado por un conjunto de actores situados en un contexto concreto que fija los ob-
jetivos «subsistenciales» de cada actor individual. De lo que se trata es de analizar con esos elementos [a siguiente
hipétesis: en circunstancias ideales cada miembro de la comunidad de actores satisface localmente su subsis-
tencia sin interferir ¢n las acciones locales de los otros actores en ese contexto. Sin embargo, cuando un pro-
ceso determinado obliga a los actores a actuar mds cerca unos de otros, aparecerdn interferencias en la satis-
faccion de los objetivos individuales.

La estructura interna del simulador es la siguiente:

a un problema de explotacion de recursos, el cual requiere cooperacién entre los actores para poder
ser resuelto. El sistema genera automaticamente una serie de recursos que deben ser aprovechados
por los dactores. Estos estdn distribuidos en distintas localidades y tienen que intercambiar y combi-
narse los recursos para producir con el fin de producir bienes de consumo. El objetivo de todos los
actores es el consumo de esos bienes transformados.

b Ia densidad de ia poblacion de actores. Las variables clave son: 1) la cantidad de actores que conoce
cada actor v 2) el grado de competencia que existe entre los actores para conseguir 10s recursos exis-
tentes.

¢ la respuesta cognitiva de los aclores a la densidad de poblacion (esto es, a la presién demogrifica).
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A medida que la densidad de poblacién cambia, también lo hace el grado de dificultad de la tarca co-
lectiva de adqumr y distribuir recursos. Cada actor dispone a su vez de un modelo social, bajo la tor-
ma de una jerarquia de clases. A medida que la densidad de poblacién aumenta, cada actor simplifi-
ca el conocimiento que tiene de los demdas por una descripcion de la clase a la que pertenecen.

d la capacidad dc un actor para generar e intentar la ejecucion de ciertas estrategias para la consecu-
cién de su supervivencia. En general, esa estrategia se basa en la actividad coordenada de los acto-
res mas cercanos entre si (segun las especificaciones del modelo social dcl actor). Las ofertas de co-
laboracion que recibe cada actor son diversas, por lo que tiene que elegir entre ellas para decidir con
qué grupo iniciard una actividad concertada. En circunstancias de presion demogrifica, como las que
sc intenta estudiar en este programa, esas decisiones convergen entorno 4 una organizacion jerarquizada
de los actores.

La implementacién informatice de EOS esta definida por:

¢ un entorno simulado bi-dimensional o «paisajes con una poblacion de agentes moviles y recursos
cambiantes que proporcionan «energia 4 esos agentes.
agentes estructurados como sistemas de producciones, con reglas que «rcactivamente conectan el
input sensorial (percepcion que el agente tiene del «paisajes) con la accion. Hay reglas que imple-
mentan la comunicacion inter-agente y que generan, mantienen y actualizan planes simples o mo-
delos sociales de los otros agentes. In otras palabras, cada agente dispone de un modelo o repre-
sentacion de los demis agentes v de sus intenciones.

El programa (EOS1) funciona con los siguientes pasos:

1 Simulacion de la recogida de informacion concurrente y asincrona: cada agente adquiere informacion
acerca de los recursos existentes en el «paisajer v acerca de las intenciones y conocimienios de otros
agentes. Fijacidn de los objetivos para la adquisicion de recursos v propuestas de accidn colectiva pro-
puestas por los diferentes agentes.

*2  Comunicacion inter-agentes, que conduce a la adopcion de un pequefio ndmero de planes colecti-
VvOSs para su ejecucion.

3 Ordenacion social de los agentes segiin las propuestas sugeridas. Aumenta el «prestigios individual de
aquellos agentes cuyos planes de accion colectiva han sido adoptados por el grupo.

4 Una vez que un agente ha adquirido prestigio, se activan relaciones de tipo lider/seguidores semi-per-
manentes. Agrupacion social de los agentes.

5 Formacion de jerarquias (grupos de grupos de grupos) por medio de la instanciacién recussiva de mis-
mo tipo de procesos de formacion.

Las proximas versiones del programa (EOS2, Doran 1993, comunicacion personal) pretenden superar al-
gunas de las limitaciones «antropologicass de la version inicial, en especial la excesivamente funcionalista y re-
cduccionista descripeilon del proceso de formacién de las jerarquias sociales.

En definitiva, los lenguajes a base de actores permiten representar parcialmente la complejidad de ese
modelo social, especialmente aquello que cada actor conoce acerca de los demas (si pertenecen o no a su pro-
pio grupo), v la efectividad de 1a resolucién de conflictos en una comunidad en la que se requiere un esque-
ma de intercambios reciproces para €l proceso productivo. La efectividad de los intercambios varia con respecto
a la variacidn en la base de datos que representa las «creencias» que cada actor tiene con respecto a los demds:
el intercambio es mas sencillo dentro de un mismo grupo.

Oiro programa informitico que pretende modelizar 1a manera en que los hombres prehistoricos toma-
ban decisiones econdmicas, esto es, la manera en que adoptaban nuevas estrategias productivas cs cl, dirigido
por R.G. Reynolds (Reynolds 1984, 1986, 1987, 1989, 1990, 1991, Savatsky y Reynolds 1989). El mecanismo in-
formatico sobre ¢l que se basa la simulacién es, sin embargo, bastante distinto al de Doran, ya que utiliza al-
goritmos genéticos (cf. Capitulo 5) y no lenguajes de programacitn a base de actores. De entre los distintos pro-

" gramas particulares integrados en este provecto (simulacién de una economia de base ganadera, simulacién de
la conducta econdmica en grupos de cazadores-recolectores) he clegido cl estudio de la adopcion de una eco-
nomiz. agricola en el valle de Oaxaca, en el México pre-colomhbino.

El programa intenta reproducir los motivos que llevaron a un grupo humano, situado en un ecosistema
especifico, a decidirse por una cconomia de produccion (de basc agricola), antes que a una economia de re-
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coleccién. El programa desarrolla la Teorfa que sobre el QOrigen de la Agricultura formulase Kent Flannery a fi-
nes de los afios 60 (Flannery 1968), proponicndo un método que permite la operacionalizacion de dicha teo-
tia, el principal punto débil de la formulacion original de Flannery. El supuesto de partida es el siguiente:

«Consideremos un grupo de cazadores-recolectores en un ecosistema semiarido como el de Oaxaca
(México). En determinadas épocas del afio, ciertos productos son mis abundantes y ficiles de reco-
ger que en otras; la estrategia econdmica de ese grupo humano, pues, debe adaptarse al ciclo anual
de los recursos disponibles. La adopcion de la agricultura provoca conflictos en la gestion y progra-
macién de la secuencia estacional de las restantes actividades subsistenciales, ya que distrae una im-
portante cantidad de trabajo en la época del afo en la que 14 recoleccion es mds cficazs,

El programa informatico propuesto por R.G.Reynolds (sin nombre o acrénimo que lo identifique) calcu-
la la manera en que los miembros de ese grupo organizarfan sus actividades economicas en ese supuesto, equi-
librando la cantidad de trabajo necesaria para cada una de csas actividades. La idea fundamental estriba en de-
finir un punto de equilibrio idénco entre todas las actividades subsistenciales, de modo que la subsistencia y
reproduccioén del grupo quede asegurada. Si el modelo fuese correcto, los resultades del programa debieran ser
idénticos a los resultados de la excavacién arqueoldgica: la cantidad de restos de comida medida por los ar-
quedlogos en el transcurse de la ¢xcavacion debe ser idéntica a la cantidad de comida calculada por el pro-
grama a partir del punto de equilibrio supuesto. Para conocer mas detalles acerca de la excavacion arqueolo-
gica sobre la que se basa la simulacion, el lector deberd consultar la monografia original de Flannery (1986).

La simulacion utiliza un grupo humano de cinco o scis individuos (tal y como se deduce de la excava-
cion del yacimiento de Guild Naquitz) que tiene acceso a 10 estrategias econdmicas (o actividades de subsis-
tencia} alternativas durante un periodo de 4 meses; esas estrategias econémicas han sido establecidas en fun-
cion de los hallazgos arqueclogicos de restos faunisticos v vegetales. Se supone una dedicacion de 10 dias para
cada una de las 10 estrategias, lo que da lugar a que el grupo humano recurra a ellas en repetidas ocasiones
durante el periodo fijado. Cuantas mds veces se acuda a una estrategia determinada, mas influird ésta en el re-
gistro arqueoldgico (mayor cantidad de huesos animales o de restos vegetales).

Cada vez que un miembro del grupo acude a una de las 10 estrategias adquiere una cierta cantidad de
comida. Tanto en la excavacién como en el programa de simulacién se han medido las cantidades de protei-
nas y de calorias proporcionadas por la subsistencia asi obtenida; las medidas permiten estudiar el grado en que
las necesidades energéticas de 1a poblacion estdn satisfechas. Otro pardmetro importante hace referencia al es-
fuerzo necesario para reunir esa cantidad de comida. El programa utiliza una estimacion de la cantidad de pro-
teinas y calorias por unidad de drea en la que el grupo humano busca los recursos. Otro tipo de informacién
que el programa necesita se reficre a la «competenciar entre las distintas actividades, dicho de otro modo, qué
estrategias son viables en un mismo momento, dadas las circunstancias del entorno en ese instante.

Dados estos parimetros, el objetivo de la simulacidn es constatar las modificaciones inducidas por ese
grupo humano en €l orden ¢ importancia relativa entre las distintas actividades. Transcurrido un periodo de tiem-
po determinado (4 meses), debe llegarse a una secuencia de actividades en equilibrio. Para cumplir este obje-
tivo, el programa disefiado por Reynolds consiste, en realidad, en un algoritmo genético (cf. Capitulo 5). En una
primera etapa, el programa asigna aleatoriamente un nimero de orden y una intensidad especifica a cada una
de las 10 actividades o estrategias. Con ayuda de la informacion disponible acerca del grupo v del entorno (eco-
sistema), ese orden e intensidad se modificarin paulatinamente, hasta definir una situacién de equilibrio. Los
distintos ciclos del programa pueden expresarse del modo siguiente:

* se elige una muestra de estrategias de produccion

* se evalla la efectividad de las distintas estrategias seleccionadas, reproduciendo, a partir de la in-
formacidon disponible, €l mecanismo de toma de decisiones que, verosimilmente, produjo esa se-
leccion.

¢ sc utiliza la regla de decisién asi obtenida para producir nuevas decisiones econdmicas

s se utilizan las decisiones econdmicas anteriores para modificar la muestra inicial de estrategias de
subsistencia.

No -es este el lugar para desarrollar Ia forma en que se ha implementado el algoritmo; una introduecion
general a los mismos ya ha sido presentada en el capftulo 5. La cuestidon fundamental a la que debiera prestar
el fector una atencion especial cs al hecho que el programa aparenta ser capaz de alterar su conducta hasin-
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dose en su experiencia. En resumidas cuentas: la toma de decisiones subsistenciales es modificada segun se apro-
xime la secuencia de estrategias a un punto de equilibrio, que se ha establecido en funcion de ciertas medidas
de consumo proteinico y calérico por el grupo humano simulado. ¥l lector interesado puede consultar (Rey-
nolds 1986} para saber mis detalles acerca del algoritmo genélico en cuestion.
Para poder estudiar la relevancia de la agricultura en una secuencia estacional de estrategias subsisten-

ciales, Reynolds ha trabajado con distintos casos:

» un modelo pre-agricola (ninguna de las 10 estrategias posibles hace referencia a la agricultura).

» un maodelo de agricultura incipiente (en el que la agricultura es una mds de las 10 estrategias po-

sibles).

Ta comparacion de los puntos de equilibrio a los que se llega en cada uno de estos dos modelos, y las
estimaciones de consumo proteinico y calérico, permiten analizar la relevancia de la agricultura entre todas las
actividades, asi como los efecios que la adopcion de la agricultura produjo en pequefias comunidades asenta-
das en ecosistemas semidridos, en los que la secuenciacion de actividades subsistenciales es critica.

Los proycctos de J. Doran y de R. Reynolds expuestos en esta seccion debieran permitirnos examinar mas
a fondo una de las cuestiones mds importantes abordadas en este libro: el mecanismo informatico no es tan solo
un vehiculo de representacion, sino una representacion en si. En ambos casos se afirma explicitamente que los
sercs humanos actiian del mismo modo que lo hace el ordenador. Tos trabajos de Doran y de Reynolds, no
obstante, demuestran la no universalidad de los mecanismos sociales de toma de decisiones, al menos en lo
que hace referencia a la adopcién de estrategias econémicas. En ambos programas las decisiones del grupo se
llevan a cabo gracias a la integracion de las decisiones individuales; se parte del principio, demostrable formalmente,
que los limites en la comunicacion entre los individuos imponen una restriccion en la forma e idoneidad de las
decisiones del grupo. Ahora bien, lo que diferencia el programa de Doran del de Reynolds es la funcion ma-
tematica utilizada para calcular esa integracion. En el caso de BOS se trata, aparentemente, de una acumulacion
simple de decisiones individuales (mensajes cruzados por los distintos actores); no obstante, la existencia de nu-
merosas estructuras de control, yva a nivel individual, ya a nivel colectivo (informacion sobre el entorno), per-
miten la representacion de decisiones extremadamente complejas. En el caso del programa de Reynolds, la acu-
mulacion de decisiones individuales estd calculada por medio de un algoritmo genético.

La diferencia entre ambos sistemas es, en realidad, la diferencia entre un programa declarativo y un pro-
grama algoritmico. sPueden lograrse resultados comparables acerca de 1a conductz humana en ¢l pasado utili-
zando diferentes métodos informaticos? Tendremos que esperar hasta la publicacion definitiva de ambos pro-
yectos para poder responder a esta pregunta fundamental. Provisionalmente, podemos decir que en ambos casos
parece haberse llegado a un resultado semejante: la debilidad estructural de los mecanismos de toma de deci-
siones en grupos humanos con una estructura social igualitaria; la toma de decisiones en estos casos no estd
afectada por la cantidad de individuos en el grupo, sino por la cantidad de informacion recogida por los miem-
bros individuales y por la forma en que esa informacion circula entre el grupo,

Simulando la “inteligencia” de los arquedlogos

Los programas presentados en el capitulo anterior son en realidad mecanismos -universales» de genera-
lizacion: exploran la posibilidad de que en una hase de datos cualquiera puedan -0 no- existir regularidades.
Lo que hacen esos programas no ¢s mis (ue traducir o re-escribir un concepto inicial, de manera que la nue-
va expresion, siendo formalmente equivalente a la de partida, tenga ciertos atractivos adicionales. Por lo tanto,
las regularidades asi descubiertas no son «nterpretaciones» de una poblacion inicial de datos o resultados ob-
servacionales, sino expresiones equivalentes que expresan de manera més simple y comprensible el esquema
de co-ocurrencias existente en la poblacion inicial. Los informaticos agrupan estos programas bajo la ctiqueta
Descubrimiento del Conocimientor, v definen su funcionamiento como «a extraccién no trivial de la informa-
cidén implicita, previamente no conocida y potencialmente Otils (Frawley et al. 1991: 3). La definicion de cono-
cimiento que se deduce es la siguiente: «una expresidon que tiene interés (de acuerdo con ciero crilerio de eva-
luacion establecido por el usuario) y que es lo suficientemente cierta {(también de acuerdo con un criterio
determinado}».

Ahorz bicn, al [inal del capitulo anterior, se afirmaba que la calidad del esquema de asociaciones y co-
ocurrencias descubierto en los datos dependia de la homogeneidad y adecuacién de la base de datos al pro-
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blema en cuestion. Segin esto, shasta qué punto las regularidades encontradas son significativas? En otras pa-
labras, ¢son esos programas realmente capaces de descubrir unidades de conocimiento? La respuesta a esa pre-
gunta debe ser negativa: los programas de descubrimiento automdtico, al menos tal y como los hemos descri-
to en el capitulo anterior, son incapaces de «descubrir> unidades de conocimicento, puesto que son incapaces de
evaluar la utilidad o relevancia de sus resultados.

Tanto la walidez» como la aitilidad» son cuestiones relativas, que no dependen de los datos ni son ge-
neradas por ¢l algotitmo. Ambas forman parte de lo que se denomina conoctmiento del entorno del problema
, ¥ hacen referencia al contexto especifico en el que tiene lugar la inducciéon y en el que se utilizaran los re-
sultados. Precisamente porque son «universales» los programas descritos en el capitulo anterior no incluyen
ninguna referencia al contexto de la induccion, por lo que sus resultados no pueden conceptualizarse como «uni-
dades de conocimientor. Debido a esta incapacidad o inadecuacion, la funcion de programas de descubri-
miento al estilo de LX.L. o los basados en el algoritmo 1D3 y semejantes debiera reducirse a la bisqueda de la
representacion interna de la clase o concepto al que pertenece una instancia del mismo. Para que sus resulta-
dos, expresiones del tipo

DATO — INSTANCIA — CLASE

adquieran el rango de «conocimientor es preciso que las clases resultantes estén organizadas en un sistema co-
herente, esto es, debe existir una relacién no trivial entre los resultados y los objetivos.

Por otra parte, los programas de descubrimiento no reproducen adecuadamente el razonamicento cienti-
fico, Para ello, debicran ser capaces de aprender cornceptos y no tan solo sefialar la existencia de co-ocurren-
cias. En este caso, la nocidn de <aprendizaje» estarfa definida como «aquel fendémeno exhibido cuando un sis-
tema (agente humano o midquina) mejora en la ejecucion de una tarea concreta, sin necesidad de haber sido
reprogramador. Ahora bien, los conceptos cientificos no pueden ser generados algoritmicamente; un cientifico
no analiza la realidad aplicando férmulas magicas a sus datos y usando el resultado de esas formulas como con-
ceptos o leyes absolutas, sino que modifica progresivamente la formulacion de un concepto inicial Chipotesis),
acercandose paulatinamente a un concepto «mejors que el de partida. «<Mcjor puede significar cosas distintas:
un mayor porcentaje de soluciones correctas, una respuesta mds ripida, soluciones mds pricticas o eficaces, o
con un mayor abanico de posibilidades de aplicacion, etc. Es precisamente en este punto donde radica 1a ne-
cesidad de que el concepto o ley inducida sea «Qtil»,

El aprendizaje de una categoria sucle definirse en Psicologia Cognitiva en tanto que transferencia de co-
nocimiento de un conjunto de efemplos a una expresion logica. Sin embargo, no toda transferencia de conoci-
miento permite aprender; es preciso que el conocimiento de la segunda unidad dgumernte como consccuenci
de esa transferencia. Pero no hay aprendizaje, ne hay «incrementor del contenido, si no se definen previamen-
te los parimetros que permitan establecer la «mejora» del sistema. Aqui radica el problema de la induccion, que
durante siglos se han planteado los fildsofos: a diferencia de lo que sucede con la deduccién, no puede pro-
barse si las leyes o entidades generales resultantes de una inferencia inductiva (p.e. una generalizacion) son co-
rrectas. Mientras que la deduccion es un tipo de razonamiento finito, es decir, concluye tras un nimero deter-
minado de pasos, la induccién no concluye nunca, porque no puede establecerse con seguridad cual de sus
resultados es el definitivo. De este modo, la creacion inductiva de conceptos cientificos ¢s en realidad un pro-
ceso continuo, que no puede reducirse a la aplicacion de un Gnico operador. Lo realmente importante en una
inferencia inductiva no es la naturaleza de los operadores {estadisticos o logicos), sino las heuristicas de pro-
cesamiento que asegurarin que las conclusiones inductivas son plausibles y relevantes para el objetivo que se
esta procesando.

En definitiva, el control de la induccion tiene mis importancia que la induccion en si misma. En Inteli-
gencia Artificial suelen utilizarse para ello dos estrategias distintas: introducir estructuras de control en el algo-
ritmo, o bien controlar la basc de datos. El «error en la aplicacion de Ferndndez y Garcia (1991) descrila ¢n el
capitulo anterior, estriba en no haber controlado ni lo uno ni lo otro: el algoritmo 1D3 no incorpora estructuras
de control efectivas, ese es su mayor defecto, reconocido incluso por los autores de la aplicacion. En esas cir-
cunstancias, el tamano v complejidad del arbol de decisiones resultante puede reducirse controlando el tama-
fio v la diversidad de la base de datos. A diferencia de los procedimientos estadisticos, en los que priman mues-
tras grandes que preserven la Ley Normal, en la induccidn automatica lo importante es la «calidad» de los datos:
la cantidad de ejemplos positivos y negativos ha de estar equilibrada, v al mismo tiempo esos ejemplos han de
ser exhaustivos; un mayor nimero de ejemplos no mejorard 1a interpretabilidad de los resultados, sino que ana-
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dird redundancias y aumentara peligrosamente la complejidad del drbol de decisiones al incorporar rasgos pe-
culiares a cada uno de los ejemplos particulares. Por consiguiente, cuanto mejor («nds especifico.) y mas apro-
piados sean los datos iniciales, mas \til y aprovechable sera el drbol de decisiones. Obviamente, el «control de
los datos inicialess nos introduce de lleno en el tema de la experimentacion cicntifica, que suele definirse en
tanto que creacion controlada de resultados observables. (cf. por ejemplo Bunge 1983).

Lz scgunda opcién para controlar la cantidad, complejidad y utilidad prictica de las inducciones auto-
maticas consiste en la programacion de rutinas especializadas en el control de las inferencias. Parcialmente, ése
es el enfoque adoptado en todos los programas que derivan de una manera u otra del método de Michalski.
En cacrusn (Grey 1991), la induccion se controla por medio de la evaluacion post-hoc de Jos resultados del pro-
grama. Los criterios de evaluacion son los siguientes:

— estructurar al maximo la informacién contenida ¢n los objetos

— tener un poder de prediccion aceptable

— reflejar una relacion: la pertinencia de una propiedad varia segiin la relacion que se haya estable-
cido entre las hachas que constituyen un grupo.

En ¢l primer caso, el programa detendra los operadores de generalizacian-especializacion cuando en la
clase ya no sean posibles mas operaciones, o bien cuando la cantidad de objetos con los que la descripcion re-
sultante es compatible sea inferior al limite definido por el usuario del programa. El segundo criterio hace re-
ferencia 4 la maximizacion de las correlaciones en el interior de una clase y a la minimizacion de las comrela-
ciones entre clases. La calidad de una clasificacion se mide entonces usando la formula:

Calidad_Clasificacion = 2 cohesion (s¢) * contraste (s¢)

La cohesidon de una clase es mayor cuanto mayores sean las similaridades entre Jos objetos que perte-
nceen a la clase. El contraste evalda las disimilaridades entre los objetos de una clase y los de otra. La «calidad»
de una clasificacidn sera mayor cuanto mayor sea ¢l resultado de csa ccuacidn.

Hay que limitar [a blsqueda de generalizaciones y/o asociaciones, aun con el riesgo de omitir informa-
ciones importantes. No puede haber aprendizaje si no se controla de un modo u otro el mecanismo de induc-
cion, ya se trate de la generalizacion o de la correlacion de propicdades. Cuanto mas estrigtas sean las condi-
ciones que impongamos al mecanismo, mayor riesgo de eliminar generalizaciones interesantes; si esas condiciones
fuesen demasiado déhiles, las dimensiones del espacio de basqueda seran excesivas para encontrar en €l hi-
potesis satisfactorias,

De este modo, en el dominio de la Inteligencia Actificial, las inferencias inductivas se caracterizan de un
modo bastante distinto al de la inferencia estadistica clasica: el objetivo no es distinguir qué atributos ¢ varia-
bles estdn correlacionados con qué objctos en una base de datos, sino en modificar progresivamente la defini-
cion de un objeto paradigmatico de modo que la definicidn final sea utilizable para todas las instancias posi-
bles del mismo objeto. Se trata de un tipo de inferencia que ejecutaremos en respuesta a ciertos objetivos
especificos, tales como la biisqueda de una explicacion plausible para un resultado inesperado. Ef estudio de
{a induccion es, pues, el estudio de como se modifica el conocimiento a través de su uso. Por consiguicnte, de-
bemos programar sistemas informditicos capaces de generar y revisar las unidades de conocimiento que sirven
parda construir las Teorias Cientificas. Esos sistemas deben llevar a cabo tres tareas interrelacionadas:

1 evaluar las reglas del sistema como instrumentos para alcanzar los objetives, mejordindolas cuando
sea posible y favoreciendo la aplicacion de las mejores.

2 generar plausiblemente nuevas reglas Gtiles que sean capaces de extraer y explotar las regularida-
des que pudiera haber en la experiencia

3 proporcionar asociaciones y agrupaciones entre reglas para crear estructuras de conocimicnto pro-
gresivamente mayores que conduzean a4 una modelizacion efectiva del entorno.

La ejecucion de ese programa estard dirigida por el mecanismo automatico de resolucion del problema,
basado a su vez en la retro-alimentacion (feedback ) concerniente at éxito o fracaso de las predicciones gene-
radas por ¢l sistema. R. Forsyth (1989) ha propuesto un esquema general parz explicar la estructura de ese pro-
grama. Se compone de los siguientes modulos:

El Critico compara el resultado obtenido con el resultado que se esperaba obtener. Para ello debe cxis-
tir algo asi como un ‘sistema ideal’ que sirva para medir la conducta del sistema. En la practica, se trata de la
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figura del experto humano o del profesor, que identifica los errores cometidos por el agente que esta resolviendo
¢l problema. De su actuacién se deriva la importancia de la retro-alimentacion evaluativa, cuya {uncion con-
siste, precisamente en identificar errores y relanzar el mecanismo de solucion partiendo de nuevas premisas (de-
finidas, precisamente, por €l error que se ha cometido).

El mecanismo de aprendizaje constituye el nlcleo bdsico del sistema. Es la parte del sistema que tic-
ne la responsabilidad de corregir 1la base de conocimicntos para impedir la obtencion de resultados erréneos.

El médulo ejecutivo es ¢l que lleva a cabo la accién (validar los objetivos). No se limita a hacer las ve-
ces del «motor de inferencias-, sino que funciona como «intérpretes de las instrucciones procedurales almace-
nadas en la basc de reglas. Cuando las reglas experimentan modificaciones, la conducta general del sistema cam-
bia, debido a la conexién entre la base de reglas y el médulo ejecutivo.

En las paginas siguientes, cuando hablemos de induccidon automdtica nos referiremos sicmpre 4 la mo-
dificacion de las reglas existentes en una basc de conocimiento y a la generacién de nuevas reglas. La modi-
ficaciéon adoptari la forma de revision de pardmetros tales como el factor de certidumbre de una regla, la enu-
meracion de sus condiciones de activacion,.... La generaciéon de nuevas reglas se caracterizara por la generalizacion
o especificacion de las ya existentes. Ambos procedimicntos conducen a la vecombinacion del conocimiento
previo. Precisamente ¢sa recombinacion serd la que nos permita representar informéaticamente el aprendizaje
inductivo. Obviamente, cualquier procedimiento de recombinacion de los elementos constitutivos del conoci-
miento depende de las técnicas empleadas para identificar esos clementos constitutivos. También se usa cono-
cimiento heuristico para guiar la modificacion y recombinacion de reglas; por efemplo: los rasgos presentes en
las reglas que demuestran un alto poder predictivo son elegidos como candidatos para incluirlos en la condi-
cién o accién de nuevas reglas.

En las paginas siguientes se presentardn dislintos programas de ordenador que intentan responder a las
dificultades derivadas del uso indiscriminado de los algoritmos universales de generalizacién automatica. En otras
palabras, programas que pretenden acomodar de una manera u otra ¢l principio de Occam: entia non suni mil-
tiplicanda praeter necessitatem . El lector puede pensar que no son programas ttiles, cn ¢l sentido ¢n que ¢l
arquedlogo no pucde emplearlos tal cual para facilitarle la labor de investigacion. Antes al contrario, se trata si-
mular, reproducir por medio del ordenador, la actividad de un investigador en distintas disciplinas; de ahi que
esos programas no superen el nivel de la «experimentacién». Su funcién es, pura y simplemente, poner de ma-
nifiesto coHmo debe utilizarse el razonamiento inductivo estandar en la investigacion cientifica. Como la Ciencia
no puede reducirse a la Inducciodn, esos programas son limitados, pero tan sélo porque son especificos. No pre-
tenden reducir €l método cientifico a una mecinica simple, sino que ponen de manifiesto uno de los muchos
mecanismos de razonamiento posibles.

Los primeros intentos en esta linea (simulacion informatica del razonamiento cientifico) fueron los de Le-
nat (1979), si bien puede decirse que la Filosofia Computacional de la Ciencia empieza con las sucesivas ver-
siones del programa sacon (Langley 1979, Langley et al. 1987), sobre la base de los trabajos ledricos de HUA.
Simon (1973, 1977). Estos programas fueron disefiados especificamente para estudliar la 16gica del descubrimiento
clentitico, reproduciendo experimentos clasicos de la Historia de la Astronomia, de la Fisica y de la Quimica.
Dado que nunca se ha intentado algo semejante en Arqueologia, la explicacion que sigue quizas pueda pare-
cer un tanto ajena al lector, aunque no por cllo pierde interés.

Todos los programas de la familia BAcon consideran que el descubrimiento de leyes cientificas en una
poblacién de datos es formalmente idéntica a la resclucién de problemas por medio de algoritmos de biisque-
da heuristica. La mision de BacoON y sus versiones sucesivas {de BacoN.1 a BacoON.0) es analizar l4 induccidon de
leyes cuantitativas que describan una poblacién de datos numéricos, distinguiendo propiedades intrinsecas v
prestando atencion al ruido o error aleatorio que pudiese existir. Las leyes inducidas o «descubiertas» ponen en
relacién diversos términos. Precisamente, el objetivo de los programas es crear esos términos y encontrar al-
guna relacidon matemdtica que describa adecuadamente su relacidon mutua. Por cjemplo, supongamos que los
datos sc refieren a una secuencia de signos:

ABCMDEFMGHIMIKLMMNNM. ..

El objetivo del programa es definir la ley o proceso que ha dado lugar a esa secuencia: una lista alfabé-
tica normal interrumpida cada tres signos por la letra M, Arqueoldgicamente hablando, supongamos una secuencia
de ceramicas, de buriles, o de cualquier otro artefacto, descritos por medio de variables morfométricas; el ob-
jetivo del programa seria encontrar el «sentido» de la secuencia: una seriacion cronoldgica, por ejemplo, expre-
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sandola por medio de una ecuacién matematica. Ni que decir tienc que el programa ha de ser lo suficicntemente
sofisticado para saber si la ley o principio identificado se ajusta a esa secuencia, o bicn, la secuencia misma es
meramente aleatoria y no tiene sentido en ninguna Teoria Cientifica dada. Por ese motivo, el criterio de validez
de la ley descubierta es, simplemente, su ajuste a los datos iniciales, gjuste definido por medio de cicrtos crite-
rios heuristicos de aproximacién incorporados al programa como pardmetros.

Desde el punto de vista de su implementacion informatica, sacon y sus derivados son programas de-
claralivos, esto ¢s, s¢ componen exclusivamente de reglas de produccion. Las condiciones de esas reglas des-
criben los objetivos del sistema o los esquemas que pudieran aparecer en los datos; sus acciones respectivas
son las que contienen los operadores de creacidon vy modificacion de nuevos términos.

La primera version del programa, sacon.1, es capaz de descubrir una ley que describa la relacién entre
dos términos cuantitativos. Una ley arqueologlca de este tipo es la ley del decrecimiento mondtono (Renfrew
1977) que relaciona dos términos cuantitativos, la DISTANCIA, y la CANTIDAD DE MATERIA PRIMA por medio de una
funcién monoétona decreciente, cuya ecuacion es:

=a-bb+e

Que la formulacion de la ley del decrecimiento monétono en arqueologia presente innumerables dificultades
y haya dado pié a bien fundadas criticas (cf. Djindjian 1991) es otra cuestidon, que no nos inleresa en este mo-
mento. Consideremaos tan s6lo que se trata de un ejemplo arqueclogico de ccuacion simple.

El programa contiene dieciséis reglas de produccién agrupadas en cuatro bloques. El primero de ellos
se encarga de disponer los datos de una forma especifica: inicializa los términos que se emplearan en la defi-
nicion de la ley. El segundo bloque («Generador de Regularidades) examina los pares de términos creados por
el bloque de reglas inicial v comprueba la presencia o ausencia de ciertos tipos de regularidades:

e linealidad : st los términos estin relacionados proporcionalmente

* incremento : si las magnitudes de ambos términos experimentan un crecimiento mondtono

* decrecimiento : si las magnitudes de uno de los términos experimenta un crecimiento monotono,
mientras que log valores del ofro término decrecen

» comslancia - si un término resulta aproximadamente) constante.

Segln sea el tipo de regularidad encontrado, el tercer bloque de reglas define nuevos términos tedricos
{nuevos coneeptos) y caleula sus valores a partir de los términos iniciales. Por e]emplo por medio de reglas de
produccién como éstas:

51 se buscan leyes

v se dispone de un conjunto de valores para el término X

v se dispone de un conjunto de valores para el término Y

v los valores gbsolutos de X experimentan un incremento cuando los valores absolutos

de Ytambién lo experimentan
v esos valores no estan relacionados linealmente
ENTONCES  comsiderar el cociente de X ¢ Y.

St se buscan leyes

y se dispone de un conjunto de valores para ¢l término X

y se dispone de un conjunto de valores parza el término V

y. los valores absolutos de X experimentan un incremento cuandeo los valores absolutos

de Yexperimentan un descenso
y ¢sos valores no estin relacionados linealmente
ENTONCES cownsiderar el producto de X e Y.

Segln esto, el resultado de los operadores COCIENTE y PRODUCTO €8 un nucvo término, susceptible de apa-
reeer en la ley cuantitativa que se desea inducir. La regla correspondiente se aplica inmediatamente después de
una de las anteriores:
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SL se ha de considerar ¢l producto (0 €l cociente) de Xe ¥
v la definicion de X es D,
y la definicion de Yes D,.

y no existe ninglin término cuya definicion equivalga a XY (6 X/Y) e
ENTONCES define el término T como DyD, (0 Dy / D).

y calcula los valores de T'(iniciandolo desde 1).

SI . se han de calcular los valores del término T

y la definicion de 7'es DD,

y A es uno de los componentes de Dy, g : . e

y los valores de A son a, ...a,, L imee g
ENTONCES  mudtiplicar los valores actuales de Tpor af ...Af

Cuando como resultado de la aplicacion de las reglas anteriores se obtenga un término nuevo que ten-
ga valores constantes o casi constantes, se detendra el proceso de induccion. Precisamente esta basqueda de
constancia en los términos o conceptos inducidos es lo que permile reducir la influencia del ruido o redundancia
que pudieran existir en los datos iniciales.

En definitiva, BAcON.1 no busca el conjunto de asociaciones que pudieran existir entre los individuos ana-
lizados, sino que su funcién es generar un concepto nmuevo a partir de un nimero limitado de regularidades hi-
potéticas predefinidas, siempre y cuando los individuos y las variables iniciales cumplan ciertas condiciones, a
las que denominamos heuristicas. El concepto a generar tiene una forma predefinida, lo que obliga a que su
induccion sea el resultado de una serie de operaciones sucesivas, que incluyen, ademis, la creacion de sub-tér-
minos o sub-conceptos necesarios para la formacion del concepto. De esle modo, la creacidon de conceptos en
BACON adopta la forma de una progresiva combinacion de propiedades, entre las que cabe distinguir entre pro-
piedades independientes y propiedades dependientes. Las primeras son aquellas definidas al principio y que
caracterizan la Base de datos (por ejemplo, DISTANCIA, INFERACCIOND; Jas propiedades dependientes son aquellas
que implican una combinacion de las anteriores (por ejemplo D/, D 2/1, D 3/1 2).

Fl mecanismo es exactamente el mismo que el presentado en el primer capitulo y que hacia referencia

a la descomposicidon de los problemas cientificos: el objetivo (estado final del problema) es resolver la ecua-
cion: '

Xm = yp

El estado inicial del problema esta constituido por el listado de valores de las variables X e Y. Los esta-
dos intermedios del mismo problema estin configurados por los distintos calculos que hay que realizar para des-
pejar las incognitas en la ecuacion. En muchos casos, esos estados intermedios adoptan la apariencia de con-
ceplos, por cjemplo: ¢l cociente X,/ Y;, ¢l producio X, * Y. El problema de la induccion, esto es, el criterio utilizado
para detener la ejecucion de los algoritmos, es también heuristico: la existencia de términos constantes.

La estructura de control en BACON €s, por tanto, un sistema de producciones o programa declarativo, en
donde todas las reglas aplicables 4 una situacion dada son activadas, pero s6lo una ¢s ¢jecutada. La accidn de
esta regla induce ciertos cambios en la memoria de trabajo, esto es, en la configuracion inicial de variables (por
ejemplo, calcular los valores de la propiedad dependiente X, #Y;), o bien crear una nueva propiedad depen-
diente (X, / ¥, a partir de X'y de V). Una vez transformado el estado anterior del problema, el proceso de acti-
vacion empicza otra vez, ejecutindose nuevas reglas que sc ajusten a la situacidon actual.

La mayoria de versiones restantes de BACON son extensiones de este esquema. Asi, BACON.2 es capaz de
definir leyes polindmicas, mis complefas que las encontradas por Bacon.1, al incorporar las regularidades se-
cuenciales a los tipos de regularidad que debe buscar. sacon.3 acepta datos miltiples y no tan sélo pares de
valores, incorporando a su vez diversas heuristicas que controlan la busqueda de forma sistemdtica. BACON.4 es
capaz de identificar propiedades intrinsecas asociadas a términos nominales. BacoN.5 detecta la simetria de las
leyes producidas, lo que reduce drasticamenic 1a biisqueda de soluciones idoneas. Otros programas estrecha-
mente relacionados son Statn, GrauskR y DALTON, capaces de analizar datos cualitativos v de inducir expresio-
nes logicas (a diferencia de BacoN, que solo genera ecuaciones a partir de datos cuantitativos).

-BACON v sus sucesores no estin basados en una concepcidn inocente del método inductivo. De su fun-
cionamiento se deriva una concepcion muy distinta de la filosofia inductiva y de su relevancia en la investiga-
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cién cientifica, muy en Hnea con la revision de 1z filosofia de Francis Bacon (1561-1626) emprendida por Peter
Urbach (Urbach 1982, 1987, Gibbins 1990). Segin este autor, las criticas vertidas a Bacon (el filosofo y no el
programa) son infundadas. El Francis Bacon descrito por Urbach se parece curiosamente a Popper: aunque Ba-
con oponia la interpretatio naturae a la anfictpalio mwenlis, nunca se opuso al razonamiento por medio de hi-
potesis, sino que se oponia al predominio de las hipdtesis sobre la investigacion empirica. En otras palabras: el
razonamiento por hipdtesis no debia sustituir al andlisis empirico, 1o que nosotros podemos caracterizar como
busqueda de regularidades o definicion del esquema de co-ocurrencias existente en una base de datos.

BacoON (el programa) pretende integrar la «interpretacion de la naturaleza- con la «anticipacion de la men-
ter que Bacon (el filosofo) diferenciaba. De lo que se frata es de implementar un razonamiento hipotético-in-
ductivo, capaz de plantear conjeturas y refutaciones. Sus conceptos -expresados bajo la forma de ecuaciones -
son generados gracias a un mecanismo explicito (conjetura) v a continuacion refutados con ayuda de los datos
iniciales. Lo que hace que ¢l programa parezca un mecanismo inductivo simple ¢s la manera en que se conje-
turan los conceptos: no como hipdtesis deductivas, sino por medio de heuristicas especificas. La caracteristica
anti-haconiana presente en esos programas es la prioridad dada a la «anticipation: BACON ha sido programado
junto con una teorfa especifica -que una ecuacion de la forma X ™ Y = constanie cs vilida-. ;Por qué este for-
mato es mds adecuado que otro? El programa no puede dar una razoén, ya que esa «anticipatios es totalmente
externa a la «dnterpretatio- buscada. Ahora bien, sexternas no quiere decir «ajenas: esas «anticipaciones proceden
del conocimiento que tiene el programador acerca del dominio al que se refieren los datos, v son utilizadas por
el programa como estructuras de control y asistencia para poder desarrollar una investigacion «empirica». El pro-
grama es lo suficientemente fizble como para tener razones para sostener que el concepto asi generado es «reals,
v no friuto de un capricho de la maquina.

La implementacion de los programas de la familia 8acoN presenta bastantes limitaciones, muchas de ellas
mencionadas por sus propios disefiadores (Langley et al. 1987) v por otros autores (Walker 1987, I1laase 1989,
Cheng 1990). Algunos de estos problemas han sido abordados en uno de los sucesores de sacon, ¢l programa
EAHRENHEIT (Kochn y Zytkow 1986, Zytkow 1987). Este programa utiliza BacoN.3 como subprograma, de mane-
ra que es capaz de definir las mismas leyes que BACON, pero con una particularidad: es capaz de definir el ran-
go de valores en los que la ley es valida (en términos de las variables que se refieren a la ley, claro estd). Asi,
en el caso de un ejemplo arqueoldgico, una ley o modelo general no tiene por qué ser aplicable a todos los ar-
tefactos hallados en un yacimiento o en un sector del yacimiento, sino que su ambito de aplicabilidad se re-
duce a un tipo determinade. La limitacién del programa es que ese tipo de artefactos para los que es aplicable
ha de definirse en términos de las variables que definen la ley (por ejemplo, longitud, didmetro miximo, peso,...)
lo cual no siempre es evidente. TAHRENIIEIT constituye un avance con respecto a la familia de programas Bacon
ya que no solo es capaz de encontrar leyes, sino que también puede especificar dénde es valida esa ley. No
obstante, esta capacidad no debiera confundirse con la identificacion de los walores de verdad- de ta ley. La
descripcion del espacio de aplicabilidad de una ley caracteriza tan solo otro de los aspectos de ese modelo, v
no la justifica.

Muchos de los limites v deficiencias de BacoN, sin embargo, no son imputables a su implementacion, sino
al tipo de razonamiento que pretenden reproducir, lo que Gibbins (1990) ha denominado Baconianismo Com-
putacional: ¢dmo asegurarse la relevancia de las variables independientes que se utilizan en la definicién del
término o concepto a inferir.

130 ,
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Inteligencia Artificial y Prictica Arqueologica

Aunque la utilizacion de las técnicas de Inteligencia Artificial no estd muy difundida en la Arqueologia
actual, podemos mencionar algunos 4mbitos de nuestra disciplina que han de beneficiarse, necesartamente, con
los actuales avances en tecnologias de programacién de ordenadores:

* Los andlisis estadisticos (uni- y multidimensionales) no tardaran en ser sustituidos por las técnicas de
Induccion Automdtica, utilizadas en la actualidad como Gtil exploratorio en grandes bases de datos.
Ventajas: facilidad de uso, sencillez para interpretar el resultado del anilisis (Reglas vs. Ecuaciones),
ausencia de parametrizacion y no dependencia con la Curva Normal

+ Tipologias Automiticas: El uso de Sistemas Expertos constituye la alternativa mds evidente a las listas
tipologicas, ya que permiten acumular més datos, su lectura no es ambigua, y gestionan incluso la po-
sibilidad de excepciones

¢ Tratamiento de imagenes. En Arqucologia todo es imagen, desde la microfotografia del desgrasante de
una ceramica hasta a planimetria de una regidn, pasando por la forma y decoracion de los artefactos,
la disposicién micro-espacial del registro espacial y las secciones estratigraficas. Hasta ahora esas ima-
genes tenfan que traducirse en un lenguaje deseriptivo que en la mayorfa de los casos demostraba sus
limitaciones debido a su dependencia con respecto a la subjetividad del que hacia la descripcion. El
uso de Redes Neuronales y Sistemas Distribuidos permitira, a partir de ahora, el anilisis directo de las
imagenes, sin tener que pasar por la fase de la codificacion descriptiva en variables y atributos.

No obstante estos avances «reales» en el dmbito prdctico, en este libro se han presentado algunos pro-
yectos recientes que intentan ir mas alla, pretendiendo simular la manera ¢n que picnsan los arquedlogos. El
. proposito de estos programas es estudiar los mecanismos cognitivos subyacentes en el razonamiento arqueo-
logico, visualizando el razonamiento en si. Cada uno de estos proyectos se inscribe de lleno en lo que podri-
amos denominar Argueologic Automdiica - una subdisciplina encargada de poner de manifiesto la manera en
que los arquedlogos interpretan sus datos. El razonamiento cientifico es un mecanismo inobservable, del cual
sdlo conocemos sus efectos (las interpretaciones). Por consiguiente, un método de visualizar el mecanismo de
produccion de las interpretaciones debiera ser bienvenido. La Arqueologia Automatica utiliza medios compu-
tacionales para cumplir ese objetivo. Su supuesto bisico es el siguiente:

si somos capaces de programar un ordenador como si fuese una persona, empezaremos a compren-
der coHmo actia csa persona.

Algunos pueden pensar, sin embargo, que un programa «simulador funciona de manera sensiblemente
distinta a la del arquedlogo. La diferencia, sin embargo, ha de entenderse en los términos de una leoria de la
Representacion: el programa informatico hace las veces de modelo o represeniacion del mecanismo de produccién
de interpretaciones arqueologicas. Ese modelo no tiene por qué ser idéntico a su objeto de estudio, sino que
existe una determinada relacidn de correspondencia entre lo representado v la representacion. Las caracteristi-
cas v propiedades de esa correspondencia dependen de los propésitos para los que se haya creado dicho mo-
delo.

A continuacién, y como conclusion a este libro, recapitularemos la manera de representar el mecanismo
de inferencia arqueoldgica por medio de técnicas de programacion de ordenadores.
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La Naturaleza de los Problemas Arqueologicos

A lo largo de este libro sc ha mantenido como axioma fundamental que loda interpretacion, lodo signi-
Jicado, no son mds que la solucion a un determinado problema. Solo hay un modo de resolver este tipo de pro-
blemas: disponiendo de un conjunto de soluciones posibles alternativas (p.e. cronologias que puede tener un
objcto arqueoldgico) y decidiendo cudl de ellas es la mas apropiada en el caso en cuestidn, segln ciertos cri-
terios bien especificados. Este conjunto de soluciones sucle denominarse generador o espacio del problema y
represcenta und Teorfa Cienfifica.

El estado inicial del problema coincide con lo que los 16gicos denominan explanans, esto es, aquello que
queremos interpretar. El estado inicial de un problema arqueoldgico es obvio: el registro arqueolagico, el arte-
facto o la disposicidn de artefactos que queremos interpretar, y lo representaremos por medio de una lista de
rasgos descriptivos. La inlerprelacion arqueologica coincide, obviamente, con la sofucion al problema arqueo-
logico que hemos planteado. En este caso, hacemos referencia al explanandum | que denominamos estado fi-
nal del problema. Cuanto mias generales sean los érminos que describen esa solucion, tanto mis amplio serd
su dmbito de aplicacion, y responderd a mas problemas.

Ahora bien, para que una unidad de conocimiento asi caracterizada sea realmente una solucidon precisa-
mos de un conjunto de criterios de validacion o requisitos para aceptarla como vilida; ese conjunto de requi-
sitos constituye ¢l objetivo , que puede ser definido en términos sencillos como: «aquello que desea obtenerses,
Necesitamos, ademas, de un conjunto de operadores, defimdos, a su vez, como «unidades de conocimiento ne-
cesarias para alcanzar un fin.. Nos referitemos, por tanto, a un objetivo cuando detectemos una «falta de infor-
macions para obtener algo; por su parte, los opetadores determinarin las manera de «sars cierta informacion
con el fin de llenar ese vacio de conocimiento.

Aceptando la identidad del mecanismo de produccién de interpretaciones con el mecanismo de resolu-
cion de problemas, afirmaremos que los datos arqueolégicos se interpretan por medio de una operacion de bus-
queda - tanto ¢l arquedlogo como ¢l programa de ordenador que resuclve automaticamente problemas, son ca-
paces de buscar la interpretacion o estado final que corresponde a la descripeidn empirica o estado inicial facilitado
por el usuario. Segiin el tipo de problema, la operacién de blisqueda sera distinta:

» Problemas de Diagnostico (cf. Torasso y Console 1989): se parte de un conjunte de interpretaciones
alternativas totalmente conocido y se trata de seleccionar una de ellas, utilizando para ello diversos cri-
terios que reduzcan la basqueda a unos limites computables.

s Problemas de Diserio (cf. Brown y Chandrasekaran 1989): se trata de construir la interpretacion de cier-
tos datos a partir de una serie de restricciones que deben ser satisfechas. El conjunto de interpretaciones
posibles es, en este caso, desconocido, y hay que generarlo basindose en las restricciones. La opera-
cion de busqueda, por tanto, no se realiza entre las interpretaciones candidatas, sino entre los opera-
dores -cudl es el mas conveniente para transtormar el estado actual en un estado intermedio que cum-
pla los requisitos-.

Asi pues, computacionalmente hablando, la interpretacidn de un artefacto arqueoldgico empezara siem-
pre con la identificacion de la dificultad que debe resolverse (el objetivo ). Tina vez definido el objetivo recu-
rrimos 4 la informacion disponible (conocimiento previo) y construimos el estado inicial sobre el cual aplica-
remos el operador © los operadores necesarios. Recuérdese que la descripcion no es una operacidén neutra, sino
que depende de la teoria a nuestra disposicidn, ademis de los objetivos que hayamos formulado.

A continuacion estimamos la diferencia existente entre nuestro punto de partida y ¢l punto al que que-
remos [legar (el objetive) analizando las relaciones de similaridad existentes entre el estado inicial v €l estado
final del problema. Dado que ambos son unidades de conocimiento representadas de la misma manera, esa es-
timacion, aungue compleja debido 4 las distintas modalidades, es computacionalmenic factible. El procedi-
micnto u operador que seleccionemos para gererar la interpretacion tendrd que reducic esa diferencia, permi-
tieéndonos ir del punto de partida hasta el punto de llegada interpretacion.

Tanto el estado inicial como ¢l estado [inal de ese proceso han sido representados gracias al conocimiento
previo que disponemos. Sin ese conocimiento, la representacién no hubiera sido posible y la interpretacion no
habria tenido lugar. Este principio equivale a decir que sin una 1eoria Cientifica no puede existir interpreta-
cién arqueologica. Por consiguiente, necesitamos conocimiento para definir la situacion en la que se ha detec-
tado una dificuttad, y necesitamos conocimiento para resolver esa dificultad. El estado inicial estd de un modo
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u otro implicito en el enunciado del problema, ¢s decir, aparece determinado por el objetivo a resolver y por
el conocimiento previo que se dispone; «representar- la situacion inicial, por tanto, equivale a describirla. Re-
presentar el resultado, sin embargo, exige construir un conjunto de soluciones posibles a partir de un confun-
to de conocimiento previo, Gran parte de la eficiencia del procedimiento de resolucion estard basada en la «cons-
truccidn» de ese conjunto, es decir, en el isomorfismo entre las soluciones posibles y el conocimiento del cual
proceden.

Dado que «nterpretamos» por medio de la aplicacién de ciertos cileulos ogicos (los operadores ) con-
cluiremos que la interpretacion de un artefacto arqueolégico debiera ser una funcion de su descripcion empi-
rica. La demostracion de este principio es sencilla, ya que aparece como una consecuencia de la caracteriza-
cidn de los mecanismos de resolucion de problemas en términos de busqueda y seleccion de la mejor solucion
posible: dada una dificultad concreta (objetivo), 1a solucion dependerd de la situacion en la que se haya iden-
tificado esa dificultad. Por tanto, la solucién concreta que obtengamos habri de estar determinada por el esta-
do inicial que hayamos empleado como punto de arranque del procedimienio de solucion.

Concluiremos, entonces, que la relacion existente entre estado inicial y estado final o solucién coincide con
la aplicacién de un operador, En realidad, ese operador se limita a represeniarla funciéon entre ambos, traduciéndola
a un formato ejecutable, esto es, como una secuencia ordenada de reglas, acciones e instrucciones. Esa relacion
(y ¢l operador que la representa) es un elemento de conocimicnto cientifico, que forma parte del conjunto de
conocimiento en el que se ha enunciado el problema, el estado inicial y el conjunto de soluciones posibles.

Ahora bien, la relacion entre un dato arqueolégico y su interpretacion, no tiene por qué ser una relacion
formal o matemdtica. Existe una gran diversidad de funciones o relaciones posibles entre ¢l estado inicial y ¢l
estado final de¢ un problema. No olvidemos que los problemas surgen de la identificacion de cierta dificultad;
por lo tanto, la relacién entre un estado inicial v un estado final no es nunca obvia, sino no se llamaria dificul-
tad. Precisamenie el punto clave en la resolucién de un problema radica en determinar si existe o no alguna
relacidn enire los datos iniciales y la solucion propucsta.

En la vida cotidiana, pocas veces nos molestamos en definir esa relacidn, pues actuamos por ensayo y
error © bien recurrimos a nuestra experiencia: si la situacidén es semejante a alguna antes experimentada, ac-
nmaremos de igual forma que lo hicimos en aquel momento. La interpretacion arqueologica también estd basa-
da muchas veces en el ensayo y error, aunque lo mas aconsejable serfa establecer la relacion entre datos ini-
ciales y concepto interpretativo experimentalmente. Una vez que se ha obtenido una lista de posibles operadores,
se procede de nuevo por busqueda y seleccion del mas iddneo entre ellos, esto es, de aquel que mejor repro-
duzea la relacion existente entre la descripeion de unos artefactos y 1a interpretacion mas verosimil de los mis-
mos. En definitiva, para poder buscar y seleccionar una interpretacion, es preciso que antes busquemos y se-
leccionemos un operador, operacidn pard la que necesitaremos, también, algiin tipo de conocimiento previo
que nos permita realizar esa seleccidon con ciertas garantias de éxito. No hay manera de construir un operador
que busque en un conjunto infinito de soluciones o interpretaciones posibles, porque esa busqueda no acaba-
ria nunca. En Inteligencia Artificial denominamos a esa dificultad explosion combinatoria, y suele resolverse re-
curriendo a una scrie de condiciones o beuristicas que progresivamente limitardn la cantidad de operadores po-
sibles y que, finalmente, permitirin elegir el mds adecuado. El procedimiento es aparentemente simple: en
cada una de las etapas de la resolucién se compara el estado actual del problema con el estado final del mis-
mo (si es conocido) o con derlas condiciones previamente enunciadas que debe cumplir ese estado para po-
der ser considerado la solucidn; a continuacion se lleva a cabo una operacién que permita reducir la diferen-
cia entre el estado actual y las caracteristicas del estado final. El uso de este procedimiento heuristico permite
al agente encargado de resolver el problema avanzar reduciendo progresivamente la distancia a la solucion y
evitando ¢l uso de estados del problema que aumenten esa diferencia.

Una busqueda heuristica es un procedimiento que aplica pasos plausibles para navegar en un espacic
de alternativas inmenso, con el fin de conocer la mejor (o una coleccion de las mejores) alternativas para cier-
to propdsito. Lo que convierte a esta bisqueda en heuristica cs que ¢l procedimiento no garantiza que ¢l re-
sultado sea la mejor de todas las aliernativas, o una coleccién que incluya la mejor alternativa, si bien el pro-
cedimiento se aproximara bastante a ella, de acuerdo con clerto criterio. Ese criterio puede que no sea muy riguroso
y que no siempre proporcione una solucion Optima, si bien ésta serd la mejor que se puede obtener, muy su-
perior 2 la que se habria logrado sin una busqueda heuristica. Se insiste en aquello que es alcanzable y sufi-
cientemente bueno, prescindiendo de lo que es 6ptimo, pero inalcanzable.

La idea de hewristica aplicada al razonamicento cientifico no tiene nada de insdlito: ciertas HIPOTESTS VE-
ROSTMILES organizan el proceso de resolucion de un problema cientifico, reduciendo el espacio de dicho problema
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Fl operador abductivo por excelencia es la andlogia, aunque los logicos sefalan también el interés de
los siguientes: igualdad, simetria, homologia, desigualdad y referencia. Asi, dos estados de un problema csla-
rin asociados: . '

 si puede establecerse alguna correspondencia heuristica entre ambos,
* si son semejantes,
» siun estado intermedio hace referencia a otro en su representacion.

Mis de un lector preguntard por qué son tan débiles, formalmente hablando, las asociaciones que con-
figuran una cadena de inferencias. La razén estriba en las caracteristicas del mecanismo beuristico de produc-
cion de interpretaciones desarrollado en la seccion anterior. La operacion de basqueda de la «mejor solucion
posibler no puede implementarse mediante un algoritmo de tipo polinomial, es decir, no existe ningin proce-
dimiento que nos permila averiguar, en un namero finito de pasos, la idoneidad de una interpretacion dada
cierla informacion empivica inicial .

Tanto los especialistas en logica como en informadtica le han dado muchas vueltas a este corolario de [os
Teoremas de Gadel y de Church, v han llegado a la conclusion que no hay una respuesta formal al mismo, aun-
que si la hay beuristica: el mecanismo de resolucion de un problema debe implementarse en 1érminos de un
conjunto finito de operaciones independicntes, cada una de ellas con sus propios criterios heuristicos de vali-
dez. Ese mecanismo serd muy diferente segiin utilicemos un modelo proposicional de representacidn o un mo-
delo topologico.

En ¢l primer caso, ¢l modelo proposicional de representacion, el mecanismo de razonamiento que utili-
Zaremos para generar una interpretacion arqueoldgica adopta el aspecto de una secuencia de operaciones 1O-
gicas muy sencillas, ninguna de las cuales por si misma, es lo suficientemente sofisticada para generar por st
sola la interpretacion, si bien, el esfuerzo combinado de todas esas operaciones permite construir un estado fi-
nal aceptable. Es decir, un gran ndmero de operadores abductivos muy simples «activar las distintas unidades
de conocimiento que configuran la cadena de inferencias. Dado que en esa cadena las unidades son muy dis-
tintas entre si, las «condiciones de activacion. diferirdn de unas a otras, teniendo en cuenta, ademas, ¢l orden o
situacion de ¢ada unidad en la cadena de inferencias. Se necesita, por tanto, una «reaccion en cadena- para po-
der «ctivar la interpretacion, ya que estamos obligados a usar como conocimiento previo las unidades de co-
nocimiento que han sido activadas previamente. En términos computacionales, esa reaccién en cadena es el re-
sultado de la cjecucion de un mecanismo de propagacion de la funcion de activacion. Ese mecanismo puede
llegar a ser bastante complejo, computacionalmente hablando, ya que depende del orden de las unidades en
la cadena de inferencia —el cual depende, a su vez, de la naturaleza de las diferencias entre las distintas unida-
des-, as1 como de la naturaleza de la funcion de activacion de cada una de ellas; por lo general se trata de una
funcién cualitativa (acumulacion simple de unidades de conocimiento de menor nivel) v, por lo tanto, discon-
tinua, que enumera los estados intermedios del problema -activados entre el estado inicial y el estado final

En el caso de la represendacion lopologica de las inferencias, las asociaciones entre unidades adoplan otro
aspecto, lo que condiciona el tipo de cadena de inferencias obtenido. La excitacion (equivalente a la «activa-
cidéne proposicional) de uno de los elementos de procesamiento («neurona») que configuran la red neuronal, es
el resulrado de la excitacion de un niimero x de neuronas anteriores, ast como de la existencia de conexiones
excitatorias (conexiones con un peso elevado) entre unas y otras. Ahora bien, esa funcion -continua y no line-
al, a diferencia de la «activacidn» proposicional- no transtiere informaciéon declarativa: el valor excitatorio de las
neuronas y de sus conexiones no tiene sentido fuera del entorno de programacién. Por consiguiente, las aso-
ciaciones abductivas no tendrin que buscarse entre las neuronas, sino entre los vectores de excilacion. Por
ejemplo, para interpretar neuronalmente la funcion de un atil litico hemos de traducir previamente la asocia-
cidén proposicional —mds intuitiva-

{Rasgos descriptivos (), (y), (z)) = Raspador Carenado

en un vector de elementos excitados y pesos de sus conexiones respectivas. Ello se realiza mediante ciertas
ecuaciones que tienen cn cuenta el ndmero de ejemplos y de rasgos que describen los raspadores carenados
conocidos. Siempre que introduzcamos la misma lista de rasgos descriptivos, «excitaremoss el mismo vector de
excitaciones que representa aquella interpretacion <aprendida» por el programa a partir del anilisis de un de-
terminado numero de ¢jemplos de raspadores carenados. Obsérvese que se ha establecido una relacion de ana-
logia entre el conjunto de rasgos descriptivos (estimulo) y la respuesta generada por el sistema. Que esa wes-
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puesta» esté representada fopologicamente (en términos de un vector de excilaciones) no afecta al contenido
de la analogia. La cadena de inferencias, en este caso, tiene tan sélo un estado inicial y un estado final, sin es-
tados intermedios. El inconveniente es gue la interpretacién ha tenido lugar en una caja negra: a no ser que
el investigador sea un matematico avezado, no podrd visualizar el mecanismo que ha establecido las asocia-
ciones.

Los enlaces o asociaciones que definen una cadena de inferencia son, en realidad, unidades de conoci-
mientc en si mismas. Su significado suele definirse en términos «explicativos-. Hs decir, dos unidades de cono-
cimiento estan asociadas cuando una de ellas expfica a la otra. Tradicionalmente la definicién rigurosa del tér-
mino explicacion se ha resistido a los intentos de la mayoria de filésofos de la ciencia. Si seguimos a un autor
como Paul Thagard (1989) tendremos que admitir que lo que nos ha conducido a establecer una «conexién» ex-
plicativa son motivos meramente pricticos: A explica B porque A cumple ciertos requisitos. Esos requisitos
pueden ser muy diversos, formales o cuasi formales o bien derivados del objetivo formulado al enunciar el pro-
blema interpretativo (en ese caso lo denominaremos requisito heuristico). Lo cierto es que no existe una defi-
niciéon formal (y, por tanto, computable) del término explicacion . En auscencia de una definicion operativa de-
bemos trabajar bajo el supuesto -probablemente crréneo- que una explicacion equivale a una asociacion objetiva,
en donde el adjetivo «objetivor no hace referencia a ninguna verdad universal, sino tan sélo al ajuste entre las
condiciones de activaciéon de una unidad de conocimiento v el objetivo explicito con el que se formula el pro-
blema.

El punto de partida de [a Arqueologia Automatica es que el «azonamiento cientificor no es mis que un
conjunto artificial de mecanismos y operadores asociativos muy diversos. Ni podemos referirnos a él como la
sublimacion del sentido comiin, ni tampoce podemos reducirlo a un conjunto de operaciones formales sin sig-
nificado. Parafrascando a Paul Feyerabend, en el razonamiento cientifico ¢odo valer, cualquier operador que
nos permita asociar distintos estados de un problema serd bienvenido, siempre v cuando la relacion entre in-
formacion empirica v la interpretacion se haya puesto de manifiesto. No hay bases cognitivas ni formales para
justificar un modo de conocimiento, sino tan s6lo molivos practicos.

Deduccion e Induccion en el razonamiento argueologico

Hasta no hace mucho se crefa que una cadena de inferencias estaba constituida, necesariamente, por uni-
dades de conocimiento asoctadas deductivamenie (Watson et al,, 1971). Uno de los resultados de la arqueolo-
gia automadtica radica, precisamente, en sefialar la naturaleza beuristica, y por tanto, no obligatoriamente de-
ductiva, de las asociaciones que configuran la cadena de inferencias. Ello no significa, sin embargo, que las
deducciones no tengan utilidad en el razonamiento arqueoldgico.

Los investigadores en Inteligencia Artificial v Psicologia Cognitiva han contribuido a redetinir [o que la
Logica Clasica entendia por deduccidn (cf. Blasius v Burckert 1989, Johnson-Laird y Byrne 1991). Un razona-
miento deductivo correcto es aquel cuya conclusion es verdadera en cualquiera de las situaciones en las que
la premisa c¢s verdadera; por tanto, denominaremos deduccion a un tipo de asociacidon entre dos unidades de
conocimiento caracterizada por establecer una relacion de consecuencia 1ogica (implicacion ) entre ellas. En otras
palabras, entre ambas unidades existe una relacion necesaria que nace en la propia definicion de las unidades
y no de una condicion heuristica externa impuesta por ¢l investigador.

Para poder establecer esa relacidon de consecuencia entre ambas unidades, es preciso que la segunda de
ellas (la unidad dedtcida } contenga explicitamente cierta informacidn que ya existia, aunque de forma impli-
cita, en la primera de ellas (la premisa). A diferencia del razonamiento abductivo, ¢l razonamicnto deductivo
¢s incapaz de crear nueva informacion, tan solo vuelve explicito lo que antes se conocia de forma implicita.

Es ficil reproducir este tipo de razonamiento en un ordenador; basta con que implementemos el meca-
nismo légico denominado modus ponens :

Si El Estado inicial del problema que se caracteriza por la presencia de los rasgos descrip-
tivos (x) (y) (z) estd stempre asociado a un Hstado Final caracterizado por los rasgos (a)
) ©
Entonces, Dado cualquier estado inicial que contenga los rasgos (O(yXz)
Deduciremos,
La interpretacion de (xO(y)z) es (@(h(o). : : N
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Obsérvese que para establecer una asociacion deductiva es preciso que esa asociacion haya sido validada
previamente. No basta con que conjeturemos heuristicamente la asociacién, ni que creamos que es la «mejors
de todas las posibles; hemos de estar seguros que en ninglin caso encontraremaos una interpretacion mejor. Para
estar seguros de una afirmacion es necesario que demostremos la verdad de cada una de las instancias de esa
informacion. (Pero puede haber infinitas instancias! No hay ordenador ni cerebro humano capaz de analizar uno
por uno todos los contextos posibles en los que determinada informacion deba ser, necesariamente, verdade-
ra. Por tal motivo, tanto 1égicos como informaticos recurren a ciertos principios que reduzean de algin modo
la evaluacidn de la «werdad- de una asociaciéon deductiva:

= recurriendo a reglas formales que validen sintdcticamente la validez de la asociacion. Siempre que
¢l razonamiento reproduzea esa sintaxis lo consideraremos «erdaderos. El lenguaje de programa-
cion PROLOG, por ejemplo, implementa el llamado Teorema de la Resolucion de Robinson (una
de esas reglas formales).
= recurriendo a reglas semanticas fijas, esto es, reglas cuyo contenido sabemos valido. Se trata de una
variante del modus pronerns
* recurriendo 2 una simulacién del contenido de Ia asociacion (Johnson-Laird 1983):
— se construye un modelo explicito del conocimiento contenido en las premisas
— s¢ construye un madelo explicito del conocimiento en el consecuente.
— se intentaz unir ambos modelos, analizando su compatibilidad (ausencia de contradicciones).

La aplicacion de alguno de estos mecanismos de asociacion nos permite establecer, automiticamente y
sin necesidad de pruebas ulteriores, ia validez ¢ idonecidad de la interpretacion generada. Ahora bien, si este
mecanismo de asociacion fuese et Gnico modo de combinar informacion, la mayor parte de problemas arque-
olégicos quedaria sin resolver. §i los conceptos asociados en una cadena de inferencias no cumplen las condi-
ciones siguienies:

» la aplicabilidad de la conclusidn ha de ser mayor o igual que la aplicabitidad de tas premisas de
tus que ha sido deducida, nunca menor.

* la conclusion no puede afirmar algo que se haya afirmado con anterioridad

* la conclusion ha de afirmar atgo que no esté explicito faungue, necesariamente, debe estar imph-
cito} en el enunciade de las premisas.

diremos que de Iz informaciéon empirica inicial no puede deducirse ninguna interpretacian por falta de cono-
cimiento fiable (experimentalmente vitido). Elfo no quiere decir que ese estado inicial no sea interpretable, sina
que la validez de la mterpretacion (obtenida gracias a fos operadores abductivos) no se deriva exclusivarenie
de Ia descripcidn inicial. Tal y como hemos visto en la seccidn anterior, las inferencias no-deductivas (abducti-
vas) son mucha mas frecuentes.

En ausencia de enlaces deductivos que garanticen formalmente que cada una de las unidades de cono-
cimiento que aparecen en la cadena de inferencias ocupa el lugar que le corresponde, tendremos gue utilizar
un criterio heuristico de validacion: la interpretacién generada tiene que ajustarse a las especificaciones del ob-
jetivo del problema. Los objetives de un problema suelen representarse por medio de proposiciones que hay
que validas, es decir, por medio de preguntas:

&x) se fecha en et siglo IX a.C.2

Ahorz bien, tan sOlo en ¢l caso en que dispongamos de una gran cantidad de conecimiento bien estructurado
podremas resolver el problema respondiendo 4 una sola pregunta. En la mayoria de las ocasiones, es preciso
que hagamos una gran cantidad de preguntas para poder encontrar la solucion. Cuando se le plantez una pre-
gunta al sistema, €ste activa una de fas unidades de conocimiento utilizando alguno de los operadores asocia-
dos especificamente a esa unidad. Si el sistema no puede decidir qué operador es el que hay que utilizar, de-
beremos plantear oira pregunta de tal modo que la respuesta a Ia misma proporcione ta informacion necesaria
para activar Ia solucidn a ha primera que hemos formulado.

En otras palabras, los fallos- en la resolucion dan lugar a que nos planteemos subproblemas cuve obje-
tivo s, precisamente, resolver 1z nueva dificultad aparecida reduciende la distancia entre el estado inicial y al-
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guna de las soluciones. Por consiguiente, para poder generar una interpretacion precisamos de un plan o se-
cuencita de subproblemas. La apariencia externa de ese plan es la de una compleja red en la que estin inte-
grados todos los subobjetivos, unidos entre si por medio de relaciones de «cooperacion:, pues cada subproblema,
con ayuda de los demas contribuye a encontrar 1a solucién idénea al estado inicial.

Los subobjetivos son unidades de conocimiento preespecificadas cuyo objetivo ¢s, precisamente, impo-
ner un orden determinado cn el flujo de asociaciones, esto es, en la propagacion de la funcion de activacion.
Se trata de un conocimiento acerca del procedimiento para resolver el problema, antes que acerca de la solu-
cion correcta del problema; nos referiremos a €1 como mela-conociniento.

La secuencia de subobjetivos ha de estar deductivamente ordenada, de tal modo que un subobjetivo debe
deducirse del anterior. Es precisamente esa secuencia deductiva la que nos permitira validar la cadena de in-
ferencias que hemos obtenido abductivamente: cuando la cadena de inferencias reproduzea la secuencia de su-
bobjetivos, el estado final de la misma sc ajustard con lo especificado en el objetivo del problema. Aqui radica
la nocién de objetividad (ajuste con los objetivos) v no en ninguna esotérica verdad universal inmanente.

Todas estas dificultades son exclusivas del modelo proposicional de representzcion de las cadenas de in-
ferencia. Muchos auiores piensan que esie modelo estd Himitado por culpa de la necesaria unidimensionalidad
del esquema de asociaciones. Sin embargo, hemos visto en la seccidn anterior que para interpretar los datos ar-
queoldgicos podemos (y en muchos casos debemos} utilizar cualquier combinacion de enlaces asociativos. Es
precisamente la diversidad de los operadores asociativos necesarios para configurar una interpretacion la que
debiera prevenirnos antes de encerrarnos en cadenas de inferencia con una estructura predefinida.

Por qué limitarnos entonces con el uso de estructuras de conirol de naturaleza deductiva, mucho mas
exigentes, formalmente, y que exigen grandes cantidades de conocimiento valido, del cual carecemnos en ka ma-
yoria de las ocasiones? Porque descamos estar razonablemente seguros que la interpretacion es adecuada, ¥ na-
die ha dicho que el razonamiento cientifico tenga que ser sencilio. Ahora bien, /no existira algin método de
validacion que no exija tanto mera-conocimiento? La respuesta es negativa, dentro del modelo proposicional de
representacion, pero afirmativa dentro del modelo topologico.

La combinacion de enlaces asociativos diversos debiera dar lugar 2 una estructura en paralelo o reticu-
lar v no a una cadena o secuencia de unidades. En esa estructura la funcién de activacion no se propagaria uni-
dimensionalmente, sino que se distribuiriacen infinitas direcciones. Obviamente, csas cstructuras multidimen-
sionales han de ser representadas mediante sistemas topologicos, esto es, veclores de excitacion. Quizds el
formato de las redes neuronales, tal y como ha side expuesto en la seccidn anterior no sea el mas convenien-
te, dada su poca transparencia, de ahi el modelo mixto disehado por algunos auores, en el que las «<neuronas-
tienen contenido declarativo v las conexiones excitatorias representan la influencia causal de las distintas uni-
dades de conocimiento (Feldman y Ballard 1982, Shastri 1988). Se trata de un sistema cuasi-proposicional, en
el que el orden de las inferencias puede establecerse matemdticamente a partir del peso de los enlaces entre
las nevronas {cf. Churchland 1989).

En rales circunstancias, el mejor modo de calcular el ajuste entre la interpretacion y el objetivo es por me-
dio de operaciones de optimizacion , esto es, €l cilculo de la mejor de todas tas funciones continuas que rela-
cionan el estado inicial con el final. No detallaremos aqui las ecuaciones necesarias para optimizar una inter-
pretacion (cf. Pao 1989, Zeidenberg 1990), si bien podemos hacer ciertas apreciaciones: fedricamente esas
ecuaciones son universalmernle vdlidas, esio es, no dependen del problema concreto que se pretende resolver,
ya que hacen referencia a la sintaxis y no a la semdntica. Algunos algoritinos de optimizacion (por ejemplo el
algoritmo de Kohonen) utiliza criterios formales muy estrictos, segiin los cuales fa mejor solucion es aquelia que
adopta una estructura matemitica determinada, usualmente basada en Teoria de las Probabilidades. Obvia-
mente esa solucion nos devuelve 2 la polémica positivista acerca del uso de reglas sintdcticas para demostrar
la verdad de las alirmaciones cientificas. Por otro lado, los algoritmos mas conminmente usados en la progra-
macién de redes neuronales (el algoritmo de reiro-propagacion) exigen también meta-conocimiento. Ese «co-
nocimiento acerca del problema- es muy distinto del que necesitibamos en el caso proposicional: en hugar de
desarrollar el plan del problema (secuencia de sub-objetivos), se precisa de un conjunito adecuadamente gran-
de de ejemplos a parttir de los cuales puedan calcularse las propiedades topologicas de la solucion optima.

Hasta ahora no hemos mencionado para nada el razonamiento inductivo, fundamental para muchos ar-
quebdlogos (Clarke 1968): los conceptos cientificos, las interpretaciones, se generaban por medio de ciertos ope-
radores estadisticos (correlacion de atributos), utilizando como informacién inicial una descripcion de los da-
tos. Segin este enfoque, las interpretaciones se expresarian mediante series de atributos estrechamente
correlacionados v el mecanismo de produccién de interpretaciones se reduciria a la aplicacion de operadores
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inductivos universales -por ejemplo, la correlacion estadistica y sus derivados- sobre la informacién inicial, sin
que se precise ningln tipo de hipdtesis previa cuya relacién con la evidencia fuese preciso establecer.

A lo largo de este libro se ha desarrollado una concepcion muy distinta de la filosofia inductiva y de su
relevancia en la investigacion cientifica. Los arquedlogos no analizan los fendmenos sociales aplicando formu-
las magicas a sus datos y usando el resultado de esas férmulas como conceptos o leyes absolutas. Debieran ser
capaces de aprender conceptos y no tan solo sefalar la existencia de co-ocurrencias. La nocion de «aprendiza-
jer suele definirse como «aquel fendmeno exhibide cuando un sistema (agente humano o maquina) mejora en
la ejecucion de una tarea concreta, sin necesidad de haber sido reprogramados (Anderson 1983, Newell 1990)
. Por consiguicnte, si la induccion ha de facilitar el «aprendizaje» de nuevos conceptos, interpretaciones y solu-
ciones a problemas diferentes, la inferencia inductiva se caracterizard por la modificacion progresiva de la for-
mulacién de un concepto inicial Chipdtesis), acercindose paulatinamente a un concepto «nejor que el de par-
tida. «“Mejor puede significar cosas distintas: un mayor porcentaje de soluciones correctas, una respuesta mas
rapida, soluciones mas practicas o cficaces, o con un mayor abanico de posibilidades de aplicacion, un ajuste
mas apropiado con el objetivo, etc,

La modificaciéon inductiva de una categoria puede definirse, también, en tanto que trunsferencia de co-
nocimiento de un conjunto de unidades a otra que, por el mero hecho de recibir esa transferencia de conoci-
miento, altera su naturaleza logica volviéndose mds general. Sin embargo, no toda transferencia de conoci-
miento es inductiva -es decir, permite aprender-: el conocimiento de la segunda unidad tiene que aumenlar
como consceuencia de esa transferencia. Pero no hay aprendizaje, no hay «ncremento- del contenido, si no se
definen previamente los pardmetros que permitan establecer la «mejora» del sistema. Aqui radica el problema
de la induccién, que durante siglos se han planteado los fildsofos: a diferencia de lo que sucede con la deduccion,
no puede probarse si las leyes o entidades generales aprendidas inductivamente son correctas. Mientras que la
deduccién es un tipo de razonamiento finito, es decir, concluye tras un nomero determinado de pasos, la in-
duccidn no concluye nunca, porque no puede establecerse con seguridad cual de las modificaciones de un con-
cepio o interpretacién es la definitiva. De este modo, la creacidn de conocimiento cientifico constituye en rea-
lidad un proceso continuo, que no pude reducirse a la aplicacion de un Gnico operador.

Por consiguiente, lo realmente importante en una inferencia inductiva no es la naturaleza de los opera-
dores (estadisticos 0 Iogicos), sino las heurfsticas de procesamiento que aseguraran que las conclusiones inductivas
son plausibles y relevantes para el objetivo que se estd procesando. El control de la induecion tiene mads im-
portancia que la induccidn en si misma. Hay que limitar la busqueda de generalizaciones y/o asociaciones, aun
con el riesge de omitir informaciones importantes. No puede haber aprendizaje st no se controla de un medo
u otro el mecanismo de induccion, ya se trate de la generalizacidn o de la correlacion de propiedades. Cuanto
mas estrictas sean las condiciones que impongamos al mecanismo, mayor riesgo de eliminar generalizaciones
interesantes; si esas condiciones fuesen demasiado débiles, las dimensiones del espacio de basqueda seran ex-
cesivas para encontrar en €l hipdtesis satisfactorias.

De este modo, en el dominio de la Inteligencia Artificial, las interencias inductivas se caracterizan de un
maodo bastante distinto al de la inferencia estadistica clasica: el objetivo no es distinguir qué atributos o varia-
bles estdn correlacionados con qué objetos en una base de datos, sino en modificar progresivamente la defini-
cion de un objeto paradigmatico de modo que la definicion final sea utilizable para todas las instancias posi-
bles del mismo objeto. El razonamienio inductivo, pues, puede estudiarse a través de la modificacion del
CONOCIMIento a través de si uso. '

A diferencia de lo que creian los primeros partidarios de la nueva Arqueologia no necesitamos mecanis-
mos formales estrictos (deduccidn ldgica) para interpretar los datos arqueoldgicos, aungue nada nos impida uti-
lizarlos en la resolucién de determinados problemas. Ahora bien, no debemos prescindir del caracter sracionals
de la arqueologia, aun cuando ni la deduccién ni la induccidn scan mecanismos de inferencia fundamentales.
Existen otros mecanismos mucho mads dtiles € igualmente efectivos (abduccion, analogia), que nos permiten de-
finir el «razonamiento arqueoldgicor en términos de un conjunto de mecanismos de combinacion conceptual |
hayan sido santificados o no por la Logica de Predicados (Thagard 1988, 1990). En definitiva, el investigador
debe combinar la informacion que dispone para poder producir interpretaciones (conceptos). Brian Falkenhainer
propone la siguiente conjetura de similaridad al respecto:

Todo proceso de construccion de interpretaciones puede caracterizarse como la basqueda de la si-

milaridad maximamente explicativa entre la situacion que se desea explicar y cierto fendmenc expli-
cado con anterioridad. La situacién previa puede haberse extraido de una experiencia actual, una ex-
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pericncia prototipica o una situacién imaginaria derivable del conocimicento generals (Falkenhainer 1990:
164). :

Ni la combinacién de conceptos ni la busqueda de una «stmilaridad maximamente explicativas, sin em-
bargo, son operaciones {ormales; existen numerosisimos operadores combinatorios y muchos tipos de corres-
pondencia (similaridad) entre los estados intermedios de un problema, cada uno de los cuales sera atil en de-
terminadas circunstancias. El dnico requisito «<objetivos para que una combinacidn conceptual produzca una
inferencia valida es que la secuencia de combinaciones se haya producido siguiendo un plan especifico v no
al azar. En otras palabras, ha de resultar posible, en todo momento, saber cdmo (secuencia de combinaciones)
y por gué (plan que hay que seguir para resolver ¢l problema) sc ha gencrado csa inlerpretacion y no otra.

Esta caracterizacion de la naturaleza del razonamiento cientifico debiera permitirnos distinguir las fun-
ciones de las tres modalidades clisicas: abduccién, deduccidn, induccidn:

* la abduccion permite resolver problemas, una vez que el estado del problema ha sido configura-
do. Su caracteristica fundamental es la existencia de una correspondencias heuristica (no vilida sin-
tacticamente, sino pragméaticamente) entre el estado inicial y el estado final del problema que se
desea resolver.

* La deduccién permite controlar la «objetividad» de un mecanismo automatico de resolucion de pro-
blemas. Estableciendo relaciones de similaridad literal entre los distintos subobjetivos que configuran
el drbol de descomposicion de un problema, impondremaos al algoritmo de resolucion un guste
midximo al objetivo inicial (esa es la definicion de «objetividad»). Atencién, una solucidn «cbjetivas
puede ser falsa v valida a la vez. El término validez hace referencia tan solo a la aceptabilidad in-
dividual de un resultado, no a su relacion con el mundo real.

e La induccidn debe entenderse como una «propicdads del razonamicento cientifico, antes que como
un tipo de inferencia. Consiste en la modificacidon constante de conceptos y soluciones previas, si
bien, para ser auténticamente inductiva, esa modificacion controlada ha de conducir a conceptos
«mejores», heuristicamente, que los de partida.

S6lo podremos aazonar cuando dispongamos del espacio de un problema y alguna solucidn inicial. Aho-
ra bien, si las dnterpretaciones» no pueden construirse sin conocimiento previo, ;cOMO Crearetos esos Conceplos
iniciales? Aqui radica, a mi juicio, la cuestion fundamental en Filosofia de la Ciencia. Ningin arqueologo traba-
ja en un vacio conceptual, sino que es participe de un conocimiento, parte del cual ha aprendido en la universidad,
parte del cual es constitutivo de la ideologia social que él; como miembro de una comunidad, ha contribuido
4 ampliar. Ese Conocimiento Inicial coincide con lo que Kuhn denominaba «paradigmar; en cierto sentido es aje-
no al investigador, que muchas veces es inconsciente que estd utilizando un espacio de problema plenamente
configurado (el malhadado sentido comzin ). Algunos trabajos recientes (Stoczowski 1991) han demostrado la
aparente «wida propiar que ticne ¢se conocimicento inicial, influyendo al investigador en lz mayor parte de sus
decisiones.

Por consiguiente, siempre existe un espacio de problema que nos permitird interpretar, mal o bien, nues-
tras evidencias. Obviamente, cse espacio serd distinto segin el grado de formacion del arquedlogo. Nucestros
conocimientos iniciales son mucho mejores -al menos eso es lo que quiero suponer- que los que disponian los
arquedlogos de principios de siglo. Lo realmente importante es que hemos de ser conscientes de ese lastre que
llevamos encima; mis alli del método empleado para resolver nuestros problemas y del control de esa deci-
sion, debemos ser capaces de modificar paulatinamente nuestros resultados de manera que aumente su «cali-
dads, esto es, que tengan una mayor validez, una mayor sencillez, sean aplicables a un mayor nimero de ca-
808, ...

La Naturaleza de Ias Teorias Arqueologicas

En capitulos anteriores hemos podido apreciar [a necesidad imperativa de conocimientos estructurados
para poder resolver problemas arqueoldgicos. Los arquedlogos no debieran limitarse a la mera acumulacién de
datos empiricos simples, sino que deben estructurar y relacionar toda 1z informacion que consiguen para po-
der llegar a resolver nuevos problemas interpretativos. La tarea del arquedlogo es asociar paulatinamente uni-
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dades de conocimiento de naturaleza muy diversa, estableciendo una jerarquia de entidades tedricas cada vez
mis alejadas del nivel observacional y cuya gencracion requerira cadenas de inferencia extraordinariamente lar-
gas, asl como una enorme variedad de operadores heuristicos. Una vez verificadas empiricamente, ¢sas asociaciones
se convertiran cn unidades de conocimiento de pleno derecho y pasardn a formar parte del conocimiento pre-
existente, a la espera de ser asociadas a otras unidades. En definitiva, una Teoria contiene interpretaciones que
han sido generadas, en algiin momento anterior como solucién a cierto problema

Las Teorias Arqueoldgicas, por tanto, no son mis que blogues de conocimicnto, que forman estructuras
extraordinariamente complejas. Ese conocimiento aparece bajo la forma de asociaciones cuya validez ha sido
establecida heuristicamente, esto es, por su ajuste a algin objetivo especifico. Ahora bien, una Tcoria debe con-
tribuir a resolver una gran cantidad de problemas distintos: ninguno de los bloques de conocimiento puede ser
validado, simultineamente, en todos los dominios de aplicacion de la Teoria. De ahi que las entidades tedricas
sean tan sOlo validas particularmente, v no actien en ninglin momento como axiomas o leyes universales. Ta
validez de todas 1as unidades es revisable; cualquier asociacion es avtomaticamentc climinada si se demuestra
su inutilidad.

Si queremos «programar- en el ordenador una Teoria Arqueologica, habremos de tener en cuenta todas
esas consideraciones. Una teoria no es una base de datos, sino un programa aparentemente «inteligentes capaz
de operar con nuestros datos, permitiendo inferencias automdlicas, esto ¢s, la combinacién de datos e hipote-
sis para generar nuevos datos que resolverin los problemas que tenemos planteados. En cualquier caso, una
Teoria Computacional puede describirse en tanto que base de datos con la propiedad de «modificarses a sT mis-
ma para realizar un {in concreto, pues, sin finalidad, no habria dnteligencias.

La utilizacién de una teoria computacional se diferencia, pues, del empleo de bases de datos clésicas (re-
lacionales). En estas Gltimas de lo que se trata es de «wecuperar clertas unidades de conocimiento (los datos)
que se han inroducido previamente: el usuario consudle la informacion. Para llevar a cabo esta tarea, el pro-
grama gestor de la base de datos dispone de un lenguaje especializado en el que se programaran las consul-
tas, las cuales estaran representadas por medio de una enumeracion simple de las caracteristicas que ha de cum-
plir et dato buscado. Bl usuario de 1a teorfa computacional, por el contrario, no corsulia informacion, sino que
«activa- aquellas unidades de conocimiento que el programa considera son las soluciones adecuadas al proble-
ma planteado. Puede pensarse que esa «activacidn» no deja de ser una consulta maquillada; sin embargo hay
una diferencia fundamental entre la interrogacion de una base de datos clasica y la interrogacion de una teoria
computacional: se necesita informacion contextual para activar las posibles soluciones al problema. Es decir,
los contenidos de la teoria computacional serdn activados si v s6lo si son relevantes en el contexto marcado
por el problema que hay que resolver.

En términos informaticos, una teoria computacional es una memoria asociativa, es decir, un sistema de
almacenamiento de la informacidn capaz de acceder a su contenido por medio de asociaciones vy correlacio-
nes. Existen diversos tipos de memorias asociativas, si bien la mayoria de ellas comparten las mismas caracte-
risticas: 1) pueden detectar similaridades o analogias entre las unidades de conocimiento que contienen y nue-
vas unidades de conocimiento introducidas por el usuario; 2) la ejecucion del programa no se deteriora por el
uso de informacién incompleta.

Otra propiedad importante de las memorias asociativas, y que es la que mis nos interesa para progra-
mar teorias computacionales es la direccionalidad por el contenido. Tradicionalmente los ordenadores sitdan
unidades individuales en lugares concretos de sus bancos de memoria lamados «direcciones.. Esas unidades pue-
den recuperarse s6lo en el caso que se conozea la direccidn correcta. En una memoria asociativa dotada de la
propiedad anterior no existe una Unica ubicacidn en la memoria que contenga cada uno de los distintos items
de informacion. Por el contrario, la responsabilidad de representar el conocimiento cientitico recae en el esquema
de asociaciones entre los distintos elementos de construccidn, ya scan estos predicados simples o nodos en un
gralo. Une memoria dircecionable por el contenido utiliza los valores especificos de numerosos elementos de
programacion para acceder a ia ubicacidn de los conceptos.

Esta importancia de lo asociativo en las (corias computacionales afecta también al significado o identi-
dad scmdntica de las unidades de conocimiento: el significado de las entidades tedricas no deriva de su apli-
cacién observacional, sino que depende de las inferencias (cadenas de asociaciones) en las que toma parte. En
otras palabras, la identidad semdntica de un concepto estd determinada por su situacién peculiar en la red de
asociaciones (cf. Churchland 1989).

AUn no se ha podido programar una teorla computacional en su integridad, aunque si se conocen los
componentes informaticos que deberi tener: un mecanismo de soluciéon de problemas capaz de tratar inferen-
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cias para construir ia estrategia de satisfaccion de ciertos objetivos, una memoria accesible (asociativa), y un me-
canismo de induccion que actualice el conocimiento que se vaya obteniendo. Es importante sefialar que, en esta
estructura, los objetivos, y por consiguiente la estructural de control deductivo del flujo de inferencias, no per-
tenecen al sistema cognitivo, sino que son introducidos por ¢l usuario siempre que éste utilice los contenidos
de la teoria. Es obvio que el investigador propone esos objetivos, en tanto que miembro de un determinado
grupo social; el razonamiento arqueoldgico estd afectado por los valores sociales. Sin embargo, en tanto que
conjunto artificial de mecanismos que depende de la voluntad del investigador, nada impide trascender esos
valores. Todo depende de los riesgos que el investigador desee asumir.
En definitiva, una teorfa computacional debe contener:

« un conjunto de conceptos que describan ¢l conocimiento relevante al problema que se quiere re-
solver

» una representacién adecuada de esos concepios, esto €s, una representacion dactiva que permiia.
que los conceptos reaccionen a los mensajes enviados por ¢l usuario o por los otros conceptos del
Sistema

* un conjunto de reglas que gobiernen la descripcitn de los conceptos en términos de su represen-
tacion

* un conjunlo de operadores que actiien sobre las representaciones.

Otra de las caracteristicas bdsicas de cualquier teoria computacional es que su arquitectura inlerna sez
andloga al mecanismo de razonamiento que hemos descrito en paginas anteriores, puesto que, al margen de
interpretar las observaciones empiricas, la teoria debe proporcionar una explicacion de las unidades de cono-
cimiento usadas para explicar las observaciones; es decir, debe especificar el como v el por gué de 1a interpre-
tacion generada. Segiin este principio, la arquitectura idonea de una Teorfa Compuiacional seria modular:

1 para responder al objetivo F, se necesita el conocimiento C

2 el objetivo G hace referencia cémo se ha resuelto E con ayuda de €
3 para responder al objetivo G se necesita el conocimiento D

4 el objetivo H hace referencia 2 la relacion entre Cy D

5 para responder al objetivo H se necesita el conocimiento E

v ast ad infinitum.

Una consecuencia importante de este enfoque estriba en la necesidad de diferenciar claramente 1a tarea
de adquirir el conocimiento necesario para resolver un problema situado mis arriba en la escala de abstraccion
que acabamos de presentar. Un programa que carezca del conocimiento D, por ejemplo, serd incapaz de re-
solver el problema G, pero no por ello le faltard «nteligenciar- es inteligente con respecto al problema F, aun-
que no lo sea con respecto al problema G, Ningin fildsofo de la ciencia debiera de extraiiarse; la respuesta a
la Paradoja de Russell v al Teorema de Godel pasa por construir sistemas formales que incluyan a un sistema
formal incompleto. Como fodos los sistemas formales son incompletos por definicion, la tarca de construir sis-
temas (ue los incluyan ne acabard nunca; tampoco €l razonamiento cientifico tiene un final, aunque el cono-
cimiento sea acumulable.

Los datos y conceptos clentificos son, esencialmente, dindmicos, de ahi que la Teoria Computacional deba
representar de un modo u otro, ¢l cambio entre dos momentos o estados. Muchos avances cientificos depen-
den de la introduccion de nuevos conceptos que solo al final demuestran no ser validos. Su indeterminacion
suele descubrirse a la larga, porque ha aparecido una situacion inesperada en la que un conocimiento, hasta
entonces vilido, genera conflictos. En otros casos, el investigador es consciente que estd trabajando con una
informacién disyuntiva, incompleta, negativa o meramente implicita. De ahi que el razonamiento cientifico pre-
cise de la facultad de elaborar inferencias plausibles en presencia de una informacién que a menudo es incompleta
v evolutiva, esto es, cambiante con el tiempo. Este peculiar tipo de razonamicnto no se deja formalizar por la
16gica clasica, que trabaja con premisas verdaderas universalmente, completas y no cambiantes. En el razona-
miento cientifico, las conclusiones obtenidas en un momento dado, ya no seran validas cuando se haya revi-
sado la teoria que 1a produjo. En otras palabras, la principal caracteristica del razonamiento cientifico es la de
basarse en infercncias «revisables», 0 no verdaderas tautologicamente.
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Las teorias computacionales han de permitir inferencias revisables; para ello tendremos que implemen-
tar las dos propiedades fundamentales de ese tipo de razonamiento, en primer lugar a propiedad de no-mo-
notonia, que se define del siguiente modo:

lo que es deducible en el instante t,
no lo es necesariamente en el instante t+1.

En otras palabras, el niimero de conclusiones vilidas (extensiones) de en una inferencia cientifica, pue-
de decrecer al aumentar las premisas de la misma.

La otra propiedad del razonamiento «revisables ¢s la pluri-extensionalidad - a partir de un mismo con-
junto de informaciones iniciales, pueden ohtenerse distintos conjuntos incompaiibles de conclusiones. Es de-
cir, dado un mismo problema v una tGnica Teorfa, pueden inferirse distintas soluciones. El orden en el que se
producen las inferencias determina la estructura final del conjunto de soluciones. Mientras que los sistemas de-
ductivos formales obtienen un Gnico conjunto cerrado, completo y universal de conclusiones, los sistemas no-
monétonos obtienen conclusiones muy diversas, particulares y abiertas, que no sc «deducen» de las premisas,
sino que son meramente compatibles con ellas. La programacion de sistemnas no-mondtonos en los que la plu-
ri-extensionalidad no degenera en contradicciones constituye uno de los dominios més dindmicos de la Tnicli-
gencia Artificial. (cf. Besnard 1989, Grégoire 1990, Lukaszewicz 1990).

De la programacion de teorias computacionales se pucde derivar una nueva definicion del término feo-
it , una definicion que dé cuenta de las ventajas del uso del ordenador como vehiculo de representacion. Allen
Newell (1989), propone la siguiente:

«un cuerpo de conocimiento del cual pueden obtenerse
respuestas a ciertas preguntas.

Las preguntas, obviamente, pueden ser muy diversas, tanto como las respuestas que se obtengan: pre-
dicciones, explicaciones, interpretaciones. Lo importanie de las Teorias Computacionales es que nos permiten
apreciar que es la teoria la que proporciona las respuestas, y no el tedrico. Tanto los seres humanos como las
teorfas son agentes «acionaless capaces de responder preguntas. Los seres humanos, sin embargo, no suelen pro-
porcionar informacion adicional acerca de la correccidon de su respuesta, v si lo hacen estin obligados a recu-
rrir 2 una teoria. En ausencia de criterios de validacidén externos, los seres humanos emplean la argumentacion
como mecanismo de critica y reformulacion, evaluando la idoneidad de las respuestas con arreglo al cumplimiento
o no de sus propios obietivos individuales (subjetivos), prescindiendo de los objetivos sobre los que estaba ba-
sada la pregunia. Por el contrario, una teoria clentifica -computacional o no- es un cuerpo explicito de conoci-
miento, a partir del cual cualquier persona lo suficicntemente entrenada podra extraer respuestas a sus preguntas.

Obviamente, qué preguntas encontraran respuesta y qué preguntas permanecerin sin solucion depen-
dera de la preparacion del usuario de la teoria; pero no asi la respuesta en si, la cual, una vez obtenida, de-
pende exclusivamente dela teoria; en nuestro caso, del conocimiento implementado en el ordenador y de la
mancra en que ha sido implementado.

;COmo «cvaluar- una Base de Conocimientos?

Aceptar o rechazar Teorfas es algo mucho mis complejo que rechazar cierta unidad de informacion con-
crefa, ya que una Teorfa se componge e muchas unidades de informacion interrelacionadas. Contrariamente a
lo que supondria Karl Popper, entre otros, no podemos rechazar una Teorfa simplemente porque falle ocasio-
nalmente: la «evaluacidén de una teoria Computacional no puede establecerse, exclusivamente, en términos de
sus resultados.

La verificacion de cualquiera de los programas que hemos comentado en capitulos anteriores debiera em-
pezar por el estudic de la concordancia entre el Programa y la Teorfa que se supone representa. Dicho de otro
modo, sproduce el Sistema Informético los mismos resultados que lograria un investigador especialista en ese
ambito con ayuda de la Teoria en cuestion? Supongamos que disponemos de un Sistema Experto capaz de da-
tar cerdmica v que lo utilizamos para datar un artefacto especifico. El programa ha producido los siguientes re-
sultados: |
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SIGLO IX A.C. : 60 %
SIGLO VIIL A.C: 45 %
SIGLO VIT A.C.: 40 %
SIGLO VI A.C.: 20 %

Es decir: para el programa, este artefacto arqueologico tiene un 60% de probabilidades de ser’datado co-
rrectamente en el Siglo IX a.C., v s0lo un 20 % de probabilidades de ser datado en el siglo VI a.C. Noétese que
el ordenador #o estd seguro de la respuesta, pero «cree» que la mejor solucion es: «Siglo IX a.C.. Por su parte,
un arquedlogo, especialista en ese periodo, considera que las probabilidades de datacion correcta de esa mis-
ma pieza de ceramica son:

SIGLO IX A.C. : 80 %
SIGLO VIII A.C.: 75 %
SIGLO VII A.C.: 30 %
SIGLO VI A.C. 0%

Para el investigador humano <o mas probable» es que esa ceramica sea datable en los siglos IX v VIII
AC.

;Qué significan estas cifras? Basicamente, se trata de una simple representacion numérica de la inseguri-
dad o incertidumbre del Sistema Experto y del Arquedlogo a la hora de distinguir entre ¢l siglo [X y el siglo
VIII a.C. La incertidumbre es el resultado 16gico de una base de conocimientos incompleta. Expresindolo en
términos informaticos:

» la Basc de Hechos que contiene la descripeion de esa ceramica activa tan s6lo un 60 % de las con-
diciones necesarias para que un artefacto sea datable en el siglo IX a.C., a juicio del Sistema Ex-
perto

¢ la Base de Hechos que conticne la descripeidn de ese artefacto activa tan sélo un 80 % de las con-
diciones necesarias para que sea datable en el siglo IX a.C., a juicio del Arquedlogo.

Para evaluar la idoneidad del Sistema Experto, lo primero que tendremos que hacer es compararlos re-
sultados obtenidos por uno y otro. A tenor de las cifras, el arquedlogo parece estar mas seguroe que el Sistema
Experto de la «antigiiedad- de ese artefacto. Concretamente, sabe con certeza que resulta imposible datarla en
el siglo VI 4.C, cosa que el Sistema Experto tan solo sospecha,

Por otro lado, ambas series de «probabilidades: cronologicas son compatibles ordinealmente. Este tipo de
compatibilidad suele utilizarse bastante como Indice de validacion: si el orden de Jas predicciones del Sistema
y del arquedlogo es el mismo, los resultados del Sistema serdn «validos, en tanto ¢n cuanto su orden sccuen-
cial «oincider con el propuesto por el arquedlogo.

En consecuencia, para medir el grado de compatibilidad entre los resultados de un Sistema Experto y los
de un Experto humano no basta tan sdlo con contar el porcentaje de errores cometidos por el Sistema, donde
¢l término <crrores equivale a resultados distintos. Es necesario introducir también la «importancia» subjetiva de
dichos errores, y el «oste» de un error: en nuestro primer caso cualquier arquedlogo aceptaria que el Sistema
se equivocase en la atribucion entre siglo X y VIIL, porque €l mismo es incapaz de diferenciarlos, si bien no
aceptard en ningdn caso un crror a la hora de distinguir entre siglo VIII v siglo VI. Esta «valoracion» suele in-
troducirse por medio de las denominadas matrices de confusion:

SIGLO IX SIGLO VIII SIGLO VII  SIGLO VI

SIGLO IX — 30 50 70
SIGLO VIII 50 — 50 70
SIGLO VII 70 70 — 70
SIGLO VI 100 100 100 —

Una entrada de 100 sugiere que confundir un diagnéstico con otro es muy grave. Segln la informacion
contenida en esta matriz de conlusion, por tanto, seria menos importante que el Sistema Experto se equivoca-
se entre el siglo IX vy el siglo VIII que entre el siglo VIII y el siglo VI. La matriz no tiene por qué ser simétrica;
por ejemplo, puede que sea mis sencillo saber si una pieza data en el siglo VIIL que en el 1X, debido a que el
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registro arqueologico del siglo VIII es mejor conocido; en la matriz, por tanto, es menor ¢l riesgo de confundir
siglo IX con siglo VIIL que el de confundir siglo VIII con siglo IX.

Los errores de diagndstico tambicn suclen representarse por medio de matrices de confusion. Asi, por
ejemplo:

SIGLO IX SIGLO VITT  SIGLO VII  SIGLO VI

SIGLO IX — 20 25 0

SIGLO VIII 20 — 30 30

SIGLO VII 10 25 — 20 .
SIGLO VI 0 10 10 —_ ‘

que se leeria del siguiente modo: el Sisterna Experto confunde los objetos del siglo VIII y los del siglo VII en
el 30 % de los casos; los del siglo IX y los del siglo VI en ningtin caso, los del siglo VIIL y los del siglo VI cn cl
30 %, y asi sucesivamente.

En resumen, disponemos de tres indices de verificacion de la concordancia Teorfa/Programa:

— Orden de los Diagndsticos
— Grado de Confusion
— Exactitud

Estos Indices no son independientes unos de otros. Por ejemplo, supongamos que hemos obtenido:

Coincidencia en el Orden de los Diagndsticos: 74 %
Grado de Confusion: 11 %
Falta de Exactitud: 48 %

Estos porcentajes no son otra cosa que el porcentaje medio que aparece en las distintas matrices de con-
fusion. Nos fijarcmos, en primer lugar en el ultimo de ellos: en el 48 % de los casos, los resultados del Sistema
Experto no coinciden con los resultados que un arquedlogo considera «verdaderos». Este resultado podria lle-
varnos a rechazar el Sistema por poco fiable: nadie necesita un programa que se equivoque la mitad de las ve-
ces. Ahora bien, fijtmonos en el resultado del Grado de Confusion (11 %): ¢l «coste» de confundir un diagnods-
tico con otro es bastante bajo, quizas porque el arquedlogo no estd muy seguro que sus propias interpretaciones
sean todo lo «erdaderass que debieran. Por consiguiente, sélo queda fijarnos en la compatibilidad ordinal: en
¢l 74 % de los casos los resultados del Sistema Experto y los del arquedlogo seran, sino los mismos, si al me-
nos «comparables»,

A este modo de «evaluar la ejecucién de un Sistema Experto o de un programa de Induccién Automati-
ca podriamos denominarlo «anilisis de la coherencia externa», pues lo que se pretende es averiguar si los re-
sultados del programa son coberentes con los resultados que se derivan de la formulacién cldsica de la Teoria.
Otro modo de evaluacion vendria definida, entonces, por el anilisis de la coberencia interna. Si pretendemos
utilizar una Teoria Computacionzl para realizar larcas explicativas resulta imprescindible garantizar que duran-
te la ejecucion de la base de Conocimiento, la solucidn esperada se obtendrd sin incoherencias. «Probar la co-
herencia de los resultados del Sistema supone verificar la coherencia estatica de cada uno de sus componentes:

* coberencia esidtica de un becho .- Es preciso verificar que los elementos constitutivos de un He-
cho (atributos y/o Relaciones) no contradigan las asociaciones implementadas previamente en la
Base de Reglas.

» coherencia estdlica de un conjunio de bechos.- Obviamente, las referencias cruzadas entre los He-
chos deben ser consistentes. No puede emplearse, por efemplo ¢l encuadre «Crenologia del siglo
[X- para describir el Encuadre «Cerdmica de Barniz Rojo- si éste Gltimo cuenta con un atributo con-
trario a los que definen «Cronologia del siglo IXe.

» coberencia estdtica de una regla.- La misma relacién que existe entre los atributos de un Hecho,
debe existir entre las condiciones y consecuencias de una regla.

* coherencia estdtica de un conjunto de reglas- En la Base de Reglas pueden coexistir, sin proble-
mas, consecuencias distintas (por eferplo: siglo IX a.C; siglo VIII a.C.). Lo que hay que evitar es
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que ambas consecuencias sean activadas por ¢l mismo conjunto de condiciones (y, por extension,
como resultado de la introduccidn de un mismo hecho).

Por lo tanto, al enunciado declarativo de la Teoria Computacional habri que anadirle un mecanismo de

control de la coherencia estdtica. La funcidn de un subprograma como éste seria identificar la existencia
de:

coberencia interna de una regla: Las premisas (condiciones) de una regla pueden definirse como

la especificacion de los conjuntos de hechos sobre los cuales esa regla es aplicable. Para estudiar

la coherencia estitica de una especificacion basta con estudiar [a coherencia estatica de los con-

juntos de hechos que constituyen una instanciacién potencial de esa especificacion. La coherencia

v estitica de una regla se verifica cuando las especificaciones de la regla son estaticamente coherentes
con las especificaciones de un objeto inicial.

s redundancia de una regla: Una regla R es redundante si existe una regla R’ tal que el conjunto de
los consecuentes de R constituya un subconjunto de los consecuentes de R’ v que el conjunto de
las premisas de R sean un subconjunto de las premisas de R’, sin que varie ¢l resultado.

» conflicto entre dos reglas: Las reglas R y R’ estan en conflicto si existe una substitucién s de las va-
riables de R v una substitucion s’ de las variables de R’ tales que, tras la sustitucion, el conjunto de
las premisas de las dos reglas constituyan una especificacion coherente, mientras que el conjunto
de conscecucentes s una especificacion incoherente.

® reglas con premisas intitiles: Las reglas R, tienen una premisa inutil si tienen todas el mismo con-
secuente v si el conjunto de las partes de las premisas que las distinguen una de otra es una tau-
tologia

e bucles en un conjunto de reglas: Un bucle de reglas es un conjunto ordenado de reglas tal que los
consecuentes de una regla y una parte de las premisas de la regla siguiente son agrupables, mien-
tras que los consecuentes de la ltima regla y una parte de las premisas de la primera, también lo
sormn.

e cadenas contradictorias: Una cadena contradictoria es un conjunto ordenado de reglas tal que los
consecuentes de una regla y una parte de las premisas de la regla siguiente son agrupables, mien-
tras que los consecuentes de la Gltima regla y las premisas de la primera constituyen una especifi-
cacién estaticamente incoherente.

Si mantenemos la coherencia estatica en una Teorfa Computacional, posiblemente mantendremos tam-
bién ia coherencia dinamica, esto es, la falta de inconsistencias derivadas del funcionamiento del Sistema. Sin
embargo este ultimo punto no puede ser asegurado, ya que dependeri siempre de la coherencia externa de la
Teoria que sustenta el Sistema. Precisamente el objetivo de la automatizaciéon de una Teoria serd encontrar ca-
sos empiricos que refuten los conocimientos existentes acerca de la mejor manera de resolver un problema es-
pecifico.

En definitiva, un Sistema Experto proporcionard resullados sverdaderos» exclusivamente ¢n ¢l caso en que
la Teoria Cientifica que contiene y representa sea capaz de ello. Un Sistema Experto puede representar una Te-
oria Cientifica errénea y proporcionar asi resultados absurdos, aunque formalmente validos dentro de la teoria.
Si las condiciones de activacion de las soluciones y la propagacion de la funcion de activacion son fruto de la
imaginacién del programador y no reproducen una Teoria Cientifica, el Sistema Experto tendrd el mismo uso
que una obra artistica: serd muy bonito, impresionante quiza, pero inatil para los investigadores.

Por consiguiente, aungue el Sistema Experto reproduzca adecuadamente una ‘Teoria Cientifica, no habremos
avanzado nada en su posible werdad» empirica.

Obviamente, resulta imposible construir un Sistema Experto que sea siempre consistente v en el que la
apariciéon de anomalias se evite en todo momento. Ello se debe, fundamentalmente a que los criterios operati-
vos ulilizados para detectar la «coherencia» no son formales, sino que dependen del dominio de aplicacion del
programa y derivan, por tanto, de la Teorta Cientifica que éste implementa. Son «declarativos» y no universales.
Es tarea del usuario decidir cuando la aparicion de inconsistencias se debe a la deficiente configuracion de la
base de Hechos (scleccion errdnea de datos empiricos) o a la inconveniencia de la Teorfa Cientifica que se pre-
tende usar para resolver el problema.
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Arqueologia Automaitica

«S1 queremos saber como funciona la mente, debemos
preguniarnos qué cs lo que hace y por qué hace lo que hace»

Esta cita es facilmente aplicable al dmbito de la investigacion arqueologica: si deseamos saber qué ¢s una
interpretacién o ung teorfa debemos averiguar qué es lo que realmente hacen los arquedlogos cuando «azo-
nan», esto es, cuando interpretan las evidencias arqueoldgicas. En el ambito de las Ciencias Cognitivas ha ad-
quirido una relativa fortuna la distincién entre una Teoria en el nivel computacional y una teoria en ¢l nivel al-
goritmico (Marr 1982). En su nivel computacional, una teoria estd caracterizada por aquello que se computa,
por qué estd siendo computado y a qué condiciones debe ajustarse el procedimiento. Una teoria en el nivel al-
goritmico especifica como se realiza la computacion, y debiera ser lo suficientemente precisa como para poder
ser simulada mediante un ordenador. Segiin Chomsky (1965) una teotia en el nivel computacional es una ex-
plicacion de la competencia humana, la capacidad del investigador para resolver sus problemas, en definitiva,
sus objetivos. En su realizacion algoritmica, la teoria debe explicar las caracteristicas de ejecucion humana, don-
de falla y por qué nos conduce, en ocasiones, al error; debiera facilitar, igualmente, su integracion con las res-
tantes acciones cognitivas.

La Arqueologia Automadtica es, obviamente, una teoria del razonamiento arqueoclagico en su nivel algo-
ritmico. Su principal objetivo es el andlisis de la racionalidad de una teorfa por medios computacionales. En olras
palabras, averiguar ¢l significado de las interpretaciones arqueologicas cn 1$érminos de los mecanismos com-
putacionales que permitieron construir esa interpretacion y que determinan su uso durante la resolucién de un
problema. (Thagard 1988: 68).

Fl estudio de esz a racionalidad suele emprenderse distinguiendo en la Teoria un componente logico (sin-
tactico) de un componenie subjetivo (semdntico). El primero estd incorporado a cualquier programa de orde-
nador (depurador), v su funcién es determinar la gama de inferencias incompatibles; lo cual debiera preservar
la consistencia del conocimiento arqueoldgico. El segundo determinari la efectividad de las inferencias.

El objetivo (inal de cualquier andlisis de [a racionalidad de una Teoria parte del principio segdn el cual
la calidad de una Teorla Computacional no sélo depende de la calidad del conocimiento que contiene, sino del
uso al que se destina esa Teorfa. Ahora hien, hemos visto que la efectividad del uso de la Teorfa computacio-
nal s6lo puede realizarse empiricamente. La propicdad de la pluri-extensionalidad del razonamiento cientifico
impone, ademds, una serie de condiciones y limites dificilmente formalizables a la selecciéon del «mejor» con-
texto de aplicacion del conjunto de soluciones posibles. Todo ello hace referencia al componente subjetivo (se-
mintico) de las Teorfas Computacionales, que podemos deseribir en tanto que representacion del usuario o del
acto de wutilizar el conocimiento.

Podemos programar una Teoria Computacional cuyo dominio de aplicacion sea, precisamente, el uso de
una Teorfa anterior, lo cual simularia ld actuacion de un usuario hipotético. De este modo implementaremos el
componente semdntico de la racionalidad de [a Teoria. Conviene tener presente que el uso de la Teoria, esto
es, la resolucion de un determinado problema cientifico debe ser consistente con los objetivos marcados, ob-
jetivos que constituyen las unidades de conocimiento caracteristicas de la meta-teoria.

En definitiva, ¢l proposito de estos programas de ordenador no es sustituir a los arquedlogos por ma-
quinas inteligentes, sino estudiar los mecanismos de resolucion de problemas utilizados por los cientificos so-
clales, o los mecanismos de resolucitn que debierarn utilizar. Automatizando el procedimiento de interpretacion
del registro arqueoldgico descubriremos los mecanismos cognitivos subyacentes en todo razonamicento cienti-
fico. La ventaja de la automatizacidn y del empleo de las técnicas de Inteligencia Artificial radica en la supera-
cion del limite al que habian llegado los positivistas: las inferencias no deben representarse, exclusivamente,
recurtiendo a la Logica de Predicados o a inferencias estadisticas simples. La informitica ofrece unos formatos
de representacion que permiten superar las limitaciones semdnticas, tanto del lenguaje natural como de los len-
guajes formales al uso. Obviamente, esta representacidon computacional también estd afectada por los teoremas
de la incompletitud de los sistemas formales: no se busca construir la méquina que acabe con todas 1as miqguinas,
sino analizar coHmo interpretan los arquedlogos sus evidencias y, [o mds importante, por qué lo hacen de ese
modo v no de otro.

A buen seguro habri quien encuentre las paginas anleriores un nuevo ejemplo de palabresia técenica ale-
jada de las preocupaciones de todo buen arquedlogo practico. Mi tnico propdsito ha sido el de senalar el prin-
cipal peligro en cualquiera de las ramas de la Ciencia Social: la trivializacién de las inferencias. Mientras este-
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mos anclados en un modelo verbal del razonamiento y no lengamos conciencia de la diversidad de operacio-
nes asociativas posibles, nos resultard de todo punto imposible comprender la complejidad de los fendmenos
sociales.

Lo que propongo no es ninguna panacea universal. Tan solo un conjunto de métodos técnicas y opera-
ciones que nos permitan construir modclos sofisticados capaces de dar cuenta de la extraordinaria complejidad

de la realidad social.

JLa tarea de la ciencia no es explicar a qué sabe la sopa, sino explicar cémo ha llegado

a tener el sabor que tiene”.
Albert EINSTEIN
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