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An accurate procedure for coupling (time-dependent) driven electron tunneling and electromagnetic propagation at terahertz frequencies cannot be developed neither with equivalent electric-circuit approximations nor using standard electromagnetic solvers. Alternatively, in this work, a full-physical time-dependent self-consistent algorithm for such coupling is presented. In order to demonstrate the numerical viability of the algorithm and to show the great interest of driven electron tunneling devices for terahertz applications, a transistorlike tunneling device (coupled to lossy transmission lines) is designed for developing a rectifier, a harmonic generator, and an amplitude modulator at terahertz frequencies. © 2008 American Institute of Physics.
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The partition of an experimental setup into the active region and the rest of the system, which is implicit in the analysis of most electron devices, is a delicate issue at terahertz frequencies. Since the active region interchanges (electromagnetic) energy and electrons with the micrometric wires, Maxwell and electron transport equations have to be solved self-consistently. Standard electromagnetic simulators developed for photonic systems are not valid because of their simplistic expressions for electron conductance/charge. In fact, the standard self-consistent simulation of terahertz (or millimeter-wave) electron devices follows a two-step procedure: (i) the active region and the transmission lines are “approximated” by equivalent electric circuits and then (ii) the self-consistent solution of the whole system is obtained using standard electric-circuit simulators. However, this procedure is not valid for driven electron tunneling at terahertz frequencies because such quantum transport regime (with scenarios oscillating at frequencies comparables to the inverse of the electron transit time) cannot be accurately described by an equivalent electric circuit (for the large signal applications discussed here). The current of driven tunneling systems can be highly nonlinear (multiple sharp resonances) and it has spatial and temporal wavelike interferences leading to complex quantum phenomena. Therefore, in this work, we present an alternative computational algorithm for the self-consistent coupling between driven electron tunneling device (in a nanoscale device) and electromagnetic propagation (in a transmission line) at terahertz frequencies. Our numerical approach is applied to a transistorlike tunneling electron device that we named driven tunneling device (DTD), connected through lossy transmission lines to a input voltage and a load resistance (Fig. 1). Our examples clearly demonstrate the numerical viability of our physical coupling algorithm. In addition, they also show that DTDs are interesting systems for generating/manipulating signals at the terahertz gap. Among other solid-state proposals, the DTD can be an alternative to the dominant (frequency down-conversion) optical prototypes and it can provide future terahertz systems with reduced costs, sizes, and complexities (benefiting from the state-of-the-art nanoelectronic technology).

In this work, we consider transversal electromagnetic (TEM) modes as the propagating signal along the transmission lines (wires) of Fig. 1(a), which are formulated in terms of two scalars: the current and voltage (other electromagnetic modes are also possible). At each position $x=n\Delta x$ of the wire and each particular time $t=m\Delta t$ [see Fig. 1(b)], one can define a line integral of the electric field along the distance between the two conductors to define the voltage $V(n,m)$. In addition, one can calculate the integral of the total current density on the surface surrounding the inner conductor to obtain (by Ampere’s law) the total current flowing through it, $I(n,m)$. It is well known that the relation between the voltages and the currents in each section of the wire (transmission line) of Fig. 1(b) can be written as

$$
\begin{align}
\left[1 + \frac{\Delta t}{C(n)}\right] V(n,m+1) - \frac{\Delta t}{C(n)} I(n-1,m+1) \\
+ \frac{\Delta t}{C(n)} I(n,m+1) &= V(n,m),
\end{align}
$$

and

$$
\begin{align}
\left[1 + \frac{\Delta t}{L(n)}\right] I(n,m+1) - \frac{\Delta t}{L(n)} V(n,m+1) \\
+ \frac{\Delta t}{L(n)} V(n+1,m+1) &= I(n,m),
\end{align}
$$

where $L(n)=L_p\Delta x$, with $L_p=Z\sqrt{\mu\varepsilon}$, is the inductance per unit length, and $C(n)=C_p\Delta x$, with $C_p=\sqrt{\mu\varepsilon}/Z$, is the capacitance per unit length, for a particular value of the impedance of the wire $Z$ with $c=1/\sqrt{\mu\varepsilon}$ the electromagnetic propagation speed. On the other hand, a nonzero conductivity in the dielectric can be modeled by introducing the conductance $G(n)=G_p\Delta x$. In addition, the finite conductivity of the inner conductor, that affects the behavior of the waveguides and attenuates the transmitted power (i.e., skin effect), can be modeled by adding the resistance $R(n)=R_p\Delta x$. Expressions (1a) and (1b) can be written in a matrix notation, $[M] \cdot [U] = [K]$, where $[K]=\{V(n,m), I(n,m); \forall n\}$ is the vector of the known voltages and currents along the wire at time $t=m\Delta t$, $[U]=\{V(n,m+1), I(n,m+1); \forall n\}$ the unknown vector of voltages and currents at a later time $t=(m+1)\Delta t$, and $[M]$
contains the fixed parameters in expressions (1a) and (1b). Simpler linear expressions are obtained for the load resistance $V_L(t) = V(l, m) = I(l, m)R_L$ and the voltage input $V_P(t) = V(p, m) = V_{in}(t) - I(l, m)R_D$.

Next, we compute the time-dependent quantum (particle plus displacement) current through the DTD $I_2(t) = I(s, m)$ as a function of the voltage at source $V_S(t) = V(s, m)$ and drain $V_D(t) = V(d, m)$ contacts. In Fig. 1(c), we consider a double-gate field-effect transistor that provides a good electrostatic gate control over the source current. A double barrier of lengths $d_B/d_W/d_B$ is introduced inside. The offset of the conduction band $\Delta$ (above the source/drain conduction band) to achieve a conductorlike (rather than a dielectriclike) behavior.

The total time-dependent current through the source surface can be computed as

$$I_S(t) = I(s, t) = \Gamma^{s}(t) + \Gamma^{d}(t).$$

The first term $\Gamma^{s}(t)$ quantifies the dielectriclike behavior of the DTD and it contains the displacement current crossing the source surface $S_1$ due to the time-dependent voltage $V_S(t)$ on the surface of Fig. 1(c). It can be approximately computed as

$$\Gamma^{s}(t) = \sum_{j=1}^{6} C'_d \int_{S_1} \nabla \times \vec{F}(\vec{r}) \cdot d\vec{s}_j.$$  

The $\vec{F}(\vec{r})$ can be interpreted as the electric field inside the active region (limited by the surfaces $S_1, S_2, \ldots, S_6$) without electron charge. (See Refs. 2 and 4 for the practical computation of $C'_d$.) On the other hand, the second term $\Gamma^{d}(t)$ of expression (2) quantifies the conductorlike behavior and it contains the time-dependent quantum particle current that traverses the source surface. It can be computed as the net result of electrons injected from source and drain.

$$\Gamma^{d}(t) = \Gamma^{s}(t) + \Gamma^{d}(t),$$

where $S = 0.04 \, \mu\text{m}^2$ is the source surface, $k_BT = 0.026$ eV, and $q$ is the electric charge with negative sign. The wave vector $k_x$ is related to the $x$ component of the electron energy (above the bottom of each conduction band) via $E_x = \hbar^2 k_x^2 / 2m$. We use $D^s(k_x, t) = \int_{k^2}^\infty dk_x |\psi(k_x)|^2 F(k_x)$ and $D^d(k_x, t) = -\int_{k^2}^\infty dk_x |\phi(k_x)|^2 F(k_x)$ for the computation of the current coefficients with $|\psi(k_x)|^2$ the energy probability distribution of the time-dependent wave-packet. At each time step $t = m\Delta t$, after computing the time-dependent potential energy profile, we have to solve the time-independent Schrödinger equation to find the transmission coefficient $T(k_x)$ of all $k_x$ eigenstate.

The definitions of the current at the extreme of the wires do exactly coincide with the total (particle plus displacement) current crossing the DTD. The same procedure is achieved for the voltages at the extremes of the wires and the DTD. In order to obtain self-consistent solution of currents and voltages along the whole system of Fig. 1(a), we have to incorporate Eq. (2) into the matrix equation $[M] \times [U] = [K]$.

Therefore, at each time step, the total current through the DTD $I_2(t+\Delta t) = I(s, m+1)$ is fitted into a first-order (linear) Taylor expression of the unknown voltages $V_S(t+\Delta t) = V(s, m+1)$ and $V_D(t+\Delta t) = V(d, m+1)$ as

$$I(s, m+1) = I(s, m) + \sum_{i=S,D,G} \frac{\partial I(s, m)}{\partial V_i(i, m)} [V_i(i, m + 1) - V(i, m)].$$

The gate voltage $V_G(t) = V(g, m)$ is not an unknown but an input signal. For simplicity, we have assumed $I(s, m+1) = I(d, m+1)$. Thus, only three derivatives have to be obtained at each time step. The voltage derivative is computed from the variation of the current when the corresponding voltage is slightly modified ($\Delta V = 0.01$ V), while other voltages remain constant. Once the Taylor series is evaluated, the parameters of expression (5) can be incorporated into the definition of $[M]$ and $[K]$. We use a very small time step $\Delta t = 10$ fs to assure the linearity during each time step. See a complete scheme of the self-consistent algorithm in Fig. 2.

The approach has been tested with analytical results for the variation of the current when the corresponding voltage is slightly modified ($\Delta V = 0.01$ V), while other voltages remain constant. Once the Taylor series is evaluated, the parameters of expression (5) can be incorporated into the definition of $[M]$ and $[K]$. We use a very small time step $\Delta t = 10$ fs to assure the linearity during each time step. See a complete scheme of the self-consistent algorithm in Fig. 2.

FIG. 2. (Color online) Schematic representation of the global self-consistent procedure. The right hand side explains the particular procedure for the particle and displacement current computation through the DTD at terahertz frequencies.
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single transmission lines (without the DTD) with perfect agreement.

Finally, in order to show the numerical viability of our approach and the great interest of the DTD at the terahertz gap, we develop three different terahertz applications: a rectifier, a harmonic generator, and an amplitude modulator. In Fig. 3(a), we show a terahertz rectifier. We use a barrier heterostructure with lengths \( d_A = 2 \) nm and \( d_B = 5 \) nm, and offsets \( d_B = 0.3 \) eV and \( d_W = -0.45 \) eV. The wire length is \( W = 25 \) \( \mu \)m which is adapted to \( Z = 20 \) \( \Omega \). We use \( R(n) = 1 \) \( \Omega \), \( G(n) = 0.04 \) mS, and \( R_l = R_m = 5 \) \( \Omega \). The input gate voltage is \( V_G(t) = 0.05 \sin(2\pi f t) \) V with \( f = 200 \) GHz [see dotted line in Fig. 3(a)]. The output voltage at the load resistance rectifies the signal [see solid line in Fig. 3(a)] because negative gate voltages produce a very opaque barrier. The role of the wire length \( W \) in the current through the DTD \( I(d,m) = I(s,m) \) and through the load resistance \( I(l,m) \) is plotted in Fig. 3(b).

In Fig. 3(c), we show a terahertz harmonic generator. We use \( d_A = 2 \) nm and \( d_B = 12 \) nm, \( d_B = 0.3 \) eV, and \( d_W = -0.15 \) eV that accommodate three resonant energies inside the quantum well. The wire length is \( W = 25 \) \( \mu \)m adapted to \( Z = 20 \) \( \Omega \) with \( R_l = R_m = 20 \) \( \Omega \). The input gate voltage is \( V_G(t) = 0.15 \sin(2\pi f t) \) V with \( f = 200 \) GHz [see dashed line in Fig. 3(c)]. The voltage drop along the load resistance [solid line in Fig. 3(c)] oscillates several times during a period of the input signal. The frequency multiplication is due to the fact that the DTD current acquires a maximum each time that a resonant energy of the quantum well crosses the Fermi energy. The voltage drop at the DTD \( V(d,m) - V(s,m) \) [solid line in Fig. 3(d)] confirms the inadequacy of assuming a constant voltage at the wire frequencies, even when the input voltage is constant \( V_{in}(t) = 0.22 \) V [dotted line in Fig. 3(d)]. The power spectral density for output voltage using a lossy wire [\( R(n) = 1 \) \( \Omega \) and \( G(n) = 0.04 \) mS] is plotted in the solid line of Fig. 3(e) to show the harmonic generation. The same data are plotted in dashed line for a lossless wire [\( R(n) = 0 \) \( \Omega \) and \( G(n) = 0 \) S] showing the important role of wire losses in the harmonic power distribution.

In Fig. 3(f), we show an amplitude modulator for terahertz frequencies. We use \( d_A = 2 \) nm, \( d_B = 5 \) nm, \( d_B = 0.3 \) eV, and \( d_W = -0.45 \) eV. The wire length is \( W = 25 \) \( \mu \)m adapted to \( Z = 50 \) \( \Omega \) with \( R_l = R_m = 5 \) \( \Omega \), \( R(n) = 1 \) \( \Omega \), and \( G(n) = 0.04 \) mS. The gate voltage is \( V_G(t) = 0.02 + 0.02 \sin(2\pi f_{cm} t) \) V with \( f_{cm} = 200 \) GHz and the input voltage \( V_{in}(t) = 0.01 \sin(2\pi f_m t) \) V with \( f_m = 800 \) GHz [see dashed and dotted lines, respectively, in Fig. 3(e)]. The voltage drop along the load resistance \( V(p,m) \) [solid line in Fig. 3(e)] and its power spectral density [Fig. 3(f)] clearly shows a double-side band with carrier frequency amplitude modulator. Interestingly, the DTD provides the simplest single-device modulator.

In conclusion, a self-consistent time-dependent algorithm for the difficult coupling between driven (time-dependent) electron tunneling in nanoscale devices and electromagnetic TEM propagation at terahertz frequencies (without an equivalent circuit approximation) is presented. Within this full-physical self-consistent simulation of the whole (DTD plus transmission line) system, the practical ability of tunneling systems (oscillating at frequencies comparable to the inverse of the electron transit time) to manipulate/generate the terahertz signals (reducing the cost, size, and complexity of the present terahertz prototypes) is demonstrated. Future work will consider the computation of the displacement and particle terahertz currents inside the DTD region self-consistently, at each time step, with a time-dependent Poisson equation.11
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10We assume AlGaAs/InGaAs, where \( x \) and \( y \) controls \( d_B \) and \( d_W \), and \( m_0 = 0.067 m_0 \), where \( m_0 \) is the free electron mass.
11The particle and displacement currents are computed from a three-dimensional (3D) solution of the Laplace equation applied in the volume of Fig. 1(c) at each time step. A single-particle Schrödinger equation with a one-dimensional oscillating potential is obtained by averaging over the \( \gamma \)-plane. The exact (3D Poisson equation) computation can be achieved using a quantum many-particle algorithm [X. Oriols, Phys. Rev. Lett. 98, 066803 (2007)], which demands a large computational time.