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#### Abstract

For the quadratic-linear polynomial differential systems with a finite singular point, we classify the ones which have a global analytic first integral, and provide the explicit expression of their first integrals


## 1. Introduction

For a two-dimensional system the existence of a first integral determines completely its phase portrait. For such systems the notion of integrability is based on the existence of a first integral. Then a natural question arises: Given a system of ordinary differential equations in $\mathbb{R}^{2}$ depending on parameters, how to recognize the values of such parameters for which the system has a first integral?

The planar integrable systems which are not Hamiltonian, i.e. the systems in $\mathbb{R}^{2}$ that cannot be written as $x^{\prime}=-\partial H / \partial y, y^{\prime}=\partial H / \partial x$ for some function $H: \mathbb{R}^{2} \rightarrow \mathbb{R}$ of class $C^{2}$, are in general very difficult to detect.

Let $P$ and $Q$ be two real polynomials in the variables $x$ and $y$, then we say that the system

$$
x^{\prime}=P(x, y), \quad y^{\prime}=Q(x, y),
$$

is a quadratic polynomial differential system if the maximum of the degrees of the polynomials $P$ and $Q$ is two.

Quadratic polynomial differential systems have been investigated intensively, and more than one thousand papers have been published about these systems (see for instance $[3,17,18,19])$, but the problem of classifying all the integrable quadratic polynomial differential systems remains open. For more information on integrable differential systems in dimension 2 , see for instance [5].

Let $\mathbb{R}[x, y]$ be the ring of polynomials in the variables $x$ and $y$ with coefficients in $\mathbb{R}$. In this paper we deal with quadratic-linear polynomial differential systems in $\mathbb{R}^{2}$, i.e. systems of the form

$$
\begin{equation*}
\frac{d x}{d t}=x^{\prime}=P(x, y) \quad \frac{d y}{d t}=y^{\prime}=Q(x, y) \tag{1}
\end{equation*}
$$

where $P, Q \in \mathbb{R}[x, y]$ with $\operatorname{deg} P=2$ and $\operatorname{deg} Q=1$. In what follows we will denote them simply by quadratic-linear systems.

Here a global analytic first integral or simply an analytic first integral is a nonconstant analytic function $H: \mathbb{R}^{2} \rightarrow \mathbb{R}$, whose domain of definition is the whole $\mathbb{R}^{2}$

[^0]and it is constant on the solutions of system (1). This last assertion means that for any solution $(x(t), y(t))$ of (1) we have
\[

$$
\begin{equation*}
\frac{d H}{d t}(x(t), y(t))=\frac{\partial H}{\partial x} x^{\prime}+\frac{\partial H}{\partial y} y^{\prime}=0 . \tag{2}
\end{equation*}
$$

\]

We note that a complete characterization of the global analytic first integrals of polynomial differential systems has been made for very few families of differential systems (see, for example [13]) where the authors provide the complete characterization of all Lotka-Volterra systems in $\mathbb{R}^{2}$ with 6 parameters having a global analytic first integral. In [4] the authors classify the quadratic polynomial differential systems having a polynomial first integral.

The goal of this paper is to classify all the quadratic-linear polynomial differential systems having a finite singular point and a global analytic first integral. Additionally we provide an explicit normal form of these systems and of their analytic first integrals. This is an important subclass of all the quadratic systems, and so is a good first step towards the final goal of classifying all quadratic polynomial systems having a global analytic first integral but this final objective looks now very difficult.

By Proposition 3 we only need to consider quadratic-linear polynomial differential systems of the form

$$
\begin{equation*}
x^{\prime}=P(x, y)=b x+c y+d x^{2}+e x y+f y^{2}, \quad y^{\prime}=Q(x, y) \tag{3}
\end{equation*}
$$

where $P(x, y) \neq b x+c y$, and $Q(x, y)$ is either $x$, or $y$. Moreover
(S1) if $Q(x, y)=y$, then $P(x, y) \neq c y+e x y+f y^{2}$; and
(S2) if $Q(x, y)=x$, then $P(x, y) \neq b x+d x^{2}+e x y$.
Note that we have avoided: first that the differential system be linear, and second the situations in which the polynomials $P(x, y)$ and $Q(x, y)$ have a common factor, because then with a rescaling of the time variable we can reduce the problem to a non-interesting linear differential system.

We also do not consider in (3) the case $Q(x, y)=0$ because it clearly has the global analytic first integral $y$.

Through the paper $\mathbb{Z}^{+}$will denote the set of non-negative integers, $\mathbb{Z}^{-}$will denote the set of negative integers, $\mathbb{Q}^{+}$will denote the set of non-negative rationals and $\mathbb{Q}^{-}$will denote the set of negative rationals.

The main results of this paper are the following.
Theorem 1. The quadratic-linear polynomial differential systems(3) satisfying (S1) and having a global analytic first integral $H$ are the following:
(1) $b=d=0$ having $H=\exp (-e y)\left(e^{2} x+e f y+c e+f\right)$.
(2) $d=0, b=-p / q \in \mathbb{Q}^{-}$and $e=0$ having $H=y^{p}\left(\frac{c q y}{p+q}+\frac{p q y^{2}}{p+2 q}-x\right)^{q}$.

Theorem 2. The quadratic-linear polynomial differential systems (3) satisfying (S2) and having a global analytic first integral $H$ are the following:
(a) $d=f=0$, ce $\neq 0$ and $b=0$ having $H=(c+e x)^{2 c} \exp \left(e^{2} y^{2}-2 e x\right)$;
(b) $e=f=0, c d \neq 0$ and $b=0$ having $H=\left(c+2 c d y+2 d^{2} x^{2}\right) \exp (-2 d y)$;
(c) $b=e=0$ and $f \neq 0$ having $H=\left(2 f(c d+f)+4 d^{3} f x^{2}+4 d f(c d+f) y+\right.$ $\left.4 d^{2} f^{2} y^{2}\right) \exp [-2 d(y+c /(2 f))]$.

The proofs of Theorems 1 and 2 are given in Sections 3 and 4 respectively. In Section 2 we present some known results necessary for the proof of our theorems.

## 2. Preliminary results

First we show that we can reduce the study of all quadratic-linear systems having a finite singular point to the two classes (S1) and (S2).
Proposition 3. Any quadratic-linear differential system
(4) $\quad x^{\prime}=a_{00}+a_{10} x+a_{01} y+a_{20} x^{2}+a_{11} x y+a_{02} y^{2}, \quad y^{\prime}=A+B x+C y$,
with $A^{2}+B^{2}+C^{2} \neq 0$ having a singular point, through a linear change of variables and a rescaling of the time can be written into the form

$$
\begin{equation*}
x^{\prime}=b x+c y+d x^{2}+e x y+f y^{2}, \quad y^{\prime}=Q(x, y) \tag{5}
\end{equation*}
$$

where $Q(x, y)$ is either $x$ or $y$.
Proof. Assume that $B \neq 0$. Then doing the change of variables $X=A+B x+C y$, $Y=y$, system (4) becomes the system
(6) $\quad X^{\prime}=\bar{a}+\bar{b} X+\bar{c} Y+\bar{d} X^{2}+\bar{e} X Y+\bar{f} Y^{2}, \quad Y^{\prime}=Q(X, Y)$,
with $Q(X, Y)=X$.
Suppose $B=0$ and $C \neq 0$. Then the change of variables $X=x, Y=A+C y$ and $T=C t$ writes system (4) into the form (6) with $Q(X, Y)=Y$.

Finally if $B=C=0$ then $A \neq 0$, and system (4) has no finite singular points.
Now let $(\alpha, \beta)$ be a singular point of system (6) with $Q(X, Y)$ equal to either $X$ or $Y$. When $Q(X, Y)=X$ the finite singular point is $(\alpha, \beta)$ with $\alpha=0$, and when $Q(X, Y)=Y$ it is $(\alpha, \beta)$ with $\beta=0$. So, doing the translation $x=X-\alpha$, $y=Y-\beta$ we obtain that system (6) becomes system (5), and the proposition is proved.

Now we shall introduce some auxiliary results that will be used through the paper. Let $X=X(x, y)=(P(x, y), Q(x, y))$ be the vector field associated to our system (3).

The following result is due to Poincaré in [1] and its proof can be found in [6].
Theorem 4. Assume that the eigenvalues $\lambda_{1} \neq 0$ and $\lambda_{2} \neq 0$ at some singular point of $X$ do not satisfy any resonance condition of the form

$$
\lambda_{1} k_{1}+\lambda_{2} k_{2}=0 \text { for } k_{1}, k_{2} \in \mathbb{Z}^{+} \text {with } k_{1}+k_{2}>0
$$

Then system (3) has no local analytic first integrals.
The following result is due to Li, Llibre and Zhang, see [12].
Theorem 5. Assume that the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ at some singular point $(\bar{x}, \bar{y})$ of $X$ satisfy that $\lambda_{1}=0$ and $\lambda_{2} \neq 0$. Then system (3) has no local analytic first integrals if the singular point $(\bar{x}, \bar{y})$ is isolated.

We must mention that the singular points appearing in the statements of Theorems 4 and 5 can be real or complex, but our system (3) always is real.

On the other hand we need a result concerning with the characterization of the centers. This is due to Poincaré [16] and Liapunov [11], see also Moussu [15].

Theorem 6 (Nondegenerate Center Theorem). We consider the polynomial differential system on the plane of the form

$$
\begin{equation*}
\dot{x}=-y+F(x, y) \quad \dot{y}=x+G(x, y) \tag{7}
\end{equation*}
$$

where $F$ and $G$ are polynomials formed by monomials of degree $\geq 2$. Then system (7) has a center at the origin if and only if there exists a local analytic first integral defined in a neighborhood of the origin.

We also need a result related with the classification theorem for centers of quadratic systems due to Kapteyn [9, 10] and Bautin [2]. We state it in complex notation.
Theorem 7. Any system (7) with $F$ and $G$ homogeneous polynomials of degree two candidate to have a center can be written in complex notation as

$$
\begin{equation*}
z^{\prime}=i z+A z^{2}+B z \bar{z}+C \bar{z}^{2}, \quad A, B, C \in \mathbb{C} \tag{8}
\end{equation*}
$$

where $z=x+y i$. System (8) has a center at the origin if and only if one of the following four conditions hold.
(i) $B=0$,
(ii) $2 A+\bar{B}=0$,
(iii) $\operatorname{Im}(A B)=\operatorname{Im}\left(\bar{B}^{3} C\right)=\operatorname{Im}\left(A^{3} C\right)=0$,
(iv) $|C|-|B|=A-2 \bar{B}=0$, where $|\cdot|$ indicates the modulo of a complex number.

## 3. Proof of Theorem 1

Assume $d=0$. If $b=0$ then it is easy to check that the function $H$ given in Theorem 1(a) satisfies (2).

Assume $b \neq 0$ and $b \notin \mathbb{Q}^{-}$. Then ( 0,0 ) is a singular point of system (S1) having eigenvalues $\lambda_{1}=b$ and $\lambda_{2}=1$. Since for all $k_{1}, k_{2} \in \mathbb{Z}^{+}$with $k_{1}+k_{2}>0$ we have $k_{1} b+k_{2} \neq 0$ (otherwise $b \in \mathbb{Q}^{-}$), by Theorem 4 the proposition follows.

Suppose now $b=-p / q$ with $p$ and $q$ positive integers, and $e \neq 0$ then an easy computation shows that

$$
H=e^{2+p / q} x y^{p / q} \exp (-e y)+c e \Gamma(1+p / q, e y)+f \Gamma(2+p / q, e y)
$$

is a first integral of system (S1) where

$$
\Gamma(u, z)=\int_{z}^{+\infty} t^{u-1} \exp (-t) d t
$$

is the plica function. Since the function $\Gamma(u, z)$ is not continuous when $z \in(-\infty, 0)$ we do not have a global analytic first integral.

Assume now $b=-p / q$ with $p$ and $q$ positive integers and $e=0$. Then the function $H$ given in Theorem 1(b) satisfies (2).

Now we assume that $d \neq 0$. In this case system (S1) has the singular points $(0,0)$ and $(-b / d, 0)$.

We first assume $b=0$. In this case only the origin is a singular point. Its eigenvalues are 0 and 1 . Since this singular point is isolated, Theorem 5 says that system (S1) has no analytic first integrals.

Now we assume $b \neq 0$ and $b \notin \mathbb{Q}^{+}$. In this case the eigenvalues of $(-b / d, 0)$ are $\lambda_{1}=-b$ and $\lambda_{2}=1$. So given $k_{1}, k_{2} \in \mathbb{Z}^{+}$with $k_{1}+k_{2}>0$, we have $-b k_{1}+k_{2} \neq 0$. Then Theorem 4 implies that system (S1) has no global analytic first integrals.

Finally consider the case $b \in \mathbb{Q}^{+} \backslash\{0\}$. In this case the eigenvalues of $(0,0)$ are $\lambda_{1}=b$ and $\lambda_{2}=1$. So given $k_{1}, k_{2} \in \mathbb{Z}^{+}$with $k_{1}+k_{2}>0$, we have $b k_{1}+k_{2}>0$. Then Theorem 4 implies that system (S1) has no global analytic first integrals. This proves the theorem.

## 4. ANALYTIC FIRST INTEGRALS FOR SYSTEM (S2)

We shall prove Theorem 2 in the next propositions.
Proposition 8. Assume that $f=0, b c \neq 0$ and $c / b^{2} \notin \mathbb{Q}^{+}$. Then system (S2) has no local analytic first integrals in a neighborhood of zero.
Proof. We note that system (S2) has the singular point ( 0,0 ). Its eigenvalues are

$$
\lambda_{1,2}=\frac{b \pm \sqrt{b^{2}+4 c}}{2}
$$

Clearly

$$
\begin{equation*}
\lambda_{1}+\lambda_{2}=b \quad \text { and } \quad \lambda_{1} \lambda_{2}=-c . \tag{9}
\end{equation*}
$$

Suppose that there exists positive integers $k_{1}, k_{2}$ such that $k_{1} \lambda_{1}+k_{2} \lambda_{2}=0$. Note that by Theorem 4 if such integers do not exist the proposition is proved. Then $\lambda_{1}=-\alpha \lambda_{2}$ with $\alpha$ a positive rational. The two equalities of (9) become

$$
b=(1-\alpha) \lambda_{2} \quad \text { and } \quad c=\alpha \lambda_{2}^{2}
$$

Since we have

$$
-\frac{b^{2}}{c}=-\frac{(1-\alpha)^{2}}{\alpha} \in \mathbb{Q}^{-} .
$$

Note that $\alpha \neq 1$ because $b \neq 0$. Therefore, since $b^{2} / c \notin \mathbb{Q}^{+}$we cannot have $k_{1} \lambda_{1}+k_{2} \lambda_{2}=0$ and the proposition is proved.

Proposition 9. System (S2) with $f=0, b c \neq 0$ and $\alpha=c / b^{2} \in \mathbb{Q}^{+}$with $\alpha \neq$ $p q /(p-q)^{2}$ for some positive coprime integers $p, q$ with $p>q$ has no global analytic first integrals.
Proof. Doing the rescaling $(X, Y, T)=\left(\frac{c}{b^{2}} x, \frac{c}{b} y, b t\right)$ system (S2) becomes of the form

$$
x^{\prime}=x+\alpha y+\frac{d b}{c} x^{2}+\frac{e}{c} x y, \quad y^{\prime}=x
$$

where we have written again $(x, y, t)$ instead of $(X, Y, T)$. We assume that $H=$ $H(x, y)$ is a local analytic first integral in a neighborhood of the origin. We write it as

$$
\begin{equation*}
H=\sum_{k \geq 1} H_{k}(x, y) \tag{10}
\end{equation*}
$$

where each $H_{k}$ is a homogeneous polynomial of degree $k$. We will show by induction that

$$
\begin{equation*}
H_{k}=0 \quad \text { for } k \geq 1 \tag{11}
\end{equation*}
$$

Then clearly from (10) we will obtain that system (S2) has no global analytic first integrals, and the proof of the proposition is done.

Since $H$ is a first integral it must satisfy

$$
\begin{equation*}
\left(x+\alpha y+\frac{d b}{c} x^{2}+\frac{e}{c} x y\right) \frac{\partial H}{\partial x}+x \frac{\partial H}{\partial y}=0 . \tag{12}
\end{equation*}
$$

Now we will do the induction. The terms of degree one in (12) must satisfy

$$
(x+\alpha y) \frac{\partial H_{1}}{\partial x}+x \frac{\partial H_{1}}{\partial y}=0
$$

Clearly, since $\alpha \neq 0$ we have that $\partial H_{1} / \partial x=0$. Then $\partial H_{1} / \partial y=0$ and thus $H_{1}=0$ which proves (19) for $k=1$. Now we assume that (19) is true for $k=1, \ldots, j-1$ with $j \geq 2$ and we will prove it for $k=j$. By the induction hypothesis, the terms of order $j$ in (12) must satisfy

$$
(x+\alpha y) \frac{\partial H_{j}}{\partial x}+x \frac{\partial H_{j}}{\partial y}=0
$$

Therefore, either $H_{j}=0$ or $H_{j}$ is a first integral of the linear system

$$
x^{\prime}=x+\alpha y, \quad y^{\prime}=x .
$$

Computing a first integral of this system we obtain that it must be a function of

$$
G=((\sqrt{1+4 \alpha}-1) x-2 \alpha y)^{1+\sqrt{1+4 \alpha}}(2 x+(\sqrt{1+4 \alpha}-1) y)^{-1+\sqrt{1+4 \alpha}}
$$

The unique possibility in order that $G^{n_{2}}$ be a polynomial is

$$
-1+\sqrt{1+4 \alpha}=\frac{n_{1}}{n_{2}} \quad \text { and } \quad 1+\sqrt{1+4 \alpha}=\frac{n_{3}}{n_{2}}, \quad n_{1}, n_{3} \in \mathbb{Z}^{+}, n_{3} \neq n_{1}
$$

Then we have that

$$
\frac{n_{1}}{n_{2}}+1=\frac{n_{3}}{n_{2}}-1, \quad \text { that is } \quad n_{2}=\frac{n_{3}-n_{1}}{2}
$$

Note that $n_{2}$ is not necessarily an integer. Hence,

$$
\sqrt{1+4 \alpha}=\frac{n_{1}+n_{2}}{n_{2}}=\frac{n_{1}+n_{3}}{n_{3}-n_{1}},
$$

which yields

$$
\alpha=\frac{1}{4}\left(\left(\frac{n_{1}+n_{3}}{n_{3}-n_{1}}\right)^{2}-1\right)=\frac{n_{1} n_{3}}{\left(n_{3}-n_{1}\right)^{2}}, \quad n_{1}, n_{3} \in \mathbb{Z}^{+}, n_{1} \neq n_{3},
$$

a contradiction, and hence the induction process has ended. Note that $n_{3}>n_{1}$. Furthermore, $n_{1}$ and $n_{3}$ are coprime since otherwise, setting $n_{1}=$ g.c.d $\left\{n_{1}, n_{3}\right\} \hat{n}_{1}$ and $n_{3}=$ g.c.d $\left\{n_{1}, n_{3}\right\} \hat{n}_{3}$ we get

$$
\alpha=\frac{\text { g.c.d }\left\{n_{1}, n_{3}\right\}^{2} \hat{n}_{1} \hat{n}_{3}}{\left(\text { g.c.d }\left\{n_{1}, n_{3}\right\} \hat{n}_{1}+\text { g.c.d }\left\{n_{1}, n_{3}\right\} \hat{n}_{3}\right)^{2}}=\frac{\hat{n}_{1} \hat{n}_{3}}{\left(\hat{n}_{1}-\hat{n}_{3}\right)^{2}} .
$$

Proposition 10. System (S2) with $f=0, b c \neq 0, \alpha=c / b^{2}$ with $\alpha=p q /(p-q)^{2}$ for some positive coprime integers $p, q$ with $p>q$ and $d \neq-e(p-q) /(b p)$ has no global analytic first integrals.
Proof. We consider system (S2) with $f=0, c=b^{2} p q /(p-q)^{2}$ where $p, q$ are coprime positive integers with $p>q$ and $d \neq-e(p-q) /(b p)$. Under these assumptions and doing the rescaling $(X, Y, T)=\left(\frac{c}{b^{2}} x, \frac{c}{b} y, b t\right)$ we have
(13) $x^{\prime}=x+\frac{p q}{(p-q)^{2}} y+D x^{2}+E x y, \quad y^{\prime}=x, \quad D=\frac{d(p-q)^{2}}{b p q}, \quad E=\frac{e(p-q)^{2}}{b^{2} p q}$
with $p D+E(p-q) \neq 0$ and where we have written again $(x, y, t)$ instead of $(X, Y, T)$. Making the change of variables
(14) $u=(p-q) x+q y, \quad v=(q-p) x+p y, \quad$ i.e. $\quad x=\frac{p u-q v}{(p-q)(p+q)}, \quad y=\frac{u+v}{q-p}$
we have that system (13) becomes

$$
\begin{align*}
u^{\prime} & =\frac{p}{p-q} u+\frac{p(D p+E(p-q)) u^{2}}{(p-q)(p+q)^{2}}+\frac{\left(E(p-q)^{2}-2 D p q\right) u v}{(p-q)(p+q)^{2}}+ \\
& \frac{q(D q+E(q-p)) v^{2}}{(p-q)(p+q)^{2}} \\
v^{\prime} & =-\frac{q v}{p-q}-\frac{p(D p+E(p-q)) u^{2}}{(p-q)(p+q)^{2}}+\frac{\left(2 D p q-E(p-q)^{2}\right) u v}{(p-q)(p+q)^{2}}+  \tag{15}\\
& \frac{q(E(p-q)-D q) v^{2}}{(p-q)(p+q)^{2}}
\end{align*}
$$

We change from the variables $(u, v)$ to the variables $(u, T)$ where

$$
\begin{equation*}
T=u^{q} v^{p}, \quad \text { that is } \quad v=T^{1 / p} u^{-q / p} . \tag{16}
\end{equation*}
$$

Then we have from (15) that

$$
\begin{align*}
u^{\prime} & =\frac{p u}{p-q}+\frac{p(D p+E(p-q)) u^{2}}{(p-q)(p+q)^{2}}+\frac{q(D q+E(q-p)) u^{-\frac{2 q}{p}} T^{2 / p}}{(p-q)(p+q)^{2}}+  \tag{17}\\
& \frac{\left(E(p-q)^{2}-2 D p q\right) u^{\frac{p-q}{p}} T^{\frac{1}{p}}}{(p-q)(p+q)^{2}} \\
T^{\prime} & =\frac{u^{\frac{q-p}{p}} T^{\frac{p-1}{p}}}{(p-q)(p+q)^{2}}\left(p u-q u^{-\frac{q}{p}} T^{\frac{1}{p}}\right)^{2}\left((E(p-q)-D q) u^{-\frac{q}{p}} T^{\frac{1}{p}}+(D p+E(p-q)) u\right) .
\end{align*}
$$

Let $H=H(x, y)$ be a formal first integral of system (13). Then $\hat{H}(u, v)=H(x, y)$ is a formal first integral of system (15) and $\tilde{H}(u, T)=\hat{H}(u, v)$ is a formal first integral of system (17). Writing $\hat{H}(u, v)=\sum_{j \geq 0} H_{j}(u) v^{j}$ with $H_{j}$ a formal series in $u$, we can write $\tilde{H}(u, T)$ as

$$
\tilde{H}=\tilde{H}(u, T)=\sum_{j \geq 0} \tilde{H}_{j}(u) T^{j / p}
$$

where $\tilde{H}_{j}(u)=H_{j}(u) u^{-j q / p}$. Since $\tilde{H}$ is a first integral we can assume that it has no constant term. Note that $\tilde{H}$ satisfies

$$
\begin{equation*}
T^{\prime} \frac{\partial \tilde{H}}{\partial T}+u^{\prime} \frac{\partial \tilde{H}}{\partial u}=0 \tag{18}
\end{equation*}
$$

with $\left(T^{\prime}, v^{\prime}\right)$ as in (17). We will show by induction that

$$
\begin{equation*}
\tilde{H}_{j}(u)=0 \quad \text { for } j \geq 0 \tag{19}
\end{equation*}
$$

Note that to conclude the proof of the proposition it is enough to show that (19) holds.

First we note that equation (18) restricted to $T=0$ becomes

$$
\left(\frac{p u}{p-q}+\frac{p(D p+E(p-q)) u^{2}}{(p-q)(p+q)^{2}}\right) \tilde{H}_{0}^{\prime}(u)=0
$$

where the prime indicates derivative with respect to the variable $u$. Thus $\tilde{H}_{0}$ is a constant. Since $\tilde{H}$ has no constant terms we get $\tilde{H}_{0}=0$. This proves (19) for $j=0$.

We assume that (19) is satisfied for $j=0, \ldots, n-1$ with $n \geq 1$ and we shall prove it for $j=n$. By the induction hypothesis we have

$$
\tilde{H}=\sum_{j \geq 0} \tilde{H}_{j+n}(u) T^{(j+n) / p}=T^{n / p} g(u, T)
$$

with $g(u, 0)=\tilde{H}_{n}(u)$. Now after simplifying equation (18) by $T^{(n-1) / p}$, and after restricting it to $T=0$, equation (18) becomes

$$
\frac{n u^{(q+p) / p}}{(p-q)(p+q)^{2}}(D p+E(p-q)) \tilde{H}_{n}(u)=0 .
$$

Therefore $\tilde{H}_{n}(u)=0$. This proves equation (19) for $j=n$. In short, the proposition is proved.
Proposition 11. System (S2) with $f=0, b c \neq 0, \alpha=c / b^{2}$ with $\alpha=p q /(p-q)^{2}$ for some positive coprime integers $p, q$ with $p>q$ and $d=-e(p-q) /(b p)$ has no global analytic first integrals.

Proof. We consider system (S2) with $f=0, b=\sqrt{c}(p-q) / \sqrt{p q}$ where $p, q$ are coprime positive integers with $p>q$ and $d=-e(p-q) /(b p)$. Under these assumptions and doing the rescaling $(X, Y, T)=\left(\frac{c}{b^{2}} x, \frac{c}{b} y, b t\right)$ we have

$$
\begin{equation*}
x^{\prime}=x+\frac{p q}{(p-q)^{2}} y-\frac{p-q}{p} E x^{2}+E x y, \quad y^{\prime}=x, \quad E=\frac{e(p-q)^{2}}{b^{2} p q} \tag{20}
\end{equation*}
$$

where we have written again $(x, y, t)$ instead of $(X, Y, T)$. Making the change of variables as in (14) we have that system (20) becomes

$$
\begin{align*}
u^{\prime} & =\frac{p u}{p-q}-\frac{E(p-1) p u^{2}}{(p+q)^{2}}+\frac{E(2 q p+p-q) v u}{(p+q)^{2}}-\frac{E q(q+1) v^{2}}{(p+q)^{2}} \\
v^{\prime} & =-\frac{q v}{p-q}+\frac{E(p-1) p u^{2}}{(p+q)^{2}}+\frac{E(q-p(2 q+1)) v u}{(p+q)^{2}}+\frac{E q(q+1) v^{2}}{(p+q)^{2}} \tag{21}
\end{align*}
$$

We change from the variables $(u, v)$ to the variables $(u, T)$ as in (16). Then we have from (21) that

$$
\begin{align*}
u^{\prime} & =\frac{p u}{p-q}-\frac{E(p-1) p u^{2}}{(p+q)^{2}}-\frac{E q(q+1) u^{-\frac{2 q}{p}} T^{2 / p}}{(p+q)^{2}}+\frac{E(2 q p+p-q) u^{\frac{p-q}{p}} T^{\frac{1}{p}}}{(p+q)^{2}}  \tag{22}\\
T^{\prime} & =\frac{E}{(p+q)^{2}} u^{\frac{q-p}{p}} T^{\frac{p-1}{p}}\left(p u-q u^{-\frac{q}{p}} T^{\frac{1}{p}}\right)^{2}\left((p-1) u-u^{-\frac{q}{p}} T^{\frac{1}{p}}-q u^{-\frac{q}{p}} T^{\frac{1}{p}}\right)
\end{align*}
$$

Let $H=H(x, y)$ be a formal first integral of system (13). Then proceeding as in the proof of Proposition 10 we have $\tilde{H}(u, T)=H(x, y)$ and we write it as

$$
\tilde{H}=\tilde{H}(u, T)=\sum_{j \geq 0} \tilde{H}_{j}(u) T^{j / p}
$$

where $\tilde{H}_{j}(u)=H_{j}(u) u^{-j q / p}$. Since $\tilde{H}$ is a first integral we can assume that it has no constant term. Note that $\tilde{H}$ satisfies (18). We will show by induction that

$$
\begin{equation*}
\tilde{H}_{j}(u)=0 \quad \text { for } j \geq 0 \tag{23}
\end{equation*}
$$

Note that to conclude the proof of the proposition it is enough to show that (23) holds.

First we note that equation (18) restricted to $T=0$ becomes

$$
\left(\frac{p u}{p-q}-\frac{E(p-1) p u^{2}}{(p+q)^{2}}\right) \tilde{H}_{0}^{\prime}(u)=0
$$

where the prime indicates derivative with respect to the variable $u$. Thus, $\tilde{H}_{0}$ is a constant. Since $\tilde{H}$ has no constant terms we get $\tilde{H}_{0}=0$. This proves (23) for $j=0$.

We assume that (23) is satisfied for $j=0, \ldots, n-1$ with $n \geq 1$ and we shall prove it for $j=n$. By the induction hypothesis we have

$$
\tilde{H}=\sum_{j \geq 0} \tilde{H}_{j+n}(u) T^{(j+n) / p}=T^{n / p} g(u, T)
$$

with $g(u, 0)=\tilde{H}_{n}(u)$. Now after simplifying equation (18) by $T^{(n-1) / p}$, and after restricting it to $T=0$, equation (18) becomes

$$
-\frac{n E u^{(q+p) / p}}{(p-q)(p-q)^{2}}(p-1) \tilde{H}_{n}(u)=0
$$

Since $p>q \geq 1$ and $? \neq 0$ (otherwise system (3) would be linear) we have that $\tilde{H}_{n}(u)=0$. This proves equation (23) for $j=n$. In short, the proposition is proved.
Proposition 12. Assume that in system (S2) we have $f=0, c \neq 0$ and $b=0$.
(a) If $d=0$ and $e \neq 0$, then the function $H$ of Theorem 2(a) satisfies (2).
(b) If $e=0$ and $d \neq 0$, then the function $H$ of Theorem 2(b) satisfies (2).
(c) If $d e \neq 0$, then it has no global analytic first integrals.

Proof. From (S2) we get that

$$
x^{\prime}=c y+d x^{2}+e x y, \quad y^{\prime}=x
$$

Statements (a) and (b) follows easily by direct computations.
Assume $d e \neq 0$ and $c<0$. Then system (S2) becomes

$$
x^{\prime}=-|c| y+d x^{2}+e x y, \quad y^{\prime}=x
$$

Doing the change of variables

$$
\begin{equation*}
Z=\frac{1}{\sqrt{|c|}} x, \quad W=y \quad \text { and } \quad t=\frac{1}{\sqrt{|c|}} \tau \tag{24}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
Z^{\prime}=-W+d Z^{2}+\frac{e}{\sqrt{|c|}} Z W, \quad W^{\prime}=Z \tag{25}
\end{equation*}
$$

where now the prime indicates derivative with respect to $\tau$. We note that system (25) can be written as in (8) taking

$$
z=Z+W i, \quad A=\frac{d}{4}-\frac{e}{4 \sqrt{|c|}} i, \quad B=\frac{d}{2}, \quad C=\frac{d}{4}+\frac{e}{4 \sqrt{|c|}} i
$$

It is clear that $B \neq 0,2 A+\bar{B} \neq 0, A-2 \bar{B} \neq 0$ and $\operatorname{Im}(A B) \neq 0$. Then by Theorem 7 we have that system (25) has not a center at the origin, and by Theorem 6 then system (25) has no local analytic first integrals in a neighborhood of the origin.

Consequently system (S2) with $d e \neq 0$ and $c<0$ has no global analytic first integrals.

Now suppose $d e \neq 0$ with $c>0$, then system (S2) becomes

$$
x^{\prime}=|c| y+d x^{2}+e x y, \quad y^{\prime}=x .
$$

Using the change of variables (24) this system goes over to

$$
\begin{equation*}
Z^{\prime}=W+d Z^{2}+\frac{e}{\sqrt{|c|}} Z W, \quad W^{\prime}=Z \tag{26}
\end{equation*}
$$

System (26) can be written as in (8) taking
$z=Z+W, \quad \bar{z}=Z-W, \quad t=i \tau, \quad A=\frac{d}{4}+\frac{e}{4 \sqrt{|c|}} i, \quad B=\frac{d}{2}, \quad C=\frac{d}{4}-\frac{e}{4 \sqrt{|c|}} i$.
The same arguments used in the case $c<0$ works now for proving that system (26) has no local analytic first integrals in a neighborhood of the origin (see [14] for details). Consequently system (S2) with $d e \neq 0$ and $c>0$ has no global analytic first integrals. This completes the proof of statement (c).

Now we are left with system (S2) with $f \neq 0$. Doing the change of variables

$$
x=X, \quad y=Y-\frac{c}{2 f}
$$

we transform system (S2) with $f \neq 0$ into the following system
(S2") $X^{\prime}=\tilde{a}+\tilde{b} X+d X^{2}+e X Y+f Y^{2}, Y^{\prime}=X$, with $\tilde{a}=-\frac{c^{2}}{4 f}$ and $\tilde{b}=b-\frac{c e}{2 f}$.
Now we will work with system (S2") instead of system (S2).
Proposition 13. If $f \neq 0$ and $b=e=0$ then

$$
H=\exp (-2 d Y)\left(-c^{2} d^{2}+2 f^{2}+4 d^{3} f X^{2}+4 d f^{2} Y+4 d^{2} f^{2} Y^{2}\right)
$$

is a global analytic first integral of system (S2"), and we obtain the global analytic first integral of Theorem 2(c).
Proof. The proof follows with a direct calculation.
Proposition 14. System (S2') with $f \neq 0, \tilde{b}^{2}+e^{2} \neq 0$ and $c \neq 0$ has no global analytic first integrals.
Proof. In this case the singular points of (S2') are $u_{ \pm}=(0, \pm \sqrt{-\tilde{a} / f})$ because $\tilde{a} f<0$. We separate the proof in two cases.
Case 1: $\tilde{b}-e \sqrt{-\tilde{a} / f} \neq 0$. Since the eigenvalues at $u_{-}$are

$$
\lambda_{1,2}=\frac{\tilde{b}-e \sqrt{-\tilde{a} / f} \pm \sqrt{(\tilde{b}-e \sqrt{-\tilde{a} / f})^{2}-8 \sqrt{-\tilde{a} f}}}{2}
$$

both eigenvalues have either positive or negative real parts. So given $k_{1}, k_{2} \in \mathbb{Z}^{+}$ with $k_{1}+k_{2}>0$, we have $\lambda_{1} k_{1}+\lambda_{2} k_{2} \neq 0$. Then Theorem 4 implies that system (S2") has no global analytic first integrals.
Case 2: $\tilde{b}-e \sqrt{-\tilde{a} / f}=0$. We take $\tilde{b}=e \sqrt{-\tilde{a} / f}$. We translate the singular point $u_{-}$at the origin, we continue denoting the new variables as $(X, Y)$, and doing the change of variables

$$
x=\frac{X}{\sqrt{2 \sqrt{-\tilde{a} f}}}, \quad y=Y, \quad T=\sqrt{2 \sqrt{-\tilde{a} f}} t
$$

system (S2") becomes

$$
\begin{equation*}
\dot{x}=-y+d x^{2}-\frac{e(-\tilde{a} f)^{3 / 4}}{\sqrt{2} \tilde{a} f} x y-\frac{\sqrt{-\tilde{a} f}}{2 \tilde{a}} y^{2}, \quad \dot{y}=x . \tag{27}
\end{equation*}
$$

We note that this system can be written as in (8) taking

$$
z=x+y i, \quad A=\frac{2 \tilde{a} d+\sqrt{-\tilde{a} f}}{8 \tilde{a}}+\frac{e(-\tilde{a} f)^{3 / 4}}{4 \sqrt{2} \tilde{a} f} i, \quad B=\frac{2 \tilde{a} d-\sqrt{-\tilde{a} f}}{4 \tilde{a}}, \quad C=\bar{A}
$$

Here $\bar{A}$ denotes the conjugate of $A$. It is clear that $2 A+\bar{B} \neq 0, A-2 \bar{B} \neq 0$ and $\operatorname{Im}(A B) \neq 0$. Then by Theorem 7 we have that system (27) has not a center at the origin, and by Theorem 6 then system (27) has no local analytic first integrals in a neighborhood of the origin. Consequently system (S2") in this case has no global analytic first integrals.
Proposition 15. System (S2") with $f \neq 0, \tilde{b}^{2}+e^{2} \neq 0$ and $c=0$ has no global analytic first integrals.

Proof. Since $\tilde{a}=0$ system (S2") has a unique singular point, the origin. Its eigenvalues are $\lambda=0$ and $\lambda=\tilde{b}$. If $\tilde{b} \neq 0$ then the origin is isolated, consequently Theorem 5 says that system (S2") has no analytic first integrals.

Now we consider the case $\tilde{b}=0$. Then by hypothesis $e \neq 0$ and furthermore system (S2") becomes

$$
\begin{equation*}
X^{\prime}=d X^{2}+e X Y+f Y^{2}, \quad Y^{\prime}=X \tag{28}
\end{equation*}
$$

We claim that system (28) has no global analytic first integrals. We note that the proof of the proposition follows from the claim. Now we shall prove the claim.

Let $H=H(X, Y)=\sum_{k \geq 1} H_{k}(X, Y)$ be a first integral of (28), where $H_{k}$ is a homogeneous polynomial of degree $k$. Then $H$ satisfies

$$
\begin{equation*}
\left(d X^{2}+e X Y+f Y^{2}\right) \frac{\partial H}{\partial X}+X \frac{\partial H}{\partial Y}=0 \tag{29}
\end{equation*}
$$

Computing the terms with different degree in (29) we get

$$
\begin{equation*}
X \frac{\partial H_{k}}{\partial Y}=-\left(d X^{2}+e X Y+f Y^{2}\right) \frac{\partial H_{k-1}}{\partial X}, \quad \text { for } k \geq 1 \tag{30}
\end{equation*}
$$

We will show by induction that for $k \geq 1$,

$$
\begin{equation*}
H_{k-1}=0 \quad \text { and } \quad \frac{\partial H_{k}}{\partial Y}=0 \tag{31}
\end{equation*}
$$

We note that (31) clearly implies that $H=0$ a contradiction with the fact that $H$ is a global first integral of system (28). Hence the claim will be proved if we prove the induction hypothesis.

For $k=1(30)$ yields $\partial H_{1} / \partial Y=0$, and since $H_{0}=0$ the induction hypothesis is proved for $k=1$.

Now we assume that (31) is true for $k=1, \ldots, l(l \geq 1)$ and we will prove it for $k=l+1$. By the induction hypothesis we have

$$
H_{l-1}=0 \quad \text { and } \quad H_{l}=a_{l} X^{l}, \quad a_{l} \in \mathbb{R} .
$$

Equation (30) with $k=l+1$ yields

$$
\begin{equation*}
X \frac{\partial H_{l+1}}{\partial Y}=-a_{l} l\left(d X^{2}+e X Y+f Y^{2}\right) X^{l-1} \tag{32}
\end{equation*}
$$

If $l=1$ then (32) becomes

$$
X \frac{\partial H_{2}}{\partial Y}=-a_{1}\left(d X^{2}+e X Y+f Y^{2}\right)
$$

From this equation since $f \neq 0$ we get that $a_{1}=0$ and $\partial H_{2} / \partial Y$, so $H_{1}=0$ and $H_{2}=a_{2} X^{2}$. The induction hypothesis is proved for $k=2$. Now assume $l \geq 2$.

First we will prove by induction that for $m \geq 1$,
(33) $H_{l+m}=(-1)^{m} f^{m-1}\left(a_{l} f C_{l, m} Y+a_{l} e K_{l, m} X\right) Y^{3 m-1} X^{l-2 m}+O\left(X^{l-2 m+2}\right)$,
where $C_{l, m}$ and $K_{l, m}$ are positive constants depending on $l$ and $m$. This result will allow us to complete the proof of the induction hypothesis (31).

Since $l \geq 2$ solving (32) we get

$$
\begin{align*}
H_{l+1} & =-a_{l} l X^{l-2}\left(d X^{2} Y+\frac{e}{2} X Y^{2}+\frac{f}{3} Y^{3}\right)+a_{l+1} X^{l+1}  \tag{34}\\
& =-a_{l} f C_{l, 1} X^{l-2} Y^{3}-a_{l} e K_{l, 1} X^{l-1} Y^{2}+O\left(X^{l}\right),
\end{align*}
$$

where $C_{l, 1}=l / 3$ and $K_{l, 1}=l / 2$. This proves (33) with $m=1$. Now we assume that (33) is true for $m=1, \ldots, n-1(n \geq 2)$ and we will prove it for $m=n$. By the induction hypothesis and (30) with $k=l+n$ we have

$$
\begin{aligned}
X \frac{\partial H_{l+n}}{\partial Y}= & -\left(d X^{2}+e X Y+f Y^{2}\right) \frac{\partial H_{l+n-1}}{\partial X} \\
= & -\left(d X^{2}+e X Y+f Y^{2}\right)\left[(-1)^{n-1} a_{l} f^{n-1} C_{l, n-1}(l-2 n+2) X^{l-2 n+1} Y^{3 n-3}\right. \\
& \left.+(-1)^{n-1} a_{l} e f^{n-2} K_{l, n-1}(l-2 n+3) X^{l-2 n+2} Y^{3 n-4}+O\left(X^{l-2 n+3}\right)\right] \\
= & (-1)^{n} a_{l} f^{n} C_{l, n-1}(l-2 n+2) X^{l-2 n+1} Y^{3 n-1} \\
& +(-1)^{n} a_{l} e f^{n-1} K_{l, n-1}(l-2 n+3) X^{l-2 n+2} Y^{3 n-2} \\
& +(-1)^{n} a_{l} e f^{n-1} C_{l, n-1}(l-2 n+2) X^{l-2 n+2} Y^{3 n-2}+O\left(X^{l-2 n+3}\right) \\
= & (-1)^{n} a_{l} f^{n} C_{l, n-1}(l-2 n+2) X^{l-2 n+1} Y^{3 n-1} \\
& +(-1)^{n} a_{l} e f^{n-1}\left[K_{l, n-1}(l-2 n+3)+C_{l, n-1}(l-2 n+2)\right] X^{l-2 n+2} Y^{3 n-2} \\
& +O\left(X^{l-2 n+3}\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\frac{\partial H_{l+n}}{\partial Y}= & (-1)^{n} a_{l} f^{n} C_{l, n-1}(l-2 n+2) X^{l-2 n} Y^{3 n-1} \\
& +(-1)^{n} a_{l} e f^{n-1}\left[K_{l, n-1}(l-2 n+3)+C_{l, n-1}(l-2 n+2)\right] X^{l-2 n+1} Y^{3 n-2} \\
& +O\left(X^{l-2 n+2}\right),
\end{aligned}
$$

which yields
$H_{l+n}=(-1)^{n} a_{l} f^{n} C_{l, n} X^{l-2 n} Y^{3 n}+(-1)^{n} a_{l} e f^{n-1} K_{l, n} X^{l-2 n+1} Y^{3 n-1}+O\left(X^{l-2 n+2}\right)$,
with
$C_{l, n}=\frac{l-2 n+2}{3 n} C_{l, n-1}>0, \quad K_{l, n}=\frac{K_{l, n-1}(l-2 n+3)+C_{l, n-1}(l-2 n+2)}{3 n-1}>0$.
Therefore (33) is proved.
Now we continue with the proof of the induction hypothesis (31). In fact we shall prove that $a_{l}=0$ for $l \geq 2$. Then $H_{l}=0$ and from (29) we have that $\partial H_{l+1} / \partial Y=0$. This proves (31). We distinguish two cases.

We first assume $l$ is odd. Then by (33) with $m=(l-1) / 2$ we obtain that

$$
H_{(3 l-1) / 2}=(-1)^{(l-1) / 2} a_{l} f^{(l-1) / 2} C_{l,(l-1) / 2} X Y^{(3 l-3) / 2}+O\left(X^{2}\right)
$$

Then by (30) with $k=(3 l+1) / 2$ we get

$$
\begin{align*}
& X \frac{\partial H_{(3 l+1) / 2}}{\partial Y}  \tag{35}\\
& =-\left(d X^{2}+e X Y+f Y^{2}\right)\left((-1)^{(l-1) / 2} a_{l} f^{(l-1) / 2} C_{l,(l-1) / 2} Y^{(3 l-3) / 2}+O(X)\right)
\end{align*}
$$

Now setting $X=0$ in (35) we get that $a_{l}=0$.
Finally, if $l$ is even, then (33) with $m=l / 2$ yields

$$
\begin{aligned}
H_{3 l / 2}= & (-1)^{l / 2} a_{l} f^{l / 2} C_{l, l / 2} Y^{3 l / 2} \\
& +(-1)^{l / 2} a_{l} e f^{(l-2) / 2} K_{l, l / 2} X Y^{(3 l-2) / 2}+O\left(X^{2}\right) .
\end{aligned}
$$

Then by (30) with $k=(3 l+2) / 2$ we get
$X \frac{\partial H_{(3 l+2) / 2}}{\partial Y}=-\left(d X^{2}+e X Y+f Y^{2}\right)\left((-1)^{l / 2} a_{l} e f^{(l-2) / 2} K_{l, l / 2} Y^{(3 l-2) / 2}+O(X)\right)$.
Now taking $X=0$ in the previous expression we get that $a_{l}=0$.
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