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Abstract. We determine all the C1 planar vector fields with a given set
of orbits of the form y − y(x) = 0 satisfying convenient assumptions. The
case when these orbits are branches of an algebraic curve is also study. We
show that if a quadratic vector field admits a unique irreducible invariant

algebraic curve g(x, y) =
S∑

j=0

aj(x)yS−j = 0 with S branches with respect

to the variable y, then the degree of the polynomial g is at most 4S.

1. Introduction and statement of the main results

By definition an autonomous complex planar differential system is a system
of the form

(1) ẋ = X (x), x = (x, y) ∈ D ⊆ C2,

where the dependent variables x = (x, y) are complex, and the independent
variable (time t) is real. We assume that the vector field X = (P,Q) associated
to the differential system (1) is C1 in an open subset D of C2.

Let g = g(x) be a C1 function. The curve g̃ = 0 is an invariant curve of the
vector field X if

(2) X g|g=0 = 0,

i.e. the curve g = 0 is formed by orbits of X .

The vector field X is called a polynomial vector field of degree n if P and
Q are polynomials such that the maximum of the degrees of P and Q is n.
Let g be a complex polynomial in the variables x and y irreducible in the ring
of polynomials C[x, y]. Suppose that g satisfies (2), then we say that g = 0 is
an invariant algebraic curve of X . By the Hilbert’s Nullstellensatz Theorem
[6] if the polynomial X (g) vanishes when g = 0, there exist a non-negative
integer m and a polynomial M = M(x, y) such that (X (g))m = Mg. Since g is
irreducible, then there exist a polynomial K = K(x, y) such that X (g) = Kg,
the polynomial K is called the cofactor of g = 0, and clearly the degree of K
is at most n− 1.

We shall present briefly the contents of the paper.
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In section 2 we prove our first main result (see Theorem 1 below) and de-
termine a planar vector field from a given set of invariant orbits of the form
y − y(x) = 0 where y(x) is an arbitrary C1 function, and consequently the
vector fields having such orbits are in general C1 vector fields.

In section 3 we apply Theorem 1 to the set of orbits which are branches of
an algebraic curve g(x, y) = 0 (see Proposition 10).

In section 4 we prove our second main result for the vector fields of degree
two (see Theorem 3). More precisely for such vector fields having a unique
irreducible invariant algebraic curve g = 0 we bound the degree of g by four
times the number of its branches with respect to the variable x or y. The
result is written with respect to the variable y.

In section 5 we determine the C1 planar vector field with only one invariant
curve of the form a0(x)y + a1(x) = 0 (see Proposition 14).

In section 6 as application of our previous results given in section 5 we
determine the polynomial planar vector fields of degree 2, 3 or 4, with only
one invariant algebraic curve of the type g = f ′(x)y + f(x) = 0 or g =
f(x)y + f ′(x) = 0 where f is an orthogonal polynomial (see Proposition 17).

Finally in section 7 we analyze 16th Hilbert problem for limit cycles on
a singular invariant algebraic curve, i.e. an invariant algebraic curve g = 0
having in the complex projective plane points such that the curve and its first
derivatives are zero.

Our first main result is the following.

Theorem 1. Let

(3) gj(x, y) = y − yj(x) = 0, j = 1, 2, . . . , S ≥ 2,

be a given set of orbits not formed by singular points of a complex planar
differential system (S), where yj = yj(x) is a C1 function for j = 1, . . . , S such
that
(4)

40 = ∆0(x) =

∣∣∣∣∣∣∣∣

1 1 . . . . . . 1
y1 y2 . . . . . . yS
...

...
...

...
...

yS−11 yS−12 . . . . . . yS−1S

∣∣∣∣∣∣∣∣
=

∏

1≤m<j≤S
(ym − yj) 6= 0,

and there are at least two functions g1 and g2 for which

(5) {g1, g2} = y
′
2 − y

′
1 6= 0.
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Then the planar differential system (S) can be written as

(6)

ẋ =
S∑

j=1

λj

S∏

m=1
m6=j

(y − ym) + λS+2g = P (x, y),

ẏ =
S∑

j=1

λjy
′
j

S∏

m=1
m6=j

(y − ym)− λS+1g = Q(x, y),

where g =
S∏

m=1

(y − ym) and λj = λj(x, y) for j = 1, 2, . . . , S are arbitrary C1

functions.

It is well known (see for instance [5]) that if g is a polynomial, then the
polynomial differential system

(7) ẋ = λ
∂ g

∂y
+ µ1g, ẏ = −λ∂ g

∂x
+ µ2g,

where λ, µ1 and µ2 are arbitrary polynomials on x and y, has g = 0 as an
invariant algebraic curve.

Proposition 2. The polynomial system (7) can be written in the form (6).

We denote the degree of a polynomial g by deg g. For the definition of
branches of an algebraic curve see the beginning of section 3. Our second
main result is the following.

Theorem 3. Let X be the quadratic vector field associated to the quadratic
system

(8) ẋ = p0y
2 + p1y + p2, ẏ = q0y

2 + q1y + q2,

where pj = pj(x) =

j∑

n=0

pjnx
n, qj = qj(x) =

j∑

n=0

qjnx
n, for j = 1, 2, and for

which

(9) g =
S∑

j=0

aj(x)yS−j = 0

is the unique irreducible invariant algebraic curve. If the curve g = 0 has
S > 1 branches with respect to the variable y (so a0 6= 0). Then deg g ≤ 4S.

We introduce the following two conjectures which are commented in Remark
13 and in the paragraphs following this remark.

Conjecture 4. If a quadratic polynomial differential system (8) admits a
unique invariant irreducible algebraic curve g = 0 given in (9), then deg g ≤
3S.
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Conjecture 5. If a quadratic polynomial differential system (8) with a unique
invariant irreducible algebraic curve g = 0 given in (9) does not admit a ra-
tional first integral, then deg g ≤ 12.

2. C1 vector fields with at least two invariant curves of the
form y = y(x)

Proof of Theorem 1. Let X = (P,Q) be the vector field associated to differ-
ential system (6). Now we shall prove that the given orbits (3) are invariant
curves of (6). Indeed the vector field X admits the equivalent representation
(see also [13]).

X (∗) =
S+2∑

j=1

λj

S∏

m=1
m6=j

gm {∗, gj},

where gS+1 = x, gS+2 = y, i.e. ẋ = X (x), ẏ = X (y). Hence

X (gl) = gl

( S+2∑

m=1
m6=l

λj

S∏

m=1
m6=j

gm {gl, gj}
)
≡ Φl, l = 1, . . . , S,

i.e., gl = y − yl = 0 is an invariant curve of X .
We shall show that X is the most general planar vector field having the

invariant curves gl = 0 for l = 1, 2, . . . , S satisfying (4) and (5). Let Y =
(Y1(x, y), Y2(x, y)) be a planar vector field with the given invariant curves
satisfying (4) and (5). We look for functions λj for j = 1, 2, . . . , S+2 satisfying

(10)

S∑

j=1

λj

S∏

m=1
m 6=j

(y − ym) + λS+2g = Y1,

S∑

j=1

λjy
′
j

S∏

m=1
m6=j

(y − ym)− λS+1g = Y2.

Therefore taking y = yj in these expressions we obtain

λj(x, yj)
S∏

m=1
m 6=j

(yj(x)− ym(x)) = Y1(x, yj),

λj(x, yj)y
′
j(x)

S∏

m=1
m6=j

(yj(x)− ym(x)) = Y2(x, yj),

or equivalently

(11)

λj(x, yj) = (−1)S−j−1
∆j

∆0

Y1(x, yj),

λj(x, yj)y
′
j = (−1)S−j−1

∆j

∆0

Y2(x, yj).
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Here we have used assumption (4), where

4j = ∆j(x) =

∣∣∣∣∣∣∣∣∣∣∣

1 . . . 1 1
... 1

y1 . . . yj−1 yj+1
... yS

... . . .
...

...

yS−21 . . . yS−2j−1 yS−2j+1

... yS−2S

∣∣∣∣∣∣∣∣∣∣∣

,

for j = 1, 2, . . . S.

Solving system (10) with respect to λ1 and λ2 we get that

(12)

λ1 = λ1(x, y) =
(Y1 −Ψ1)y

′
2 − (Y2 −Ψ2)

(y
′
2 − y

′
1)

S∏

m=2

(y − ym)

,

λ2 = λ2(x, y) = −(Y1 −Ψ1)y
′
1 − (Y2 −Ψ2)

(y
′
2 − y

′
1)

S∏

m=1
m 6=2

(y − ym)

,

where

Ψ1 =
S∑

j=3

λj

S∏

m=1
m 6=j

(y − ym) + λS+2g, Ψ2 =
S∑

j=3

λjy
′
j

S∏

m=1
m6=j

(y − ym)− λS+1g,

and y′2 − y′1 6= 0 by assumption (5). The expressions

S∏

m=2

(y − ym) and
S∏

m=1
m6=2

(y − ym),

which appear in the denominator of λ1 and λ2 in (12), do not provide problems
in the definition of λ1 and λ2, because when we evaluate λ1(x, y) and λ2(x, y)
in y = yj(x) for any j = 1, 2, . . . , S using the expression (11), then the factor
yj − yj = 0 also appears in the numerator. So λ1 and λ2 are well defined.

Substituting λ1 and λ2 in (6) we obtain the vector field Y . Hence Theorem
1 is proved. �

Remark 6. We recall that the determinant ∆0 is usually called a Vandermonde
determinant.

Remark 7. The natural S ≥ 2 in Theorem 1 is arbitrary.

Remark 8. Let (x0, y0) be an intersection point of two curves gj = y− yj = 0
and gk = y − yk = 0 with j 6= k, then this point is a singular point of system
(6), and on it ∆0 = 0. Moreover from (4) these points are the unique where
∆0 vanishes.
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Corollary 9 (see [14, 15]). Under the assumptions of Theorem 1 system (6)
can be written as

ẋ =

∣∣∣∣∣∣∣∣∣∣∣

1 1 . . . 1
y y1 . . . yS
...

...
...

...
yS−1 yS−11 . . . yS−1S

λ̃S+2y
S λ̃S+2y

S
1 + λ̃1 . . . λ̃S+2y

S
S + λ̃S

∣∣∣∣∣∣∣∣∣∣∣

,

ẏ =

∣∣∣∣∣∣∣∣∣∣∣

1 1 . . . 1
y y1 . . . yS
...

...
...

...
yS−1 yS−11 . . . yS−1S

λ̃S+1y
S λ̃S+1y

S
1 + λ̃1y

′
1(x) . . . λ̃S+1y

S
S + λ̃Sy

′
S(x)

∣∣∣∣∣∣∣∣∣∣∣

,

where
λ̃S+k

∏

1≤i≤j≤S
(yj − yi) = λS+k,

λ̃m(−1)S−m+1
∏

1≤i≤j≤S
i, j 6=m

(yj − yi) = λm,

for k = 1, 2 and m = 1, 2, . . . , S.

Proof. Developing by the last row the determinants of the statement of the
corollary we get system (6). �

3. Polynomial vector fields with invariant algebraic curves
with at least two branches

In the rest of this paper we shall work with complex polynomial vector fields.
First we shall study the planar polynomial vector field X of degree n having
the invariant algebraic curve

(13) g =
S∑

j=0

aj(x)yS−j,

where aj = aj(x) for j = 0, . . . , S are polynomials. If a0(x) 6= 0, then it is well
known

(14) g = a0(x)
S∏

j=1

(y − yj(x)) = 0,

where yj = yj(x), for j = 1, 2, . . . , S are algebraic functions. Moreover

a1 = −a0
S∑

j=1

yj, a2 = a0
∑

1≤ j<m≤S
yjym, . . . , aS = (−1)Sa0

S∏

j=1

yj.

The functions gj = y − yj for j = 1, . . . , S are called the branches of the
algebraic curve g = 0 with respect to the variable y.
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Proposition 10. Let (13) be the product of all the invariant algebraic curves
of a polynomial vector field X of degree n. Then the branches gj = y−yj(x) = 0
for j = 1, 2, . . . , S of g = 0 are invariant curves of the vector field X .

Proof. Using the branches gj = y− yj = 0 of g = 0 given by (14) we can write
the vector field X in the form given by (6). ¿From Theorem 1 the proposition
follows. �

Remark 11. There are polynomial vector fields with an invariant algebraic
curve having an arbitrary number of branches, this follows from Remark 3 and
from the fact that the branches of an invariant algebraic curve are invariant
curves of the vector field X (see Proposition 10).

Proof of Proposition 2. Choosing in (6) the arbitrary functions λj as follows

λ1 = λ2 = . . . = λS = λ, λS+1 = −µ2, λS+2 = µ1,

we obtain that system (6) becomes

ẋ = λ
S∑

j=1

S∏

m=1
m6=j

(y − ym(x)) + λS+2g = λ
∂ g

∂y
+ µ1g,

ẏ = −λ
S∑

j=1

y
′
j(x)

S∏

m=1
m6=j

(y − ym(x))− λS+1g = −λ∂ g
∂x

+ µ2g.

�

We note that the curve g = 0 of system (7) is not necessarily irreducible.

Remark 12. It is well known that if the invariant algebraic curve of a polyno-
mial differential system of degree n is nonsingular in CP 2, then deg g ≤ n+ 1
(see for instance Corollary 4 of [4] and Theorem 2 of [16]). As a consequence
if deg g > n+ 1, then this curve is singular in CP 2

4. Quadratic system with a unique irreducible invariant
algebraic curve

In this section we study the quadratic systems, i.e. polynomial differential
systems of degree 2.

Proof of Theorem 3. From the relation Xg = (αy+ βx+ γ)g, taking the coef-
ficients of the powers of y we obtain the following differential system

(15) p0
da0
dx

= 0, A
da

dx
= Ba, p2

daS
dx

= (β x+ γ)aS − q2aS−1,
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where a = (a0, a1, ..., aS)T , and ai = ai(x) for i = 0, 1, . . . , S, and A and B
are the following (S + 1)× (S + 1) matrices

A =




p1 p0 0 0 0 . . . 0 0 0 0
p2 p1 p0 0 0 . . . 0 0 0 0
0 p2 p1 p0 0 . . . 0 0 0 0
0 0 p2 p1 p0 . . . 0 0 0 0
...

...
...

...
...

...
...

...
...

...
0 0 0 0 0 . . . 0 p2 p1 p0
0 0 0 0 0 . . . 0 0 p2 p1




,

B =




ã0 0 0 0 . . . 0 0 0 0
b0 ã1 0 0 . . . 0 0 0 0
c0 b1 ã2 0 . . . 0 0 0 0
0 c1 b2 ã3 . . . 0 0 0 0
...

...
...

...
...

...
...

...
...

0 0 0 0 . . . cS−3 bS−2 ãS−1 0
0 0 0 0 . . . 0 cS−2 bS−1 ãS




,

here ãj = α+(j−S)q0, bj = βx+γ+(j−S)q1, cj = (j−S)q2 for j = 0, 1, . . . , S.
It is known (see for instance [7]) that after a linear change of variables and a
rescaling of the time any quadratic system (8) can be written as

ẋ = P (x, y), ẏ = q0y
2 + q1y + q2,

where P (x, y) is one of the following ten polynomials

1 + xy, y + x2, y, 1, xy, −1 + x2, 1 + x2, x2, x, 0.

Since the last six possibilities for P (x, y) force that the quadratic system has
an invariant straight line (real or complex) and by assumption our quadratic
system has no invariant straight lines, the polynomial P (x, y) only can be
1 + xy, y + x2, y, 1.

Case 1: Assume that P is either y+x2, or y. We consider the quadratic system

ẋ = y + p2(x), ẏ = q0y
2 + q1y + q2,

with p2(x) = x2 or p2(x) = 0. After the recursive integration of system (15),
since the aj’s are polynomials, we deduce that

α = Sq0,
a0 = a00,
a1 = a12x

2 + a11x+ a10,
a2 = a24x

4 + a23x
3 + a22x

2 + a21x+ a20,
...
aS−1 = aS−1,2(S−1)x2(S−1) + . . . ,
aS = aS,2Sx

2S + . . . ,

where all the aij are constants. Therefore deg g ≤ 2S.
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Case 2: Assume that P = 1. Now we deal with the quadratic system

(16) ẋ = 1, ẏ = q0y
2 + q1y + q2.

We note that the previous differential system can be written as a Ricatti
differential equation. Since this system has no singular points, the algebraic
invariant curve g = 0 must be non-singular in the affine plane. If the curve is
nonsingular in CP 2 then the degree of g is at most three (see remark 12). So if
the algebraic curve g = 0 of (16) has degree larger than three, it is nonsingular
in the affine plane and singular at infinity, i.e. in CP 2. We shall determine
the curve g = 0 solution of (15) with degree > 3.

Assume that q11 6= 0. After the change of variables (q11x, y) −→ (y, x) and
introducing the notations

q22
q211

= p0,
q21
q11

= p11, p2(x) = q0x
2 + q10x+ q20,

we obtain the system

(17) ẋ = p0y
2 + xy + p11y + p2(x), ẏ = q11,

We consider the differential system (15) associated to system (17). If p0 6= 0
without loss of generality we can take p0 = 1. Then system (15) takes the form

a′0 = 0,
a′1 = ma0,
a′2 = (m2 +m(q0 − q11) + β − sq11)x+

(m(C1 − p10C0) + q0C1 + (γ − Sq11)C0,
...

Hence we obtain that deg aj ≤ j, for j = 0, 1, . . . S, and consequently deg g ≤ S.

We study the case p0 = 0. Therefore the differential system (15) is

xa′0 = αa0,
xa′j+1 = αaj+1 + (βx+ γ)aj − (p22x

2 + p21x+ p20)a
′
j − q11(S + 1− j)aj−1,

for j = 0, . . . , S, where a−1 = 0. Solving the first differential equation we
get a0 = C0x

α, hence α must be a non-negative integer, and without loss
of generality we can take C0 = 1. Now substituting it into the differential
equation of a′1 we obtain

xa′1 = αa1 + (βx+ γ)xα − α(p22x
2 + p21x+ p20)x

α−1

= αa1 + (β − αp22)xα+1 + (γ − αp21)xα − αp20xα−1.
Solving this linear differential equation we have

a1 = (β − αp22)xα+1 + C1x
α + αp20x

α−1 + (γ − αp21)xα log x.

Since a1 must be a polynomial we get that

γ = αp21.
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Solving the differential equation of a′2 we obtain

a2(x) = αp220(α− 1)xα−2 + αp20(p21 − C1)x
α−1 + C2x

α−
(C1 − p21)(αp22 − β)xα+1 +

1

2
(αp22 − β)((α + 1)p22 − β)xα+2−

(Sq11 − (2αp22 − β)p20x
α log x.

Again since a2 must be a polynomial we get that

S =
p20(2αp22 − β)

q11
.

Doing similar arguments and considering that we can write

(βx+ γ)aj − (p22x
2 + p21x+ p20)a

′
j − q11(S + 1− j)aj−1 =

(−q11(S − j)Cj−1 + . . .)xα + . . . ,

for j ≥ 3, we can obtain solving the linear differential equation for a′j that all
aj for j ≥ 3 are polynomials choosing the arbitrary constant Cj−1 conveniently.

After the recursive integrations we finally deduce that

aj =

j∏

m=1

(β − (−1 +m+ α)p22)
xα+j

j!
+ xα−jP2j−1(x)

= xα−j

(
j∏

m=1

(β − (−1 +m+ α)p22)
x2j

j!
+ P2j−1(x)

)
,

where Pm(x) is a polynomial of degree m in x and by definition P−1(x) = 0.
The invariant algebraic curve in this case admits the representation

g = xα−S
S∑

j=0

(xy)S−j
(

j∏

m=1

(β − (−1 +m+ α)p22)
x2j

j!
+ P2j−1(x)

)
.

Hence deg g ≤ α + S.

If α−S ≥ 0 then by considering that the curve is irreducible, we have α = S,
and as a consequence deg g ≤ 2S. If α − S < 0 then deg g ≤ α + S < 2S. In
short in case 2 and when q11 6= 0 we have that deg g ≤ 2S. Substituting aS
and aS−1 in the last equation of (15) and taking the biggest coefficient in x
(i.e. the coefficient of xα+S+1) we deduce that

S+1∏

m=1

(β − (1−m+ α)p22) = 0.

It is interesting the particular case 2 with q11 6= 0 when S > α = 1 and
β = p22 6= 0, p20 = γ = 0. The solutions of (15) are polynomial of degree one
of the form aj = cjx + rj, for j = 0, 1, . . . , S where cj and rj are convenient
constants satisfying the equations

rj+1 = p20cj + (S+ 1− j)q11rj−1, p22rj = q11(S+ 1− j)cj−1, r−1 = c−1 = 0,



PLANAR VECTOR FIELDS WITH A GIVEN SET OF ORBITS 11

for j = 0, 1, . . . , S. Hence we obtain that

p22p20 = Sq11,

r2j = 0, r1 = p20, r2j+1 =
p20(S − 2j)

S
c2j,

c2j+1 = 0, c0 = 1, c2j =
(−q11)jS!

2jj!(S − 2j)!
.

Consequently the curve g = 0 takes the form

g =
S∑

k=0

ak(x)yS−k = x
S∑

k=0

cky
S−k +

S∑

k=0

rky
S−k,

or equivalently

g = x

[S/2]∑

k=0

c2ky
S−2k +

[(S−1)/2]∑

k=0

r2k+1y
S−2k−1,

where [x] is the integer part function of the real number x.

If we denote

HS(y) =

[S/2]∑

k=1

c2k(q11y)S−2k =

[S/2]∑

k=0

(−q11)kS!

2kk!(S − 2k)!
(q11y)S−2k,

then we obtain the following representation for g

g(x, y) = xHS(y) +
p20
S
H ′S(y).

It is easy to check that if if q11 = 2, then HS coincide with the physicists’
Hermite polynomial. Clearly deg g = S + 1.

Now we assume that in (16) q11 = 0 and q21 6= 0, then doing the change of
variables (q21x, y) 7→ (y, x) we obtain

(18) ẋ = p0y
2 + y + p2(x), ẏ = q21,

where p0 = q22/q
2
21, p2(x) = q0x

2 + q10x+ q20. If p0 = q22 6= 0, then system (15)
admits the polynomial solutions

a0 = a00, a1 = a11x+ a10, . . . aS = aSSx
S + . . .+ aS0,

so deg g ≤ S. If p0 = q22 = 0, then the integration of equation (15) is analogous
to case 1. Hence deg g ≤ 2S.

Case 3: Assume that P = xy + 1. Finally we must study the quadratic
systems

(19) ẋ = xy + 1, ẏ = q0y
2 + (q11x+ q10)y + q22x

2 + q21x+ q20.

If α−Sq0 = m we shall show that the functions aj(x) of (15) are polynomials
of degree deg aj ≤ q0j + m if q0 6= 0, and of deg aj ≤ j + m if q0 = 0, for
j = 0, 1, . . . S.

We denote q0 = k. Since p0 = 0, p1 = x, p2 = 1, from the first nonzero
differential equation of system (15) we obtain that a0 = xmC0 with C0 ∈
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C \ {0}. Since a0(x) must be a polynomial, m must be a non-negative integer,
i.e. α− Sq0 = m ≥ 0 as a consequence Sq0 ≤ α.

Solving the second nonzero differential equation of system (15) we obtain

a1(x) = C0

(
4q11 − β
k − 1

xm+1 +
4q10 − γ

k
xm +

m

1 + k
xm−1

)
+ C1x

m+k

= xm−1(P2 + C1x
k+1),

if k(k2 − 1) 6= 0.

We assume that k ∈ C\{−1, 0, 1}. From the recursive integration of the
system (15) we deduce that the vector a has the following components

(20)

a0 = xmC0,
a1 = Pm+1 + C1x

k+m = xm−1Pk+1,
a2 = Pk+m+1 + C2x

2k+m = xm−2P2k+2,
...
aS−1 = P(S−2)k+m+1 + CS−1x(S−1)k+m = xm−S+1P(S−1)k+S−1,
aS = P(S−1)k+m+1 + CSx

Sk+m = xm−SPSk+S,

Since a0 6= 0, we get that C0 6= 0. In order to simplify the proof and to avoid
many cases, we assume that all the integration constants Cj for j = 1, . . . , S
are non–zero, otherwise working in a similar way we should get that some of
the polynomials Pl which appear in (20) would have lower degree, and this does
not perturb the general bound for the deg g. Therefore, since the aj must be
polynomials, k is an integer and as a consequence Pj = Pj(x) is a polynomial
of degree j in x. Hence we obtain the deg aj ≤ kj +m, for j = 0, 1, 2, . . . S.
Therefore deg g ≤ kS +m = q0S + α − q0S = α. On the other hand by
considering that

g =
∑

xm−jyS−jPj(k+1) = xm−S
∑

(xy)S−jPj(k+1) = 0,

and in view that the curve must be irreducible we obtain that m = α−kS = S,
therefore α = S(k+ 1). Clearly if m−S < 0, then kS+m < S(k+ 1) = α. So
deg g ≤ (k + 1)S. We are interesting in determining the biggest finite upper
bound of the degree of the polynomial g.

We shall study the last equation of system (15). We prove that if CS 6= 0
then the curve g = 0 has the cofactor K = αy. Indeed inserting aS and aS−1
in the last equation of system (15) we obtain that

βCSx
Sk+m+1 + γCSx

Sk+m + PSk+m−1(x) = 0, if k ≥ 3.

Hence β = γ = 0 and the cofactor is αy.

We prove that if CSCS−1 6= 0 hence k = 3. Indeed, from the last equation of
system (15) we obtain that the polynomials aS and aS−1 are such that

(21)
daS
dx

+ q2aS−1 = 0.
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After the integration we get

aS = q22

(
CS−1

k(S − 1) +m
x(S−1)k+3+m + . . .

)
.

On the other hand the polynomial aS has degree kS +m, therefore

CSx
Sk+m + . . . = q22

(
CS−1

k(S − 1) + 3 +m
x(S−1)k+3+m + r0x

k(S−2)+m+3 . . .

)
,

where r0 is a real constant. Hence if CSCS−1 6= 0, then k = q0 = 3. Since
deg g ≤ (k + 1)S = 4S.

If CS−1 = 0 and r0 6= 0, then k = 3/2, and consequently deg g ≤ (3/2+1)S ≤
3S. Clearly if CS = 0 then, from (21), it follows that CS−1 = 0, thus deg g < 4S.
In this case working as in the case that the constants Cj were not zero with
m = 0 we should get for the curve

(22) g = yS + a1y
S−1 + a2y

S−2 + . . . as = 0,

that deg g ≤ 3S.

Now we assume that k = q0 = 0. The recursive integration of system (15)
produces the following polynomial solutions

a0 = xα, aj = rjx
α+j + xα−jP2j−1 = xα−S

(
rjx

S+j + xS−jP2j−1
)
,

for j = 1, 2, . . . S, where rj are rational function in the variables q11, q12, q21, q22, q20, q10, α, β,
and Pm(x) is a polynomial of degree m in the variable x. Note that deg aj ≤
α + j. The polynomial g becomes

g = xα−S
S∑

j=0

(rjx
S+j + xS−jP2j−1)y

S−j = xα−S
S∑

j=0

(xy)S−j(rjx
2j + P2j−1),

where r0 = 1 and P−1(x) = 0. In view that the curve g = 0 is irreducible then
α = S. If α− S < 0, then deg g ≤ α + S < 2S.

If k = 1, then system (15) becomes

xa′0 = ma0,
xa′j+1 = (m+ j + 1)aj+1+

((β − (S − j)q11)x+ γ − (S − j)q10)aj − a′j − (S − j)q2aj−1,
for j = 1, 2, . . . S, where a−1 = 0. Hence after integration it is easy to show
that

a0 = C0x
m = xm−1P1,

a1 = C1x
m+1 + (Sq10 − γ)xm +

m

2
xm−1 = xm−1P2,

a2 = xm−1P3,
...
aS = xm−1PS+1,



14 J. LLIBRE, R. RAMÍREZ AND N. SADOVSKAIA

where Pj = Pj(x) is a polynomial of degree j in the variable x. Hence

g = xm−1
S∑

j=0

Pj+1(x)yS−j = 0.

By considering that this curve must be irreducible, we have thatm = α−S = 1.
As a consequence S = α− 1 < α and deg g ≤ S +m = S + 1.

For the case when k = −1 system (15) takes the form

xa′0 = (α + S)a0,
xa′1 = (α + S − 1)a1 + ((β − Sq11)x+ γ − Sq10)) a0 − a′0,
xa′2 = (α + S − 2)a2 + ((β − (S − 1)q11)x+ γ − (S − 1)q10)) a1 − a′1,

...

After the recursive integrations we obtain that the polynomial solutions exist
in particular if α + S = 0. In this case we obtain that deg aj ≤ j, and as a
consequence deg g ≤ S.

In short Theorem 3 is proved. �

Remark 13. Let

R(x) = p2
daS
dx
− ((β x+ γ)aS − q2aS−1) =

4S+1∑

j=0

Ajx
j,

be a polynomial of degree at most 4S + 1 in the variable x, where

Aj = Aj (q0, q11, q10, q22, q21, q20, α, β, γ, C0, C1, . . . , CS) ,

for j = 0, 1, . . . , 4S + 1. To determine the exact degree of the invariant curve
g = 0 in all the cases studied in the proof of Theorem 3, it is necessary that the
polynomial R(x) be zero. This holds if and only if all the coefficients are zero,
i.e. Aj = 0 for j = 0, 1, . . . , 4S+ 1. The compatibility of all these equations is
require. Working a little it is possible to reduce the system Aj = 0 to a polyno-
mial system in the variables q0, q11, q10, q22, q21, q20, α, β, γ, C0, C1, . . . , CS.
These polynomials in general have high degree and it is not easy to work with
them for proving that they do not have solution, and consequently the deg g
(which from the proof of Theorem 3 must be a multiple of S smaller than or
equal to 4S) seems that must be ≤ 3S.

In view of this remark and the comments later on we do the Conjecture 4
and Conjecture 5.

These conjectures are supported mainly by the following facts. First we are
able to show that for S = 1, 2, . . . , 5 there are irreducible invariant algebraic
curves g = 0 of degree 3S for convenient quadratic system (19). This curve
has a cofactor K = 3Sy. On the other hand without loss of generality we
can suppose that the given invariant curve has the form (22) for which the
deg g ≤ 3S.
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Second we determine the more general quadratic systems (19) having some
focus. Thus we get

(23)
q0 = 3, q22 =

84ae2 − 36e2 − 25e4 − h2
288

, q10 = 0,

q11 = a, q20 =
36a2 − 36ae2 + e4 + h2

48e2
,

where eh 6= 0. The points

(√
6

e
, − e√

6

)
and

(
−
√

6

e
,
e√
6

)
are singular points

of the corresponding quadratic system with eigenvalues (6a−7e2±ih)/(2
√

6 e)
and (−6a+ 7e2 ± ih)/(2

√
6 e) respectively, so they are foci, and consequently

these quadratic system do not admit a rational first integral (see for instance
[12]).

We study the particular systems of (15) satisfying (23) with S = 4, and we
obtain the family of quadratic systems

(24) ẋ = xy + 1, ẏ = 3y2 − 10axy − 150a2x2 + 59a,

where a is a nonzero parameter, which admits the following family of invariant
algebraic curves of degree 12

−781250000a8x12 + 312500000a7x10 − 62500000a6yx9 − 159375000a6x8−
3750000a5yx7 + 230375000a5x6 + 375000a4y2x6 − 9975000a4yx5−
82923125a4x4 − 4215000a3y2x4 + 281000a2y3x3 + 5291500a3yx3+
3833820a3x2 + 210750a2y2x2 − 6860ay3x− 129960a2yx+ 343y4+
110592a2 + 12348ay2 = 0.

The singular points of system (14) are foci, hence it has no rational first inte-
grals. From this example we show that the degree of the invariant algebraic
curve of the studied quadratic systems without rational first integral is greater
than or equal to 12.

5. C1 vector fields with only one invariant curve of the form
y = y(x)

Now we determine the differential system which admits a unique invariant
curve

(25) G = a0(x)y + a1(x) = 0, a0(x) 6= 0.

Proposition 14. A differential system having the orbit g = y − y1(x) = 0,
where y1 = y1(x) is a C1 function, can be written as

(26) ẋ = λ+ µg = P, ẏ = λy′1 + νg = Q,

where λ, µ and ν are arbitrary C1 functions.

Proof. We set X = (P,Q). First we prove that the curve g = 0 is invariant of
the vector field X . Indeed X (g) = (−µy′1 + ν)g. Hence g = 0 is an invariant
curve of the differential system associated to the vector field X . Let Y =
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(Y1(x, y), Y2(x, y)) = (Y1, Y2) be another vector field with the given invariant
curve, i.e.

Y(g)|g=0 = Y2(x, y1(x))− Y1(x, y1(x))y′1(x) = 0.

Taking
λ(x, y) = Y1(x, y)− g(x, y)µ(x, y),

ν(x, y) =
Y2(x, y)− y′1(x)Y1(x, y)

g(x, y)
+ y′1(x)µ(x, y),

and inserting them into (26) we obtain the vector field Y . �

VERIFICAR EL SIGUIENTE REMARK

Remark 15. We suppose that in (26)

λ = a0λ̃, µ = a0µ̃, ν = a0ν̃ +
a′0
a0
λ̃.

Then system (26) takes the the form

ẋ = λ̃a0 + µ̃g = P, ẏ = −λ̃(a′0y + a′1) + ν̃g = Q,

which is the most general system for which the curve G = 0 is invariant.

6. Quadratic system with a unique invariant algebraic curve
with one branch

Now we consider the vector field X associated to the quadratic system

(27) ẋ = p2, ẏ = q0y
2 + q1y + q2,

where p2 6= 0 and qj are polynomials of degree j in the variable x. We assume
that X has the curve G = 0, given in (25) with a0 and a1 polynomials, as an
invariant algebraic curve. System (15) is valid in this case.

Proposition 16. The algebraic curve G = a0(x)y + a1(x) = 0 is invariant
for the quadratic system (27) with cofactor K = αy + βx + γ if and only if
αa1 = a1(x) = p2a

′
0 − ra0, where r = (β − q11)x+ γ − q10 and a0 = a0(x) is a

polynomial solution of the Fucshian equation

w′′ + %1w
′ + %2w = 0,

where

%1 =
p′2 − (βx+ γ)− r

p2
, %2 =

(βx+ γ)r + q2 − r′p2
p22

.

Proof. Under the given conditions system (15) takes the form

α− q0 = 0, p2a
′
0 = αa1 + ra0, p2a

′
1 = (βx+ γ)a1 − q2a0.

After differentiation of the previous second equation, and using the third equa-
tion we get

p22a
′′
0 + (p2p

′
2 − (βx+ γ)p2 − rp2) a′0 + ((βx+ γ)r + q2 − r′p2) a0 = 0.
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We observe that the above Fucshian equation admits a polynomial solution if
q2 = (κ + r′)p2 − (βx + γ)r. Indeed in this case the obtained equation takes
the form

p2a
′′
0 + (p′2 − (βx+ γ)− r)a′0 + κa0 = 0.

Hence a0 is an orthogonal polynomial because the degrees of p2 = p2(x), p′2 −
(βx+ γ)− r and κ are 2, 1, 0 respectively (see for instance [1]) �

For a precise definition of a family of orthogonal polynomials see [1]. A
very important class of orthogonal polynomials f0, f1, . . . fn, . . . are the ones
satisfying the differential equation

(28) p(x)f ′′ + q(x)f ′ + rf = 0,

where p = p(x) is a polynomial of degree at most two, q = q(x) is a linear
polynomial, and r is nonzero constant.

Proposition 17. Let f be an orthogonal polynomial satisfying equation (28).

(i) There exists a quadratic polynomial differential system having the in-
variant algebraic curve G̃ = f ′(x)y + f(x) = 0.

(i) There exists a polynomial differential system of degree 2,3 or 4 having
the invariant algebraic curve G = f(x)y + f ′(x).

Proof. ¿From (7) the vector field with the invariant algebraic curve G̃ = 0 can
be written as

ẋ = λ(x, y)f ′(x) + µ(x, y)(f ′(x)y + f(x)),

ẏ = −λ(x, y)(f ′′(x)y + f ′(x)) + ν(x, y)(f ′(x)y + f(x)),

where λ, µ and ν are polynomials. Taking

λ = −yµ, ν = µ

(
qy

p
− 1

)
, µf(x) = p(x),

from (28) we obtain that the differential system takes the form

ẋ = p(x), ẏ = −ry2 + q(x)y − p(x).

The cofactor of the curve G̃ = 0 is −ry. After the change −ry � y we obtain
the differential system

ẋ = p(x), ẏ = y2 + qy + pr.

The cofactor in this case is y. This system admits three, two or one invariant
algebraic curve depending of degree of p(x). Hence statement (a) is proved.

In particular the quadratic differential system

ẋ = 1, ẏ = 2n+ 2xy + y2,

for any n ∈ N admits a unique irreducible nonsingular in the affine plane
invariant algebraic curve g = yHn(x) + 2H ′n(x), where Hn is the physicists’
Hermite polynomial (for more details see [3]).
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From (7) the differential system

ẋ = λ(x, y)f(x) + µ(x, y)(f(x)y + f ′(x)),

ẏ = −λ(x, y)(f ′(x)y + f ′′(x)) + ν(x, y)(f(x)y + f ′(x)),

has the invariant curve G = f(x)y+f ′(x), where again λ, µ and ν are arbitrary
polynomials. Hence by choosing

λ = −yµ, f ′µ = p, pν − rµ = 0,

and in view of (28) we finally deduce the system

ẋ = p(x), ẏ = p(x)y2 − q(x)y + r.

This system has degree two, three or four and admits one, two or three invariant
algebraic curves depending on the degree of polynomial p(x). Moreover the
cofactor of G = 0 is p(x)y − q(x). �

From Proposition 17 it follows that there exist polynomial differential sys-
tems with invariant algebraic curves of arbitrary high degree.

7. On the 16th Hilbert problem for limit cycles on singular
invariant algebraic curve

One of the motivations of this paper was to study the 16th Hilbert problem
for limit cycles on singular invariant algebraic curves. As it follows from the
results exposed in [10] and [11] for solving this problem it is necessary to
determine the maximum degree of the invariant algebraic curves (Poincaré’s
problem). It is well known that if the invariant algebraic curve g = 0 of a
polynomial vector field of degree n is non-singular in CP 2 then deg g ≤ n+ 1
(see for instance [4]). Additionally in that paper the authors gave the following
result: if all the singularities on the invariant algebraic curve g = 0 are double
and ordinary, then deg g ≤ 2n.

If the algebraic curve is of nodal type, i.e. it is singular and all its singular-
ities are normal crossing type (that is at any singularity of the curve there are
exactly two branches of g = 0 which intersect transversally), then deg g ≤ n+2
(see for more deatails [2]).

To determine an upper bound for the degree of a singular invariant algebraic
curve is in general an open problem. In this direction there are the following
two results.

Theorem 18 ([16]). If there exists an integer κ such that for all polynomial
vector fields of degree n having the singular invariant algebraic curve g = 0, we
have that (g, ∂yg) ≤ κ, where (g, ∂yg) is the intersection number of the curves
g = 0 and ∂yg = 0 at a point of g ∩ ∂yg, then

deg g ≤ 4 + 2n+ κ+
√

(4 + 2n+ κ)2 + 16κn2

4
.
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EL PÁRRAFO SIGUIENTE NECESITA MÁS DETALLES

By considering that ∀κ ≥ 1

4 + 2n+ κ+
√

(4 + 2n+ κ)2 + 16κn2

4
≤ (κ+ 1)(n+ 1)

we obtain the following upper bound for the degree of invariant algebraic curve

deg g ≤ (κ+ 1)(n+ 1), κ ≥ 1.

Theorem 19 ([8]). Let X = P∂x+Q∂y be a polynomial vector field of degree n
over K[x, y] and suppose that in some extension K′ of K the vector field has an
invariant algebraic curve g = 0 where g ∈ K′[x, y] is a square–free polynomial.
Let K be the maximum of the Tjiurina numbers of the singularities that the
curve has in the projective plane. Then

deg g ≤ 1 +
√

1 + 4K)(n+ 2)

2
.

These last two theorems and the results stated in this paper show that in
general for a singular invariant algebraic curve its degree can be arbitrary high
(see Remark 11).

EXPLICAR MEJOR EL PÁRRAFO SIGUIENTE

Clearly if K = κ(κ+ 1) then

deg g ≤ (1 + κ)(n+ 1) ≤ 1 +
√

1 + 4K)(n+ 2)

2
= (1 + κ)(n+ 2).

In particular for the quadratic vector fields we obtain the following upper
bound for the degree of invariant algebraic curve with S branches (see Theorem
3)

deg g ≤ 3S, κ = 1− S
and

deg g ≤ 4S, K = S(S − 1).

The solution of 16th Hilbert problem for limit cycles on generic, nonsingular
and nodal algebraic curves are given respectively in [10], [11][17].
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