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ABSTRACT. In this paper we present an integral inequality con-
necting a function space (quasi-)norm of the gradient of a func-
tion to an integral of the corresponding capacity of the conductor
between two level surfaces of the function, which extends the esti-
mates obtained by V. Maz’ya and S. Costea, and sharp capacitary
inequalities due to V. Maz’ya in the case of the Sobolev norm. The
inequality, obtained under appropriate convexity conditions on the
function space, gives a characterization of Sobolev-type inequali-
ties involving two measures, necessary and sufficient conditions for
Sobolev isocapacitary-type inequalities, and self-improvements for
integrability of Lipschitz functions.

1. INTRODUCTION

If Lip0(Ω) is the class of all Lipschitz functions with compact support in a domain
Ω ⊂ Rn, Wiener’s capacity of a compact subset K of Ω,

Cap(K,Ω) = inf
0≤f≤1, f=1 on K

∥∥∇f
∥∥2

2 (f ∈ Lip0(Ω)),

extended in the obvious way for any p ≥ 1 as the p-capacity

Capp(K,Ω) = inf
0≤f≤1, f=1 on K

∥∥∇f
∥∥p
p (f ∈ Lip0(Ω)),

was used in [M05] to obtain the Sobolev inequality

(1.1)
∫∞

0
Capp(

sMat,Mt)d(tp) ≤ c(a,p)∥∥∇f∥∥pp,
1925

Indiana University Mathematics Journal c©, Vol. 61, No. 5 (2012)
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where Mt is the level set {x ∈ Ω : |f (x)| > t} (t > 0).
This “conductor inequality” is a powerful tool with applications to Sobolev-

type imbedding theorems, which for p > 1 plays the same role as the co-area
formula for p = 1.

With its variants, (1.1) has many applications to very different areas, such as
to Sobolev inequalities on domains of Rn and on metric spaces, to linear and non-
linear partial differential equations, to calculus of variations, to Markov processes,
etc. (See, e.g., [AH], [AP], [Ci], [Da], [DKX], [Han], [K84], [MM], [MM1],
[MM2], [M85], [M11], [M05], [M06], [MN], [MP], [Ra], [V99], and the refer-
ences therein).

An interesting extension based on the Lorentz space Lp,q(Ω) (1 < p < ∞,
1 ≤ q ≤ ∞) has been recently obtained in [CoMa], showing that

∫∞

0
Capp,q(

sMat,Mt)d(tp) ≤ c(a,p, q)∥∥∇f∥∥pLp,q(Ω) (1 ≤ q ≤ p)

and ∫∞

0
Capp,q(

sMat,Mt)q/p d(tq) ≤ c(a,p, q)∥∥∇f∥∥qLp,q(Ω) (p < q <∞),

where now

Capp,q(K,Ω) = inf
0≤f≤1, f=1 on K

∥∥∇f
∥∥p
Lp,q(Ω) (f ∈ Lip0(Ω)).

Our aim in this paper is to extend these capacitary estimates when a general func-
tion space X substitutes Lp(Ω) or Lp,q(Ω) in the definition of Capp and Capp,q.

It could seem that for improvements of integrability only truncations meth-
ods are needed. In [KO] it appears that inequalities of Sobolev-Poincaré type are
improved to Lorentz-type scales thanks to stability under truncations, but there
and also in [CoMa], p-convexity is implicitly used, since the proofs are based on
the inequalities

∥∥f
∥∥p
Lp,q(Ω,µ) +

∥∥g
∥∥p
Lp,q(Ω,µ) ≤

∥∥f + g
∥∥p
Lp,q(Ω,µ) (1 ≤ q ≤ p),

∥∥f
∥∥q
Lp,q(Ω,µ) +

∥∥g
∥∥q
Lp,q(Ω,µ) ≤

∥∥f + g
∥∥q
Lp,q(Ω,µ) (1 < p < q)

of the Lorentz (quasi-)norms, for disjointly supported functions. With use of the
fact that the constant in the right-hand side of the inequalities is 1, they can be
extended to an arbitrary set of disjoint functions, and Lp,q satisfies lower estimates
with constant 1 (see Section 2).

A perusal in the proofs also shows that the limitation of the usual techniques
is that they allow us to cover only a certain particular kind of spaces because of the
lower p-estimates with constant 1, and it does not apply to a wider class of spaces.

However, by means of new techniques, we will see that an extension is possible
in the setting of (quasi-)Banach spaces with lower p-estimates, independently of
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the value of the constant. Our results can be applied to many examples, which
include Lebesgue spaces, Lorentz spaces, classical Lorentz spaces, Orlicz spaces,
and mixed norm spaces.

The organization of the article is as follows. Since certain convexity conditions
on the space are needed, in Section 2 we recall some basic definitions and known
results concerning these concepts and present the most classical examples of spaces,
not necessarily rearrangement invariant, satisfying these kinds of properties, and
we include some facts concerning capacities and submeasures that we will require
in the development of our results.

In Section 3, using a result due to Kalton and Montgomery-Smith on sub-
measures satisfying an upper p-estimate, we prove our main results.

In Section 4 we characterize Sobolev-type inequalities in the setting of re-
arrangement invariant (r.i.) spaces. Under appropriate conditions on the space
X (see Theorem 4.2) and for any 0 < p < ∞, we show the equivalence of the
following properties:

(i) For every compact set K on Ω, ϕY (µ(K)) ≲ CapX(K),

(ii) ‖f‖Λ1,p(Y) ≲ ‖∇f‖X (f ∈ Lip0(Ω)),
(iii) ‖f‖Λ1,∞(Y) ≲ ‖∇f‖X (f ∈ Lip0(Ω)),

where ϕY denotes the fundamental function of Y and Λp,q(Y) (0 < q ≤ ∞) a
Lorentz space, defined in Section 4. Moreover, under the appropriate conditions
on Y , we show that

‖f‖Λ1,∞(Y) ≲ ‖∇f‖X ⇔ ‖f‖Λ1,p(Y) ≲ ‖∇f‖X ⇔ ‖f‖Y ≲ ‖∇f‖X .

In the particular case when X = Lp, p ∈ (1, n), and Y = Ls with s =
np/(n−p), we recover the well-known self-improvement of integrability of Lip-
schitz functions

‖f‖Ls,p = ‖f‖Λ1,p(Ls) ≲ ‖∇f‖Lp .

In Section 5 we derive necessary and sufficient conditions for Sobolev-type
inequalities in r.i. spaces involving two measures, recovering results obtained in
[CoMa], [M05] and [M06] for Lorentz spaces.

Finally, in Section 6, we include some connections with the theory of the
capacitary function spaces studied in [Ce], [CMS], and [CMS1].

As usual, the symbol f ≲ g means that there exists a universal constant c > 0
(independent of all parameters involved) such that f ≤ cg, and f ≃ g means that
f ≲ g ≲ f .

2. PRELIMINARIES

2.1. Function spaces. Let (Ω, µ) be a measure space and L0(Ω) the vector
space of all (equivalence classes of ) measurable real functions on Ω. We shall say
that X is a quasi-Banach function space if it is a quasi-Banach linear subspace of
L0(Ω) with the following properties:
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(i) (Lattice property) If g ∈ X and f ∈ L0(Ω) such that |f | ≤ |g|, then
f ∈ X and ‖f‖X ≤ ‖g‖X .

(ii) (Fatou property) If 0 ≤ fn ↑ f almost everywhere, then ‖fn‖X ≤ ‖f‖X .

For 0 < p < ∞, recall that X is said to satisfy an upper p-estimate or a lower
p-estimate if there exists a constant M so that, for all n ∈ N and for any choice of
disjointly supported elements {fi}

n
i=1 ⊂ X,

∥∥∥
( n∑

i=1

|fi|
p
)1/p∥∥∥ ≤M

( n∑

i=1

‖fi‖
p
)1/p

(2.1)

or
( n∑

i=1

‖fi‖
p
)1/p

≤M
∥∥∥
( n∑

i=1

|fi|
p
)1/p∥∥∥,(2.2)

respectively. The smaller constant M is called the upper p-estimate constant or
the lower p-estimate constant, and it will be denoted by M(p)(X) or M(p)(X),
respectively.

2.2. Some examples. For the sake of the reader’s convenience, let us present
some examples of spaces satisfying these kinds of properties.

As usual, if f ∈ L0(Ω), f∗ will denote the non-increasing rearrangement of
f defined by

f∗(t) = inf
{
λ > 0 : µ{x ∈ Ω : |f (x)| > λ} ≤ t

}
,

and f∗∗(t) := t−1
∫ t
0 f

∗(s)ds the average function.
Recall that a quasi-Banach function space X on Ω is said to be rearrangement

invariant (r.i.) if f ∈ X, g ∈ L0(Ω) and g∗ ≤ f∗ imply g ∈ X and ‖g‖X ≤ ‖f‖X .
A function F : (0,∞) → (0,∞) is called quasi-increasing (respectively, quasi-

decreasing) if F(s) ≲ F(t) (respectively, F(t) ≲ F(s)) for any 0 < s < t. More-
over, F is said to be quasi-superadditive if there exists a constant d > 0 such that
F(x)+F(y) ≤ dF(x+y) for all 0 < x,y < ∞, and it is said to be superadditive
when d = 1.

Example 2.1. The space X is said to be p-concave (respectively, p-convex)
if (2.2) (respectively, (2.1)) holds for arbitrary functions.

Since
∑n
i=1 |gi|

p = |
∑n
i=1 gi|

p when {gi}
n
i=1 ⊂ X are disjointly supported, if

X is p-concave, then X satisfies a lower p-estimate.

Example 2.2 (Lorentz spaces). Suppose 0 < p < ∞, and let w be a weight

on (0,∞) satisfying the ∆2-condition
∫ 2t
0 w(s)ds ≲

∫ t
0 w(s)ds, so that the clas-

sical Lorentz space

Λp(w) =
{
f ∈ L0(Ω) : ‖f‖Λp(w) :=

(∫∞

0
f∗(x)pw(x)dx

)1/p

< ∞

}



Conductor Sobolev-Type Estimates 1929

is a quasi-Banach space (see, e.g., [CRS, Section 2.2]).
It is well known that Λp(w) is p-convex with constant 1 whenw is decreasing

and p-concave with constant 1 when w is increasing (see [KM]).
If w is decreasing, by [KP, Theorem 1], for r > p and p/r + 1/s = 1, the

r -concavity constant of Λp(w) is

sup
t>0




(
1
t

∫ t
0 w

s

)1/s

1
t

∫ t
0 w




1/p

.

Moreover, if 0 <
∫ x
0 w(t)dt < ∞ and

∫∞
x t

−pw(t)dt < ∞, then, for p ≤ r <
∞, Λp(w) satisfies a lower r -estimate if and only if

t−p/r
∫ t

0
w(s)ds

is quasi-increasing.

These spaces generalize many known spaces in the literature. For instance, if
w(t) := tp/q−1(1 + log(t))λp, then we obtain the Lorentz-Zygmund space, that
is, Λp(w) = Lq,p(LogL)λ(Ω) (see, e.g., [BR]).

More generally, a positive function b is said to be slowly varying on (1,∞) (in
the sense of Karamata) if for each ε > 0, tεb(t) is quasi-increasing and t−εb(t) is
quasi-decreasing. For example,

b(t) = exp(
√

log t) and b(t) = (e+ log t)α(log(e+ log t))β,

with α,β ∈ R, are slowly varying.
If w(t) = tq/p−1b(1/t)q on (0 < t < 1) with b slowly varying, then Λq(w)

is the Lorentz-Karamata space Lp,q,b(Ω) (see, e.g., [Nev]).

Example 2.3 (Γp(w)). Suppose that the weight w satisfies the nondegener-

acy conditions
∫ 1
0 s

−pw(s)ds =
∫∞
1 w(s)ds = ∞.

If t−p
∫ t
0 w(s)ds ≲

∫∞
t s

−pw(s)ds and 1 < p ≤ r < ∞, then

Γp(w) =
{
f ∈ L0(Ω) : ‖f‖Γp(w) :=

(∫∞

0
f∗∗(x)pw(x)dx

)1/p

< ∞

}

satisfies a lower r -estimate if and only if tp(1−1/r)
∫∞
t s

−pw(s)ds is quasi-increas-
ing.

For 0 < p ≤ 1 and r ≥ 1, or for 1 < p < r < ∞, Γp(w) is r -concave if and
only if

tp(1−1/r)−ε
∫∞

t
s−pw(s)ds

is quasi-increasing for some ε > 0.
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For details see [KM1].

Example 2.4 (Orlicz spaces). Let φ be a Young function, and consider the
Luxemburg norm defined by

‖f‖φ := inf
{
ε > 0 :

∫ µ(Ω)

0
φ

(
|f (t)|

ε

)
dt ≤ 1

}
.

• For 0 < q <∞, Lφ(Ω) satisfies a lower q-estimate if and only ifφ(λu) ≲
λqφ(u) for all λ ≥ 1 and all u.

• Suppose µ(Ω) < ∞ and 1 < p ≤ 2 ≤ q < r < ∞. If φ(λu) ≲ λqφ(u)
for all λ ≥ 1 and u ≥ u0 ≥ 0, then Lφ(Ω) is r -concave.

• If µ(Ω) = ∞, then the above inequalities need to be satisfied for all u ≥ 0.

For details see [K1] and [K2].
Function spaces that are not rearrangement invariant may also be considered:

Example 2.5 (Mixed norm Lp spaces). The space Lq(Ω2)[Lp(Ω1)] for 1 ≤
p,q ≤ ∞, defined by the condition

‖f‖ :=
(∫ (∫

|f (x,y)|p dµ1(x)

)q/p
dµ2(y)

)1/q

<∞,

satisfies a lower pq-estimate with constant 1.

Indeed, if f and g are two disjointly supported functions, it follows from
[BP, Theorem 1] that ‖f + g‖pq ≥ ‖f‖pq + ‖g‖pq.

Similarly, in the case Lpn(µn)[. . . [Lp1(µ1)] ] ofn parameters, we have a lower
p1 · · ·pn-estimate with constant 1.

Example 2.6 (Mixed norm weighted Lorentz spaces). Suppose 1 ≤ p,q <
∞, and, for a measurable function f on Ω = Ω1 × Ω1, let f∗y (x, t) denote the
decreasing rearrangement of f with respect to the second variable y , when the
first variable x is fixed (see [BK]).

Let u and v be weights on Ω1 and Ω2, u such that U(x) :=
∫x
0 u(t)dt is

quasi-superadditive. Then the space Λq(v)[Λp(u)] defined by the condition

‖f‖Λq(v)[Λp(u)] :=
(∫∞

0

[(∫∞

0
(f∗y (·, t))

pu(t)dt

)∗
(s)

]q/p
v(s)ds

)1/q

< ∞

also satisfies a lower pq-estimate.

Let 0 ≤ a ≤ 1. An application of Hölder’s inequality gives

(|x|p + |y|p)1/p ≥ a1−1/px + (1− a)1−1/py (1 ≤ p < ∞).

It follows that, since Λp(u) satisfies a lower p-estimate (see [CS, Lemma 3.2]), if
f , g ∈ Λp(u) are disjointly supported, then

M(p)(Λp(u))‖f + g‖Λp(u) ≥
(∥∥f

∥∥p
Λp(u) +

∥∥g
∥∥p
Λp(u)

)1/p

≥ a1−1/p‖f‖Λp(u) + (1− a)
1−1/p‖g‖Λp(u),
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if 0 ≤ a ≤ 1.
Let now f , g ∈ Λq(v)[Λp(u)] be disjointly supported. Then,

M(p)(Λp(u))‖f + g‖Λq(v)[Λp(u)]

=M(p)(Λp(u))
(∫∞

0

[(∫∞

0

(
f + g

)∗
y(·, t)

pu(t)dt

)∗
(s)

]q/p
v(s)ds

)1/q

≥

(∫∞

0

[
a1−1/p

∥∥fy(s)
∥∥q
Λp(u) + (1− a)

1−1/p
∥∥gy(s)

∥∥q
Λp(u)

]
v(s)ds

)1/q

≥ a1−1/(pq)‖f‖Λq(v)[Λp(u)] + (1− a)1−1/(pq)‖g‖Λq(v)[Λp(u)].

Finally, choosing

a =

∥∥f
∥∥pq
Λq(v)[Λp(u)]∥∥f

∥∥pq
Λq(v)[Λp(u)] +

∥∥g
∥∥pq
Λq(v)[Λp(u)]

,

we obtain

M(p)(Λp(u))‖f + g‖Λq(v)[Λp(u)] ≥
(∥∥f

∥∥pq
Λq(v)[Λp(u)] +

∥∥g
∥∥pq
Λq(v)[Λp(u)]

)1/(pq)
.

Observe that, if U is superadditive, then M(p)(Λp(u)) = 1.

Remark 2.7. In Example 2.2, if w is decreasing (respectively, increasing),
then for all q > p, Λp(w) is q-concave with constant 1 (respectively, q-convex
with constant 1 for all 0 < q < p) if and only if Λp(w) is isometric to Lp. See
[KP, Corollary 4].

For a Lorentz-Karamata space, we have (see [EP])

‖f‖p,q,b =

(∫∞

0
[t1/p−1/qf∗(t)b(t)]q dt

)1/q

=

(∫∞

0
f∗(t)qtq/p−1b(t)q dt

)1/q

= ‖f‖Λq(w),

where w is the weight defined as w(s) := sq/p−1b(s)q, s > 0. For q > p,
W(x) =

∫ x
0 w(s)ds is quasi-superadditive, and, by [CS, Lemma 3.2], Λp(w)

satisfies a lower q-estimate. For q ≤ p, by [KM, Theorem 6], Λp(w) is not
q-concave.

A function φ is said to satisfy (RC) if

φ(au)

φ(u)
+
φ((1− a)v)
φ(v)

≥ 1 for all u,v > 0 and 0 < a < 1.

Assume thatφ is an Orlicz function, that is,φ is strictly increasing and continuous
with limu→∞φ(u) = ∞, φ(0) = 0 and φ(1) = 1.
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When µ(Ω) <∞, ifφ(u1/p) satisfies (RC), by [HKT, Corollary 3.3], Lφ(Ω)
satisfies a lower p-estimate with constant 1.

If µ(Ω) = ∞, then φ(u1/p) satisfies (RC) if and only if Lφ(Ω) satisfies a
lower p-estimate with constant 1.

2.3. Capacities. Let Ω be a domain of Rn endowed with the Lebesgue
measure mn, Lip(Ω) be the class of Lipschitz functions on Ω, and Lip0(Ω) =
{u ∈ Lip(Ω) : supu compact in Ω}.

From now on, X = X(Ω) denotes a quasi-Banach function space on Ω.
Given a compact set K ⊂ Ω and an open set G ⊂ Ω containing K, we call the

couple (K,G) a conductor and denote

W(K,G) := {u ∈ Lip0(G) : u = 1 on a neighbourhood of K, 0 ≤ u ≤ 1}.

Each conductor has an X-capacity defined by

CapX(K,G) := inf{‖∇u‖X : u ∈ W(K,G)}

that for X = Lp,q recovers the capacity CapX = Cap1/p
p,q from [Co]. From the

definition (see [M85], [M05] and [Co]) we have the following statements:

• If K1 ⊂ K2 are compact sets in G, CapX(K1, G) ≤ CapX(K2, G).
• If Ω1 ⊂ Ω2 are open and K is a compact subset of Ω1, then

CapX(K,Ω2) ≤ CapX(K,Ω1).

• If {Ki} is a decreasing sequence of compact subsets of G with K :=⋂∞
i=1Ki, then

CapX(K,G) = lim
i→∞

CapX(Ki, G).

• If {Ωi} is an increasing sequence of open subsets of Ω with Ω :=
⋃∞
i=1Ωi

and K is a compact subset of Ω1, then

CapX(K,Ω) = lim
i→∞

CapX(K,Ωi).

We will write CapX(·) = CapX(·,Ω) if Ω has been fixed.

2.4. Submeasures. If A is an algebra of subsets on Ω, a set-function φ :
A → R is said to be monotone if it satisfies φ(∅) = 0 and φ(A) ≤ φ(B)
whenever A ⊂ B, and φ is said to be normalized when φ(Ω) = 1. A monotone
set-function φ is a submeasure if

φ(A∪ B) ≤ φ(A)+φ(B)
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whenever A,B ∈A are disjoint, and φ is a supermeasure if

φ(A∪ B) ≥ φ(A)+φ(B)

whenever A,B ∈A are disjoint.
For any 0 < p <∞, we say that a monotone set-function φ satisfies an upper

p-estimate if φp is a submeasure, and a lower p-estimate if φp is a supermeasure.
In the proof of our main result, Theorem 3.1, we shall use [KMo, Theorem

2.2], where it is shown that if 0 < p < 1 and ϕ is a normalized supermeasure
which satisfies an upper p-estimate, then there exists a measure µ on Ω such that
ϕ ≤ µ and µ(Ω) ≤ Kp, where

Kp =
2

(2p − 1)1/p
− 1.

For a more complete treatment, see [KMo] and the references quoted therein.

3. SOBOLEV CAPACITARY INEQUALITIES

In this section we will present our extensions of [CoMa, Theorem 4.2] to an
arbitrary parameter p, 0 < p < ∞, and X a Banach or quasi-Banach function
space which satisfies a lower p-estimate.

Theorem 3.1. Suppose 0 < p < ∞, and let a > 1 be a constant. If X is a
Banach function space that satisfies a lower p-estimate, then

(3.1)
∫∞

0
tp CapX

(
{|f | > at}, {|f | > t}

)p dt
t
≤ c

∥∥∇f
∥∥p
X (f ∈ Lip0(Ω)),

where c is a constant that depends on a, p and M(p)(X).
In particular,

(3.2)
∫∞

0
tp CapX({|f | ≥ t})

p dt

t
≤ 2pc

∥∥∇f
∥∥p
X (f ∈ Lip0(Ω)),

where c depends on p and M(p)(X).

Proof. Without loss of generality, assume that ‖∇f‖X < ∞, and that f ≥ 0,
since |∇|f | | ≤ |∇f |.

Since X is a Banach function space, the set-function

φ(A) :=

∥∥ |∇f |χA
∥∥
X

‖∇f‖X
(A ∈ B(Ω))

is a submeasure. Moreover, using that X satisfies a lower p-estimate, we conclude
that if A1, . . . , A1 are disjoint, then

(3.3) φ(A1 ∪ · · · ∪An) ≥
1

M(p)(X)
(φp(A1)+ · · · +φ

p(An))
1/p .
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Let us consider the set-function ψ, defined by

(3.4) ψ(A) := sup
{ n∑

i=1

φp(Ai)
}
,

the supremum being taken over all finite partitions (A1, . . . , An) of A.
It follows from (3.3) and (3.4) that

(3.5)
ψ

(M(p)(X))p
≤ φp ≤ ψ,

and we claim that ψ is a supermeasure satisfying an upper min(p,1/p)-estimate.
Indeed, given any ε > 0 and two disjoint sets A and B, choose finite partitions
A =

⋃na
i=1Ai, B =

⋃nb
j=1 Bj such that

ψ(A)(1− ε) ≤
na∑

i=1

φp(Ai) and ψ(B)(1− ε) ≤
nb∑

j=1

φp(Bj).

Then {Dk}
na+nb
k=1 = {Ak}

na
k=1 ∪ {Bk}

nb
k=1 is a partition of A∪ B which satisfies

ψ(A)(1− ε)+ψ(B)(1− ε) ≤
na∑

i=1

φp(Ai)+
nb∑

j=1

φp(Bj)

≤

na+nb∑

k=1

φp(Dk) ≤ ψ(A∪ B),

and ψ is a supermeasure.
Let r = min(p,1/p). Recall that ψ satisfies an upper r -estimate if ψr is a

submeasure.
Suppose first p ≥ 1, that is, r = 1/p, and let A, B be disjoint sets. If

(C1, . . . , Cn) is a partition of A∪ B, then, since φ is a submeasure,

(∑
φp(Ci)

)1/p
=
(∑

i

φp((Ci ∩A)∪ (Ci ∩ B))
)1/p

≤
(∑

i

(φ(Ci ∩A)+φ(Ci ∩ B))
p
)1/p

=
∥∥{φ(Ci ∩A)+φ(Ci ∩ B)

}n
i=1

∥∥
ℓp

≤
∥∥{φ(Ci ∩A)

}n
i=1

∥∥
ℓp +

∥∥{φ(Ci ∩ B)
}n
i=1

∥∥
ℓp

=
(∑

φp(Ci ∩A)
)1/p

+
(∑

φp(Ci ∩ B)
)1/p

≤ ψ(A)1/p +ψ(B)1/p .
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Therefore, taking the supremum over all partitions, we obtain that

ψ(A∪ B) = sup
∑
φp(Ci) ≤ (ψ(A)

1/p +ψ(B)1/p)p,

and ψ1/p is a submeasure.
If p < 1 and (C1, . . . , Cn) is a partition ofA∪B, then, sinceφ is a submeasure,

using that
(x + y)p ≤ xp + yp (x,y ≥ 0),

we have that
(∑

φp(Ci)
)p
≤
(∑

i

(φ(Ci ∩A)+φ(Ci ∩ B))
p
)p

≤
(∑

φp(Ci ∩A)
)p
+
(∑

φp(Ci ∩ B)
)p

≤ ψ(A)p +ψ(B)p .

Therefore, taking the supremum over all partitions, we obtain that

ψ(A∪ B) = sup
∑
φp(Ci) ≤ (ψ(A)

p +ψ(B)p)1/p ,

and ψp is a submeasure.
We normalize ψ and define

ϕ(A) :=
ψ(A)

ψ(Ω) ,

a normalized supermeasure which satisfies an upper r -estimate. Thus, by [KMo,
Theorem 2.2], there is a measure µ on Ω such that

(3.6) ϕ ≤ µ and µ(Ω) ≤ Kr .

Now, ifMt := {|f | > t} = {f > t}, the function γ(t) := µ(Mt) is decreasing
on (0,∞) and the limits γ(0) and γ(∞) exist, so that

∫∞

0
(γ(t)− γ(at))

dt

t
= lim
ε→0, N→∞

∫ N

ε
(γ(t)− γ(at))

dt

t

as an improper integral.
We have

µ(Mt) = µ(Mt \Mat)+ µ(Mat)

and therefore
∫∞

0
µ(Mt \Mat)

dt

t
=

∫∞

0
(µ(Mt)− µ(Mat))

dt

t
= µ(M0) loga.
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By (3.5) and (3.6) we obtain

∫∞

0
µ(Mt \Mat)

dt

t
≥

∫∞

0
ϕ(Mt \Mat)

dt

t
=

∫∞

0

ψ(Mt \Mat)

ψ(Ω)
dt

t

≥
1

ψ(Ω)

∫∞

0
φp(Mt \Mat)

dt

t

=
1

ψ(Ω)

∫∞

0

∥∥ |∇f |χMt\Mat
∥∥p
X∥∥∇f

∥∥p
X

dt

t
,

so that
∫∞

0

∥∥ |∇f |χMt\Mat
∥∥p
X

dt

t
≤ ψ(Ω)µ(M0) loga

∥∥∇f
∥∥p
X(3.7)

≤ KrM(p)(X)
p loga

∥∥∇f
∥∥p
X .

Consider now

Λt(f ) = min
{
(|f | − t)+
(a− 1)t

,1
}
.

Since f ∈ Lip0(Ω), an easy computation shows that

|∇Λt(f )| =
1

(a− 1)t
|∇f |χMt\Mat

and obviously

∥∥ |∇f |χMt\Mat
∥∥p
X = (a− 1)ptp

∥∥ |∇Λt(f )|
∥∥p
X .

Moreover, since Λt(f ) ∈ W( sMat,Mt),
∥∥ |∇f |χMt\Mat

∥∥p
X ≥ (a− 1)ptp CapX(

sMat,Mt)p ,
and the proof of (3.1) with

c := c(a,p,M(p)(X)) =
M(p)(X)pKr loga

(a− 1)p

ends by inserting the last estimate in the left-hand side of (3.7).
If p = 1, then X satisfies a lower 1-estimate, and it follows from [LZ, Propo-

sition 1.f.7] that X is q-concave for all q > 1. Therefore, X can be equivalently
renormed so that, with the new norm, it satisfies a lower q-estimate with constant
1. Hence, the result follows with similar arguments to those in [CoMa].

The capacitary inequality (3.2) follows from using (3.1) with a = 2 and
CapX(

sMat) ≤ CapX(
sMat,Mt). In this case

2pc = 2pc(2, p,M(p)(X)) =M(p)(X)pKr2p log 2. ❐
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Theorem 3.1 can be extended to the setting of quasi-Banach spaces by using
Aoki-Rolewicz’s Theorem (see, e.g., [BL, Section 3.10]):

Theorem 3.2. Suppose 0 < p < ∞, and let a > 1 be a constant. If X is a
quasi-Banach function space which satisfies a lower p-estimate, then

∫∞

0
tp CapX({|f | > at}, {f > t})

p dt

t
≤ c1

∥∥∇f
∥∥p
X (f ∈ Lip0(Ω)),

where the constant c1 depends on a, p, M(p)(X) and on the quasi-subadditivity
constant c of the quasi-norm in X.

In particular,

∫∞

0
tp CapX({|f | ≥ t})

p dt

t
≤ 2pc1

∥∥∇f
∥∥p
X (f ∈ Lip0(Ω)),

with c1 depending on p, M(p)(X) and c.

Proof. The proof of Theorem 3.1 can be adapted to this case as follows.
By Aoki-Rolewicz’s Theorem, if ̺ is defined as (2c)̺ = 2, there is a 1-

seminorm ‖ · ‖∗ such that, for all f ∈ X,

‖f‖∗ ≤
∥∥f
∥∥̺
X ≤ 2‖f‖∗.

Endowed with this 1-seminorm,X satisfies a lower p/̺-estimate, since if f1, . . . , fn
are disjointly supported functions in X, then

( n∑

i=1

(‖fi‖
∗)p/̺

)̺/p
≤
( n∑

i=1

∥∥fi
∥∥p
X

)̺/p
≤ M(p)(X)

̺
∥∥∥
n∑

i=1

|fi|
∥∥∥
̺

X

≤ 2M(p)(X)̺
∥∥∥
n∑

i=1

|fi|
∥∥∥
∗
.

Now consider

ψ(A) = sup
{ n∑

i=1

φp/̺(Ai)
}

with φ(A) =

∥∥ |∇f |χA
∥∥∗

‖∇f‖∗
.

With the same arguments as in Theorem 3.1, it can be shown that ψ is a super-
measure that satisfies an upper r -estimate, and the proof ends in the same way,
now with

c1 := c1(a,p, c,M(p)(X)) =
22p/̺Kr logaM(p)(X)p

(a− 1)p
,

for ̺ such that (2c)̺ = 2 and r = min(p/̺, ̺/p). ❐
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4. ISOCAPACITARY INEQUALITIES AND SOBOLEV-TYPE ESTIMATES

Let µ be a Borel measure on Ω and X be a quasi-Banach r.i. space on Ω. Recall
that the distribution function of f is defined as

µf (λ) := µ{x ∈ Ω : |f (x)| > λ} (λ ≥ 0),

and the fundamental function of X (see [BS] and [BrK]) is defined by

ϕX(t) = ‖χA‖X (t = µ(A)).

Given 0 < p < ∞ and 0 < q ≤ ∞, the Lorentz space Λp,q(X) associated to X
is defined as

{
f ∈ L0(Ω) : ‖f‖Λp,q(X) =

(∫∞

0
ptq−1(ϕX(µf (t)))

q/p
dt

)1/q

< ∞

}

with the usual changes when q = ∞. When p = q, we write Λp(X) instead of
Λp,p(X).

Notice that if X = L1, then Λp,q(L1) = Lp,q.
It is well known that for 0 < q0 ≤ q1 ≤ ∞,

Λp,q0(X) ⊂ Λp,q1(X).

Moreover, if X is a Banach space, then

Λ1(X) ⊂ X ⊂ Λ1,∞(X).

In fact, the spaces Λ1(X) and Λ1,∞(X) are respectively the smallest and largest r.i.
spaces with fundamental function equal to ϕX .

Let X be an r.i. space on Rn. Maz’ya’s classical method shows that

‖f‖X ≲ ‖∇f‖L1 (f ∈ Lip0(R
n))

if and only if, for every Borel set A,

ϕX(mn(A)) ≲m
+
n(A),

where m+
n is Minkowski’s perimeter (see [M11] or [EG]).

As shown in [MM2], the following self-improvement property follows for
f ∈ Lip0(R

n):

‖f‖Λ1,∞(X) ≲ ‖∇f‖L1 ⇔ ‖f‖X ≲ ‖∇f‖L1 ⇔ ‖f‖Λ1(X) ≲ ‖∇f‖L1 .

This Sobolev self-improvement obtained in the case q = 1 is also extended to the
case q > 1 as

‖f‖Λq,∞(X) ≲ ‖∇f‖Lq ⇔ ‖f‖Λ1,q(X) ≲ ‖∇f‖Lq .
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In particular, if X is q-convex, then the space

X(q) = {f : |f |1/q ∈ X}, ‖f‖X(q) =
∥∥ |f |1/q

∥∥q
X

is an r.i. space, and

Λ1,q(X) = Λq(X(q)) ⊂ X(q) ⊂ Λ1,∞(X(q)).

In summary, in terms of the X(q) scale of spaces, on Lipschitz functions we have
the following equivalences (see [MMP]):

‖f‖Λ1,∞(X(q)) ≲ ‖∇f‖Lq ⇔ ‖f‖Λq(X(q)) ≲ ‖∇f‖Lq ⇔ ‖f‖X(q) ≲ ‖∇f‖Lq .

In this section we shall extend this result to the setting of quasi-Banach r.i.
spaces. As an application of Theorem 3.2, we characterize Sobolev-type estimates
in terms of isocapacitary inequalities.

From now on, Ω will be a domain in Rn, X a quasi-Banach function space on
Ω, µ a Borel measure on Ω, and Y an r.i. space on (Ω, µ). The notation g ⋐ G
means that g is an open set whose closure is a compact subset of the open set G.

An isocapacitary inequality is an inequality of the form CapX(K) ≥ J(µ(K)),
where J is a nonnegative function and K is any compact set in Ω.

Proposition 4.1. If

sup
ϕY (µ(g))

CapX(ḡ,G)
< ∞,

the supremum being taken over all sets g, G such that g ⋐ G ⋐ Rn, then for every
compact subset K in Ω,

ϕY (µ(K)) ≲ CapX(K).

Proof. Let K be a compact subset in Ω and d := d(K,Ωc) > 0. Denote
λn = 1/n, and consider the smallest n ∈ N, n∗, such that 1/n∗ ≤ d. For each
n ≥ n∗, let

G(λn) := {x ∈ Ω : d(K,x) < λn}, K(λn) := {x ∈ Ω : d(K,x) ≤ λn}.

Then
⋂
n≥n∗ G(λn) = K and

⋂
n≥n∗K(λn) = K. Since

ϕY (µ(G(λk))) ≲ CapX(G(λk)) (k ≥ n∗),

by the properties of CapX ,

ϕY (µ(K)) ≤ lim
k→∞

ϕY (µ(G(λk))) ≲ lim
k→∞

CapX(G(λk)) = CapX(K),

and the result follows. ❐
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Theorem 4.2. Let 0 < p < ∞, and assume that X satisfies a lower p-estimate.
Then the following properties are equivalent:

(i) ϕY (µ(K)) ≲ CapX(K) for every compact set K on Ω.

(ii) ‖f‖Λ1,p(Y) ≲ ‖∇f‖X (f ∈ Lip0(Ω)).
(iii) ‖f‖Λ1,∞(Y) ≲ ‖∇f‖X (f ∈ Lip0(Ω)).

Moreover, for q ≥ p, if Y is q-convex, or if Y satisfies an upper q-estimate and
ϕY (t)/t1/p is quasi-increasing, then, for every f ∈ Lip0(Ω),

(4.1) ‖f‖Λ1,∞(Y) ≲ ‖∇f‖X ⇔ ‖f‖Λ1,p(Y) ≲ ‖∇f‖X ⇔ ‖f‖Y ≲ ‖∇f‖X .

Proof. (i) ⇒ (ii) If a > 1, by Theorem 3.2 we have

‖f‖Λ1,p(Y) ≤

(∫∞

0
tp−1ϕY (µ(Mt))

p
dt

)1/p

≲

(∫∞

0
tp−1 CapX(Mt)

p
dt

)1/p

≤ a

(∫∞

0
sp−1 CapX(Mas ,Ms)

p
ds

)1/p

≲ ‖∇f‖X .

(ii) ⇒ (iii) Observe that Λ1,p(Y) ⊂ Λ1,∞(Y).
(iii) ⇒ (i) This is trivial with use of Proposition 4.1.
To prove (4.1), if Y is q-convex, then ϕY (t)q/t is quasi-decreasing and

‖f‖Y =
∥∥ |f |q

∥∥1/q
Y(q)

≤
∥∥ |f |q

∥∥1/q
Λq(Y(q)) =

∥∥ |f q|
∥∥1/q
Λ1,q(Y).

Then (4.1) follows.
If Y satisfies a upper q-estimate and ϕY (t)/t1/p is quasi-increasing, then it

also satisfies a upper p-estimate, and then, for every simple function s =
∑
i aiχAi

with Ai ∩Aj = ∅ if i ≠ j, we obtain

‖s‖Y =
∥∥∥
∑

i

aiχAi

∥∥∥
Y
=
∥∥∥
(∑

i

a
p
i χAi

)1/p∥∥∥
Y

≤M(p)(X)
(∑

i

∥∥aiχAi
∥∥p
Y

)1/p
=M(p)(X)

(∑

i

|ai|
pϕY (µ(Ai))

p
)1/p

.

Since ϕY is also the fundamental function of Λ1,p(Y) and ϕY (t)/t1/p is
quasi-increasing, we know that Λ1,p(Y) satisfies a lower p-estimate (see [KM,
Theorem 8]). Hence

(∑

i

a
p
i ϕY (µ(Ai))

p
)1/p

=
(∑

i

∥∥aiχAi
∥∥p
Λ1,p(Y)

)1/p

≤
∥∥∥
(∑

i

a
p
i χAi

)1/p∥∥∥
Λ1,p(Y)

= ‖s‖Λ1,p(Y).
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Then, by the Fatou property, for every positive function f we have

‖f‖Y ≲ ‖f‖Λ1,p(Y).

Therefore, if ‖f‖Λ1,p(Y) ≲ ‖∇f‖X , then ‖f‖Y ≲ ‖∇f‖X . Conversely, if ‖f‖Y ≲
‖∇f‖X, then, since Y ֓ Λ1,∞(Y), it follows that ‖f‖Λ1,∞(Y) ≲ ‖∇f‖X , and we
conclude that ‖f‖Λ1,p(Y) ≲ ‖∇f‖X . ❐

Remark 4.3. Theorem 4.2 is to be compared with the results in Section 1 of
[MM2].

Let us consider some examples: It is well known that the Gagliardo-Nirenberg
inequality

‖f‖Ln/(n−1) ≲ ‖∇f‖L1 (f ∈ Lip0(Ω))

allows us to see that if p ∈ (1, n), s = np/(n − p) and α = (n − 1)s/n, since
‖f‖sLs = ‖ |f |

α ‖
n/(n−1)
Ln/(n−1) , then

∥∥f
∥∥s(n−1)/n
Ls ≲

∥∥α|f |α−1 |∇f |
∥∥
L1 ≲

∥∥f
∥∥s/p′
Ls ‖∇f‖Lp ,

where p′ is the conjugate exponent of p. Hence ‖f‖Ls ≲ ‖∇f‖Lp . Therefore,
since Ls ֓ Ls,∞, it follows that

‖f‖Ls,∞ ≲ ‖∇f‖Lp .

But ‖f‖Λ1,∞(Ls) = ‖f‖Ls,∞ ≲ ‖∇f‖Lp , and then, since Lp satisfies a lower
p-estimate, from Theorem 4.2, we conclude that

‖f‖Ls,p = ‖f‖Λ1,p(Ls) ≲ ‖∇f‖Lp (f ∈ Lip0(Ω)),

and we have obtained a self-improvement.
If p = n, then we start from the Trudinger inequality,



∫ t
0 f

∗(s)n/(n−1)

t
(
1+ log 1

t

)


(n−1)/n

≲ ‖∇f‖Ln,

which gives the estimate

ϕ(µ(K)) =

(
1+ log

1
µ(K)

)(1−n)/n
≤ CapLn(K),

and then
‖f‖Λ1,n(ϕ) ≲ ‖∇f‖Ln .
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But,

Λ1,n(ϕ) =

(∫∞

0
tn−1(ϕ(µf (t)))

n
dt

)1/n

=

(∫ 1

0

(
f∗(s)

(1+ log(1/s))

)n
ds

s

)1/n

.

If r ≤ s < p, then Ls,r satisfies an upper p-estimate and ϕLs,r (t)/t1/p is
quasi-increasing, so that, since ‖f‖Ls,∞ = ‖f‖Λ1,∞(Ls) ≲ ‖∇f‖Lp ,

‖f‖Ls,∞ ≃ ‖f‖Λ1,∞(Ls,r ) ≲ ‖∇f‖Lp ≲ ‖∇f‖Lp,q (q ≤ p),

and then ‖f‖Λ1,p(Ls,r ) ≲ ‖∇f‖Lp . Therefore, if q ≤ p, then we obtain the self-
improvement

‖f‖Ls,p ≃ ‖f‖Λ1,p(Ls,r ) ≲ ‖∇f‖Lp,q (f ∈ Lip0(Ω)).

5. SOBOLEV-POINCARÉ ESTIMATES FOR TWO MEASURE SPACES

In [CoMa], characterizations for Sobolev-Lorentz–type inequalities involving two
measures are proved, extending results obtained in [M05] and [M06]. Here, we
extend those results and derive, with similar methods, necessary and sufficient con-
ditions for such Sobolev-type inequalities involving two rearrangement invariant
spaces subjected to appropriate convexity conditions.

From now on, µ and ν are two Borel measures on Ω, and 0 < p < ∞. Let X
be a quasi-Banach function space on Ω, Y be an r.i. space on (Ω, µ), and Z be an
r.i. space on (Ω, ν).

Theorem 5.1. Suppose that X satisfies a lower p-estimate. Then, the following
properties are equivalent:

(i) There is a constant A > 0 such that

‖f‖Λ1,p(Y) ≤ A(‖∇f‖X + ‖f‖Λ1,p(Z)) (f ∈ Lip0(Ω)).

(ii) There exists a constant B > 0 such that

ϕY (µ(g)) ≤ B(CapX(ḡ,G)+ϕZ(ν(G)) (g ⋐ G ⋐ Ω).

Proof. (i) ⇒ (ii) Choose g ⋐ G ⋐ Ω, and consider f ∈ W(ḡ,G) arbitrary.
Since g ⊂ {f ≥ 1}, it follows that

ϕY (µ(g))
p ≤

∫ 1

0
ϕY (µ({f ≥ 1}))p dtp ≤

∫ 1

0
ϕY (µ({f > t}))

p
dtp

≤ p
∥∥f
∥∥p
Λ1,p(Y) ≲

∥∥∇f
∥∥p
X +

∥∥f
∥∥p
Λ1,p(Z),

with
∥∥f
∥∥p
Λ1,p(Z) ≤

∫ 1

0
tp−1ϕZ(ν(G))

p
dt =

1
p
ϕZ(ν(G))

p ,
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and (ii) follows by taking infimum over all functions f ∈ W(ḡ,G).
(ii) ⇒ (i) From Mt = {|f | > t} ⊂ supp(f ) and Mat ⊂ Mt if a > 1,

ϕY (µ(Mat))p ≲ CapX(
sMat,Mt)p +ϕZ(ν(Mt))p, and Theorem 3.2 yields

‖f‖Λ1,p(Y) =

(∫∞

0
ap−1sp−1ϕY (µ(Mas))

pads

)1/p

≲ a

{(∫∞

0
sp−1 CapX(

sMas ,Ms)p ds)1/p

+

(∫∞

0
sp−1ϕZ(ν(Ms))

p
ds

)1/p}

≲ ‖∇f‖X + ‖f‖Λ1,p(Z). ❐

6. EXTENSION TO CAPACITARY FUNCTION SPACES

Let us now extend our results to the capacitary function spaces setting considered
in [Ce], [CMS] and [CMS1].

By a capacity C on a measurable space (Ω,Σ) we mean a set function defined
on Σ satisfying at least the following properties:

(a) C(∅) = 0,

(b) 0 ≤ C(A) ≤ ∞,

(c) C(A) ≤ C(B) if A ⊂ B, and

(d) (Quasi-subadditivity) C(A ∪ B) ≤ c(C(A) + C(B)), where c ≥ 1 is a
constant.

Then the Lorentz spaces Lp,q(C) are defined by the condition

‖f‖Lp,q(C) :=
(
q

∫∞

0
tq−1C{|f | > t}q/p dt

)1/q

< ∞.

With this notation, Theorem 3.2 states that if X satisfies a lower p-estimate,
then

‖f‖L1,p(CapX) ≲ ‖∇f‖X (f ∈ Lip0(Ω)).

Let us denote by C(p) := C1/p the p-convexification of C (see [Ce]).

Theorem 6.1. Suppose 0 < p, s, q < ∞, and let C and C̃ be two capacities on
(Ω,Σ). If X satisfies a lower q-estimate, then the following properties are equivalent:

(i) ‖f‖Lp,q(C) ≲ ‖∇f‖X + ‖f‖Ls,q(C̃) for every f ∈ Lip0(Ω).
(ii) C(p)(g) ≲ CapX(ḡ,G)+C̃

(s)(G) for all sets g and G such that g ⋐ G ⋐ Ω.

Proof. (i) ⇒ (ii) Choose g ⋐ G ⋐ Ω and any f ∈ W(ḡ,G). Then ‖f‖Lp,q(C) ≲
‖∇f‖X + ‖f‖Ls,p(C̃), so that

C(p)(g) ≤

(∫ 1

0
C(p)({f > t})q dtq

)1/q

≲ ‖∇f‖X + ‖f‖Ls,p(C̃),
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and ‖f‖Ls,p(C̃) = (
∫ 1
0 C̃{|f | > s}

p/s dsp)1/p ≤ C̃(s)(G). Taking the infimum over
all f ∈ W(ḡ,G), we conclude that

C(p)(g) ≲ CapX(ḡ,G)+ C̃
(s)(G).

(ii) ⇒ (i) Consider f ∈ Lip0(Ω), and take for a > 1 and t > 0 the open sets,
g := Mat and G := Mt. By hypothesis we have C(p)(Mat) ≲ CapX(

sMat,Mt) +
C̃(s)(Mt), and then, by Theorem 3.2,

‖f‖Lp,q(C) ≲

(∫∞

0
sq−1 CapX(

sMas ,Ms)q ds)1/q

+

(∫∞

0
sq−1C̃(s)(Ms)

q
ds

)1/q

≤ ‖∇f‖X + ‖f‖Ls,q(C̃). ❐

In a similar way, we obtain the following result.

Theorem 6.2. Let 0 < p,q < ∞. Suppose that X satisfies a lower q-estimate,
and let C be a capacity on (Ω,Σ). The following properties are equivalent:

(i) ‖f‖Lp,q(C) ≲ ‖∇f‖X for every f ∈ Lip0(Ω).
(ii) C(p)(g) ≲ CapX(ḡ,G) if g ⋐ G ⋐ Ω.
We say that the capacity C is Fatou if C(An) → C(A) whenever An ↑ A and

that it is concave if

C(A∪ B)+ C(A∩ B) ≤ C(A) + C(B) (A, B ∈ Σ).

The capacity C is said to be µ-invariant, where µ is a measure on (Ω,Σ), if C(A) =
C(B) whenever µ(A) = µ(B), and it is said to be quasi-concave with respect to µ
if there exists a constant γ ≥ 1 such that, whenever µ(A) ≤ µ(B), the following
two conditions are satisfied:

(a) C(A) ≤ γC(B), and

(b) C(B)/µ(B) ≤ γC(A)/µ(A).

Assume that X is an r.i. quasi-Banach space. Now, if we define C(A) :=
ϕX(mn(A)), then Lp(C) = Λp(X) is a Banach space.

Indeed, since ϕX is continuous except possibly at the origin, C is a Fatou
capacity on (Ω,mn) and Lp(C) is complete. Moreover, C is mn-invariant and
quasi-concave with respect to mn, and, by [CMS, Theorem 8], there exists a
Fatou concave capacity C1 which is equivalent to C. For such a capacity, Lp(C1)
is a normed space.
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[KP] A. KAMIŃSKA AND A. M. PARRISH, Convexity and concavity constants in Lorentz and
Marcinkiewicz spaces, J. Math. Anal. Appl. 343 (2008), no. 1, 337–351.
http://dx.doi.org/10.1016/j.jmaa.2008.01.034. MR2412132 (2009c:46025).

[K84] T. KOLSRUD, Capacitary integrals in Dirichlet spaces, Math. Scand. 55 (1984), no. 1, 95–
120. MR769028 (86f:31003).

[KO] P. KOSKELA AND J. ONNINEN, Sharp inequalities via truncation, J. Math. Anal. Appl. 278

(2003), no. 2, 324–334.
http://dx.doi.org/10.1016/S0022-247X(02)00465-1. MR1974010 (2004d:42022).

[LZ] J. LINDENSTRAUSS AND L. TZAFRIRI, Classical Banach spaces. II: Function Spaces, Ergeb-
nisse der Mathematik und ihrer Grenzgebiete [Results in Mathematics and Related Areas],
vol. 97, Springer-Verlag, Berlin, 1979. MR540367 (81c:46001).
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