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QUADRATIC SYSTEMS WITH AN INTEGRABLE SADDLE: A

COMPLETE CLASSIFICATION IN THE COEFFICIENT SPACE R12

JOAN C. ARTÉS1, JAUME LLIBRE1 AND NICOLAE VULPE2

Abstract. A quadratic polynomial differential system can be identified with a single point
of R12 through the coefficients. Using the algebraic invariant theory we classify all the
quadratic polynomial differential systems of R12 having an integrable saddle. We show that
there are only 47 topologically different phase portraits in the Poincaré disc associated to
this family of quadratic systems up to a reversal of the sense of their orbits. Moreover each
one of these 47 representatives is determined by a set of affine invariant conditions.

1. Introduction and statement of main results

Let R[x, y] be the ring of the polynomials in the variables x and y with coefficients in R.
We consider a system of polynomial differential equations or simply a polynomial differential
system in R2 defined by

(1)
ẋ = P (x, y),
ẏ = Q(x, y),

where P,Q ∈ R[x, y]. We say that the maximum of the degrees of the polynomials P and Q
is the degree of system (1). A quadratic polynomial differential system or simply a quadratic
system (QS) is a polynomial differential system of degree 2. We say that a quadratic system
(1) is non–degenerate if the polynomials P and Q are relatively prime or coprime.

In [20] H. Poincaré defined the notion of a center for a real polynomial differential system
in the plane (i.e. an isolated singularity surrounded by a continuum of periodic orbits). The
analysis of the limit cycles which bifurcate from a focus or a center of a quadratic system
was made by Bautin [8], by providing the structure of the power series development of the
displacement function defined near a focus or a center of a quadratic system. More recently the
structure of this displacement function has been understand for any weak focus of a polynomial
differential system. More precisely, first by using a linear change of coordinates and a rescaling
of the independent variable, we transform any polynomial differential system having a focus
or a center at the origin with purely imaginary eigenvalues (i.e. having a weak focus) into the
form

(2)
ẋ = y + P (x, y),
ẏ = −x+Q(x, y),

where P and Q are polynomials without constant and linear terms. Then the return map
x 7→ h(x) defined for |x| < R, where R is a positive number which is sufficiently small to insure
that the power series expansion of h(x) at the origin is convergent. Of course, limit cycles
correspond to isolated zeros of the displacement function d(x) = h(x) − x. The structure of
the power series for the displacement function is given by the following restatement of Bautin’s
fundamental result (see [23] for more details): There exists a positive integer m and a real
number R > 0 such that the displacement function for the polynomial differential system (2)
can be written as

d(x) =

m∑

j=1

v2j+1x
2j+1

[
α0 +

∞∑

k=1

α2j+1
k xk

]
,
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for |x| < R, where the v2j+1’s and the α2j+1
k ’s are homogeneous polynomials in the coefficients

of the polynomials P and Q.

The constants Vj = v2j+1 are called the focus quantities or the Poincaré-Liapunov constants.
A weak focus for which V1 = . . . = Vn−1 = 0 and Vn 6= 0 is a weak focus of order n. If all the
focus quantities are zero then the weak focus is a center. Note that any weak focus has finitely
many focus quantities, in our notation exactly m.

It is known that a polynomial differential system (2) has a center at the origin if and only
if there exists a local analytic first integral of the form H = x2 + y2 + F (x, y) defined in a
neighborhood of the origin, where F starts with terms of order higher than 2. This result is
due to Poincaré [21] and Liapunov [15], see also Moussu [17].

A weak saddle is a hyperbolic saddle such that the trace of its linear part is zero. We
consider now a polynomial differential system in the plane having a weak saddle at the origin.
In a sufficiently small neighborhood of the origin, the stable and unstable manifolds, W s and
on Wu, determine four regions. We denote by R the closure of one of these regions. Let S
and U be cross sections of the flow inside R, with one endpoint on W s and Wu respectively,
parameterized respectively by s ≥ 0 and u ≥ 0, the points s = 0 and u = 0 lying respectively
on W s and on Wu.

Let F : S → U be the Poincaré map from S to U following the flow near the saddle. The
saddle quantity or the dual Poincaré-Liapunov constant of order n is

Ln = lim
s→0

− F (n+1)(s)

(n+ 1)! log s
.

A saddle point with zero trace for which L1 = . . . = Ln−1 = 0 and Ln 6= 0 is a weak saddle of
order n. If all the saddle quantities are zero then we say that the weak saddle is an integrable
saddle. Of course the saddle quantities are independent of the choice of R, S and U , and are
invariant under changes of coordinates on S and U .

The notion of weak saddle was introduced by Cai Suilin [10] for the quadratic systems, and
generalized to any polynomial differential system by Joyal and Rousseau [14], see these papers
for additional information.

Doing a linear change of coordinates and a rescaling of the independent variable, any poly-
nomial differential system having a weak saddle at the origin can be written as

(3)
ẋ = y + p(x, y),
ẏ = x+ q(x, y),

where p and q are polynomials without constant and linear terms. Doing the change of variables
x = (w̄ + w)/2 and y = (w̄ − w)i/2 the differential system (3) becomes

(4)
ẇ = iw + P (w, w̄),
˙̄w = −iw̄ +Q(w, w̄),

Then the focus quantities Vj of system (4) coincide with the saddle quantities Lj of system (3).
Due to this duality between focus quantities and saddle quantities it follows that every weak
saddle has finitely many saddle quantities, and that an integrable saddle has an analytic first
integral defined in a neighborhood of it.

If a quadratic system possesses a weak saddle according to [10] (see also, [14]) via an affine
transformation this system can be written as

(5) ẋ = x+ ax2 + bxy + cy2, ẏ = −y − dx2 − lxy −my2,

with the weak saddle at the origin. For these systems Cai Sui Lin has calculated the first three
saddle quantities

(6)

L∗
1 =lm− ab,

L∗
2 =kb(2m− b)(m+ 2b)− cl(2a− l)(a+ 2l),

L∗
3 =(ck − lb)

[
acl(2a− l)− bkm(2m− b)

]
.

Then the weak saddle (0, 0) is of the first (respectively second; third) order if L∗
1 6= 0 (respec-

tively L∗
1 = 0,L∗

2 6= 0; L∗
1 = L∗

2 = 0,L∗
3 6= 0) and it is an integrable saddle if L∗

1 = L∗
2 = L∗

3 = 0.
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During the last one hundred years quadratic vector fields have been investigated intensively
as one of the easiest but not trivial families of nonlinear differential systems, and more than one
thousand papers have been published about these vectors fields (see for instance [22, 34, 33]),
but the problem of classifying all the quadratic vector fields (even integrable ones) remains
open. For more information on the integrable differential vector fields in dimension 2, see for
instance [11].

The objective of this paper is to classify all the global phase portraits of the quadratic
systems having an integrable saddle. Of course this problem is algebraically solvable in the
sense indicated by Coppel [12], because the classification of the quadratic centers is algebraically
solvable.

Two quadratic systems are topologically equivalent if there is a homeomorphism on the
Poincaré disc sending orbits of one to orbits of the other, preserving or reversing simulta-
neously the sense of all the orbits.

Through the coefficients of a quadratic system every one of these systems can be identified
with a single point of R12. Using the invariant theory we classify all the quadratic polynomial
differential systems of R12 having an integrable saddle. More precisely we prove that there are
only 47 topologically different phase portraits in the Poincaré disc associated to this family
of quadratic systems up to a reversal of the sense of their orbits (see the Main Theorem).
Moreover each one of these 47 representatives is determined by a set of invariant conditions
(see Tables 1, 2 and 3).

The first step in a systematic study of the subclasses of QS was achieved in the determining
the subclass QC of all systems in QS which have a center. The phase portraits of this class
were given by N. Vulpe in [31] and are here denoted by Vul# using his classification. There
are 31 cases.

Notice that the duality between focus and saddle quantities does not extend to the number
of phase portraits since we have 31 in one case and 47 in the other.

Theorem 1 (Main Theorem). Consider a non-degenerate quadratic system of differential equa-
tions.

(i) This system possesses an integrable saddle and the configuration of all its singularities
(finite and infinite) is given in Tables 1 and 2 if and only if the corresponding conditions
given by these tables hold.

(ii) The phase portrait of this system corresponds to the one of 48 portraits given by Table 3
and either it is determined univocally by the respective configuration, or it is determined
by the configuration and additional conditions as indicated in Table 3. Moreover there
are 47 topologically distinct phase portraits (Portraits 30 and 31 are topologically equiv-
alent, one has a focus and the other in its place has a node).

Remark 1. Hamiltonian systems correspond to cases 43-55. However there are cases with
integrable saddle whose phase portrait is topologically equivalent to Hamiltonian even the system
is not Hamiltonian. We denote these cases in Table 3 with the symbol ∼=.

We note that the planar polynomial differential systems can have centers where both eigen-
values are zero but its linear part is not identically zero (nilpotent centers), or centers having
its linear part identically zero. But it is well–known that all quadratic centers have eigenvalues
of the form ±ωi with ω 6= 0. A singular point is hyperbolic if the real part of its eigenvalues is
not zero.

On the other hand quadratic systems can have singular points which are topologically equiv-
alent to hyperbolic saddles (singular points whose neighborhood is formed by four hyperbolic
sectors) which are not hyperbolic but can also be considered “weak” in the sense that they
have the trace of its linear part zero (nilpotent saddles, see [13]). The order of weakness of this
new kind of “weak saddles” has not been studied for the moment.

The work is organized as follows. In Section 2 we give some preliminary results including the
definitions of singular points, a brief description of the Poincaré compactification, the notation
used in Tables 1, 2 and 3 and in Figure 1, an important theorem needed for this paper about
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weak singularities which is proved in [32], and a short introduction to the needed invariant
theory with the definition of the invariants and T–comitants needed for this paper.

In Section 3 we prove step by step our Main Theorem dividing the proof in two main cases
(b2 + l2 6= 0 and b = l = 0 in systems (5)) and each case splits in four different subcases (those
described in Tables 1 and 2).

Conditions for the existence of an integrable saddle [statement (b) of Theorem 2]:
T3 6= 0, T4 = F1 = F2 = F3F4 = 0, T3F > 0

Additional conditions for configurations Configuration
of singularities No.

µ0 < 0 $, n, n, n; S, S,N 1

µ0 > 0

D < 0 $, s, n, n; S,N,N 2

D > 0
W4 < 0 $, f ; N 3

W4 ≥ 0 $, n; N 4

D = 0 $, n, sn(2); N,
(
0
2

)
SN 5

µ0 = 0
η < 0

W4 6= 0 $, f ; N 6

W4 = 0 $, n; N 7

η > 0 c, s ; N,
(
1
1

)
SN,

(
1
1

)
SN 8

Conditions for the existence of an integrable saddle [statement (c) of Theorem 2]:
T4 = T3 = 0, T2 6= 0, (c4) ∪ (c5)

µ0 < 0
D < 0

η < 0 $, c, n, n; S 9

η > 0
K̃ < 0 $, c, s, s; N,N,N 10

K̃ > 0 $, c, n, n; S, S,N 11

η = 0 $, c, n, n;
(
0
3

)
S 12

D > 0 $, $; N,N,N 13

µ0 > 0

D < 0

η < 0 $, $, n, n; N 14

η > 0 $, $, n, n; S,N,N 15

η = 0 $, $, n, n;
(
0
3

)
N 16

D > 0

η < 0 $, c; N 17

η > 0 $, c; S,N,N 18

η = 0 $, c;
(
0
3

)
N 19

µ0 = 0

η < 0
K̃ 6= 0 $, c;

(
2
1

)
N 20

K̃ = 0 $, c; N 21

η > 0
K̃ 6= 0

W4 < 0 $, c;
(
2
1

)
S,N,N 22

W4 > 0 $, $;
(
2
1

)
N,N,N 23

K̃ = 0 $, c; N,
(
1
1

)
SN,

(
1
1

)
SN 24

Table 1. Configurations of the finite singularities for Quadratic systems hav-
ing an integrable saddle: the case T 2

3 + T 2
2 6= 0
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Conditions for the existence of an integrable saddle [statement (e) of Theorem 2]:
T4 = T3 = T2 = 0, σ 6= 0, (e3)

Additional conditions for configurations Configuration
of singularities No.

µ0 < 0 $, s̄(3);N,N,N 25

µ0 > 0

η < 0 $, ês(3);N 26

η > 0 $, ês(3); S,N,N 27

η = 0 $, ês(3);
(
0
3

)
N 28

µ0 = 0,
µ1 6= 0

D < 0
C2 6= 0

L̃ < 0
Ñ ≤ 0 $, n, n; S,

(̂
1
2

)
PEP−H 29

Ñ > 0 $, n, n; S,
(̂
1
2

)
PEP−PHP 30

L̃ > 0 $, n, n; N,
(̂
1
2

)
HHH −H 31

C2 = 0 $, n, n; (∞, ∅) 32

D > 0 $; N,
(̂
1
2

)
PEP −H 33

µ0 = 0,
µ1 = 0

µ2 < 0 $, s; N,
(
2
2

)
PEP − PEP 34

µ2 > 0

L̃ < 0 $, n; S,
(
2
2

)
PEP − PEP 35

L̃ > 0 $, n; N,
(
2
2

)
PPH − PPH 36

L̃ = 0
C2 6= 0 $, n;

(
2
3

)
PEPH − P 37

C2 = 0 $, n; (∞, N) 38

µ2 = 0

K̃ 6= 0 $; N,
(
3
2

)
PEP − PH 39

K̃ = 0

L̃ 6= 0 $; N,
(
3
2

)
PEP −H 40

L̃ = 0
κ1 6= 0 $;

(
2
1

)
N,

(̂
1
2

)
PEP −H 41

κ1 = 0 $;
(
1
1

)
SN,

(
2
2

)
PEP − PEP 42

Conditions for the existence of an integrable saddle [statement (f) of Theorem 2]:
Hamiltonian systems ⇒ σ = 0, ∪6

1(fj)

µ0 < 0

D < 0 $, $, $, c; N,N,N 43

D > 0 $, $; N,N,N 44

D = 0
T 6= 0 $, $, ĉp(2); N,N,N 45

T = 0 $, ŝ(3); N,N,N 46

µ0 > 0

D < 0 $, $, c, c; N 47

D > 0 $, c; N 48

D = 0 $, c, ĉp(2); N, 49

µ0 = 0

µ1 6= 0

D < 0 $, $, c; N,
(̂
1
2

)
PEP −H 50

D > 0 $; N,
(̂
1
2

)
PEP −H 51

D = 0 $, ĉp(2); N,
(̂
1
2

)
PEP −H 52

µ1 = 0
µ2 6= 0

K̃ 6= 0 $, $; N,
(
2
2

)
PEP − PEP 53

K̃ = 0 $, c;
(̂
2
3

)
N 54

µ2 = 0 $;
(
3
3

)
PEPEP − P 55

Table 2. Configurations of the finite singularities for Quadratic systems hav-
ing an integrable saddle: the case T3 = T2 = 0
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Con-
figu-
ration

Phase
portrait

Con-
figu-
ration

Phase
portrait

Con-
figu-
ration

Phase
portrait

1 28 21 Vul 2 41 ∼= Ham19

2 29 22 Vul 19
42

47 if B3 6= 0

3 30 23 ∼= Ham25 46 if B3 = 0

4 31 Vul 18 if B3B5 < 0 Vul 11 if B1 6= 0

5 32 24 V ul16 if B3B5 > 0
43

Vul 9 if B1 = 0, B3B4 < 0

6 30 Vul 17 if B3 = 0 Vul 8 if B1 = 0, B3B4 > 0

7 31 25 ∼= Ham25 Vul 10 if B1 = B3 = 0

8 33 26 35
44

Ham25 if
{
B1 6= 0, or
B1 = 0, B3B4 > 0

9 Vul 25 27 36 Ham26 if B1 = 0, B3B4 < 0

Vul 9 if B3B5 < 0 28 35
45

Ham27 if B1 6= 0

10 Vul 8 if B3B5 > 0 29 37 Ham24 if B1 = 0

Vul 10 if B3 = 0 30 38 46 Ham25

Vul 28 if B3B5 < 0 31 39
47

Vul 4 if B1 6= 0

11 Vul 26 if B3B5 > 0 32 40 Vul 3 if B1 = 0

Vul 27 if B3 = 0 33 ∼= Ham19 48 Vul 2

12 Vul 25
34

∼= Ham20 if B3 6=0 49 Vul 7

13 ∼= Ham25
∼= Ham21 if B3=0

50
Vul 6 if B1 6= 0

14 34
35

41 if B3 6= 0 Vul 5 if B1 = 0

15 29 42 if B3 = 0 51 Ham19

16 34 36 43 52 Ham22

17 Vul 2 37 44
53

Ham20 if B3 6= 0

18 Vul 19 38 45 Ham21 if B3 = 0

19 Vul 2 39 46 54 Vul 2

20 Vul 2 40 ∼= Ham19 55 Ham18

Table 3. The conditions for the realization of each one of the phase portraits
of Quadratic systems having an integrable saddle

2. Some preliminary results

Consider real quadratic systems of the form:

(7)

dx

dt
= p0 + p1(x, y) + p2(x, y) ≡ P (x, y),

dy

dt
= q0 + q1(x, y) + q2(x, y) ≡ Q(x, y)

with homogeneous polynomials pi and qi (i = 0, 1, 2) of degree i in x, y:

p0 = a00, p1(x, y) = a10x+ a01y, p2(x, y) + a20x
2 + 2a11xy + a02y

2,

q0 = b00, q1(x, y) = b10x+ b01y, q2(x, y) + b20x
2 + 2b11xy + b02y

2.

Let ã = (a00, a10, a01, a20, a11, a02, b00, b10, b01, b20, b11, b02) be the 12-tuple of the coefficients of
systems (7) and denote R[ã, x, y] = R[a00, . . . , b02, x, y].
Definitions and notations (see [13] for a more detailed description).

It is well–known that singular points of polynomial differential systems can be split into four
main groups according to the linear part of the system at them. If we denote by ∆ and by ρ
the determinant and the trace of the linear part J of the system at a singular point we have
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Figure 1. Phase portraits of Quadratic systems having an integrable saddle

that a point is elementary (respectively semi–elementary, nilpotent and degenerate) if ∆ 6= 0,
(respectively ∆ = 0 6= ρ, ∆ = 0 = ρ, but J 6≡ 0, and J ≡ 0).
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Moreover, an elementary point can be a saddle “s”, a node “n”, a focus “f” or a center “c”;
a semi–elementary point can be a saddle “s(#)”, a node “n(#)” or a saddle–node “sn(#)”, a
nilpotent point can be a saddle “ŝ(#)”, a node “n̂(#)”, a saddle–node “ŝn(#)”, an elliptic–saddle

“ês(#)”, a cusp “ĉp(#)”, a focus “f̂(#)” or a center “ĉ(#)”; and a degenerated point is either a

focus, a center or its neighborhood is formed by a finite number (for polynomial systems) of
elliptic, parabolic and/or hyperbolic sectors, and it can be described as “s1s2 . . . sn(#)” where
si ∈ {e, p, h} and using clock–wise sense. The subindex “#” stands in all the cases for the
multiplicity of the point, that is, the maximum number of singular points that can bifurcate
from it under perturbation. Not all of them can appear in quadratic systems, and some of them
as the ês(#) and the ĉp(#) can only appear with the multiplicities 3 and 2 respectively. We
have named all nilpotent points even they do not appear in quadratic systems for coherence
with other nilpotent points but we have not named the degenerated centers and focus since
they neither appear and a new notation is needed which we let for future studies of higher
degree systems.

When considering weak elementary singularities, it is known that we can split saddles and
focus according to their degree of weakness and that weakness for quadratic systems is limited
to three degrees plus an integrable level, either for saddles or foci. So we will distinguish them
as “s(#)” and “f (#)” for # ∈ {1, 2, 3} the respective weak saddles and weak focus of first,
second and third order leaving the s and f for the non weak ones. The next degree of weakness
for the focus of quadratic systems correspond to centers and the next degree of weakness for
the saddles are the integrable saddles which we will denote by “$”.

It is also well known that planar polynomial differential systems can be extended to a sphere
and projected onto a disk providing in this way a compactified view of all the flow including the
asymptotic behavior close to infinity. This can be done using different compactifying techniques
of which we chose the Poincaré compactification. From the infinite local charts point of view, the
system has one degree more that in the finite plane, and the equator of the sphere corresponds
to the infinity which is always invariant and may contain also infinite singular points. We will
denote the infinite singular points in the same way as we denote finite ones (using capital letter
for the first and lower case for the latter) except that we will distinguish the multiplicity of

the infinite points with the notation
(
f
i

)
where f stands for the number of finite points that

can bifurcate from it and i for the infinite. In case they are simple we will avoid the use of the
term

(
0
1

)
. We add a dash to separate the sectors of nilpotent and degenerate singular points

which are located on one side of the infinity, from those of the opposite side. For example, the
notation

(
3
2

)
PEP − PH corresponds to a singular point formed by the collision of three finite

points and two infinite, having a sequence of parabolic, elliptic and parabolic sectors on one
side and parabolic and hyperbolic on the other. We write a semicolon to split the finite and
infinite singular points.

The infinity may be formed by an infinite set of singular points. In that case, in the expression
of the differential system in the infinite local chart, there is a common factor which may be
removed and a lower degree system remains which must be studied. Possibly the system has
not the line of infinity invariant any more, but may still contain singular points. In [29] all
quadratic systems with the line of infinity filled with singular points were studied and it was
determined that the neighborhood of infinity may be of 6 different classes. Two of them will
appear in this paper and we will denote Figure 41 of [29] as (∞, ∅) and Figure 44 as (∞, N)
according to the type of the singular point which appears at infinity after the removal of the
singular line (in the first case there is no singular point after). The other classes can be denoted
in a similar way.

Among all the orbits which form the flow of a differential system, the most interesting ones
are the so called separatrices. Briefly speaking these are the orbits which border the hyperbolic
sectors, plus the limit cycles and the singular points. Removing all the separatrices, the disk
splits in a set of canonical regions and adding one orbit to each one of them, the global phase
portrait is completed (see for more details [13]).

In this paper we are going to draw all separatrices, plus the line of infinity with a wide line
and we will add some orbits with a thinner line to make it perfectly understandable. In order
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not to overload the picture we will skip the extra orbit in some regions where the attractor
or repeller sets in the boundary are easy to detect. More concretely we will skip extra orbit
except in the next situations, when we will draw:

1) a closed orbit around a center;
2) an orbit in each elliptic sector;
3) an orbit arriving to (or departing from) any node or focus which is not source/sink of

any finite separatrix;
4) an orbit on each parabolic sector of a singular point not topologically equivalent to an

elementary point;
5) one orbit inside any canonical region which border includes 4 or more singular points;
6) some extra orbits when the infinite is filled with singular points;
7) the needed orbits to complete invariant straight lines.

We will draw a large dot for the singular points except for the focus and centers for which a
small dot is enough. If there is a set of an infinite number of singular points (in the finite or
infinite part) we will denote it with a continuous set of dots.

2.1. Weak singularities of the family of quadratic systems. In [32] we have the following
result.

Theorem 2. Consider a non-degenerate quadratic system (7).

(a) If T4 6= 0 then this system has no weak singularity.
(b) If T4 = 0 and T3 6= 0 then the system has exactly one weak singularity. Moreover

this singularity is either a weak focus (respectively a weak saddle) of the indicated order
below, or a center (respectively an integrable saddle) if and only if T3F < 0 (respectively
T3F > 0) and the following corresponding condition holds:

(b1) f (1)
(
respectively s(1)

)
⇔ F1 6= 0;

(b2) f (2)
(
respectively s(2)

)
⇔ F1 = 0, F2 6= 0;

(b3) f (3)
(
respectively s(3)

)
⇔ F1 = F2 = 0, F3F4 6= 0;

(b4) c
(
respectively $

)
⇔ F1 = F2 = F3F4 = 0.

(c) If T4 = T3 = 0 and T2 6= 0 then the system could possess two and only two weak
singularities and none of them is of order 2 or 3. Moreover this system possesses two
weak singularities, which are of the types indicated below, if and only if F = 0 and one
of the following conditions holds:

(c1) s(1), s(1) ⇔ F1 6= 0, T2 < 0, B ≤ 0, H > 0;
(c2) s(1), f (1) ⇔ F1 6= 0, T2 > 0, B < 0;

(c3) f (1), f (1) ⇔ F1 6= 0, T2 < 0, B < 0, H < 0;
(c4) $, $ ⇔ F1 = 0, T2 < 0, B < 0, H > 0;
(c5) $, c ⇔ F1 = 0, T2 > 0, B < 0;
(c6) c, c ⇔ F1 = 0, T2 < 0, B < 0, H < 0.

(d) If T4 = T3 = T2 = 0 and T1 6= 0 then the system could possess one and only one weak
singularity (which is of order 1). Moreover this system has one weak singularity of the
type indicated below if and only if F = 0 and one of the following conditions holds:

(d1) s(1) ⇔ F1 6= 0, B < 0, H > 0;

(d2) f (1) ⇔ F1 6= 0, B < 0, H < 0.

(e) If T4 = T3 = T2 = T1 = 0 and σ(a, x, y) 6= 0 then the system could possess one and
only only one weak singularity. Moreover this system has one weak singularity, which
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is of the type indicated below, if and only if one of the following conditions holds:

(e1) s(1) ⇔ F1 6= 0, H = B1 = 0, B2 > 0;
(e2) f (1) ⇔ F1 6= 0, H = B1 = 0, B2 < 0;

(e3) $ ⇔





[α] F1 = 0, F = 0, B < 0, H > 0, or
[β] F1 = 0, H = B1 = 0, B2 > 0, or
[γ] F1 = 0, H = B = B1 = B2 = B3 = µ0 = 0, K(µ2

2 + µ2
3) 6= 0, or

[δ] F1 = 0, H = B = B1 = B2 = B3 = K = 0, µ2G 6= 0, or
[ε] F1 = 0, H = B = B1 = B2 = B3 = B4 = K = µ2 = 0, µ3 6= 0;

(e4) c ⇔
{
[α] F1 = 0, F = 0, B < 0, H < 0, or
[β] F1 = 0, H = B1 = 0, B2 < 0.

(f) If σ(a, x, y) = 0 then the system is Hamiltonian and it possesses i (with 1 ≤ i ≤ 4)
weak singular points of the types indicated below if and only if one of the following
conditions holds:

(f1) $, $, $, c ⇔ µ0 < 0, D < 0, R > 0, S > 0;
(f2) $, $, c, c ⇔ µ0 > 0, D < 0, R > 0, S > 0;
(f3) $, $, c ⇔ µ0 = 0, D < 0, R 6= 0;

(f4) $, $ ⇔




[α] µ0 < 0, D > 0, or
[β] µ0 < 0, D = 0, T < 0, or
[γ] µ0 = R = 0, P 6= 0, U > 0, K 6= 0;

(f5) $, c ⇔




[α] µ0 > 0, D > 0, or
[β] µ0 > 0, D = 0, T < 0, or
[γ] µ0 = R = 0, P 6= 0, U > 0, K = 0;

(f6) $ ⇔





[α] µ0 < 0, D = T = P = 0, R 6= 0, or
[β] µ0 = 0, D > 0, R 6= 0, or
[γ] µ0 = 0, D = 0, PR 6= 0, or
[δ] µ0 = R = P = 0, U 6= 0;

(f7) c ⇔ µ0 > 0, D = T = P = 0, R 6= 0.

Here the invariant polynomials are constructed as follows.

We single out the following five polynomials, basic ingredients in constructing invariant
polynomials for systems (7):

(8)

Ci(ã, x, y) = ypi(x, y)− xqi(x, y), (i = 0, 1, 2)

Di(ã, x, y) =
∂pi
∂x

+
∂qi
∂y

, (i = 1, 2).

Using the so-called transvectant of index k (see [18]) of two polynomials f, g ∈ R[ã, x, y]

(f, g)(k) =
k∑

h=0

(−1)h
(
k

h

)
∂kf

∂xk−h∂yh
∂kg

∂xh∂yk−h
,

we construct the following GL—comitants of the second degree with respect to the coefficients
of the initial system

(9)

T1 = (C0, C1)
(1)
, T2 = (C0, C2)

(1)
, T3 = (C0, D2)

(1)
,

T4 = (C1, C1)
(2) , T5 = (C1, C2)

(1) , T6 = (C1, C2)
(2) ,

T7 = (C1, D2)
(1) , T8 = (C2, C2)

(2) , T9 = (C2, D2)
(1) .

Consider now the differential operator L = x ·L2 − y ·L1 (see [7]) acting on R[ã, x, y], where

L1 = 2a00
∂

∂a10
+ a10

∂

∂a20
+

1

2
a01

∂

∂a11
+ 2b00

∂

∂b10
+ b10

∂

∂b20
+

1

2
b01

∂

∂b11
;

L2 = 2a00
∂

∂a01
+ a01

∂

∂a02
+

1

2
a10

∂

∂a11
+ 2b00

∂

∂b01
+ b01

∂

∂b02
+

1

2
b10

∂

∂b11
.
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Using this operator we construct the following important set of invariant polynomials:

(10)
µ0(ã) = Res x

(
p2(x, y), q2(x, y)

)
/y4,

µi(ã, x, y) =
1

i!
L(i)(µ0), i = 1, .., 4,

where L(i)(µ0) = L(L(i−1)(µ0)).

We denote

σ(ã, x, y) =
∂P

∂x
+
∂Q

∂y
= σ0(ã) + σ1(ã, x, y) (≡ D1(ã) +D2(ã, x, y))

and observe that the polynomial σ(ã, x, y) is an affine comitant of systems (7). It is known,
that if (xi, yi) is a singular point of a system (7) then for the trace of its respective linear
matrix we have ρi = σ(xi, yi).

Applying the differential operators L and (∗, ∗)(k) (i.e. transvectant of index k) we shall define
the following polynomial function which governs the values of the traces for finite singularities
of systems (7).

Definition 1 ([32]). We call the trace function T(w) the function defined as follows:

(11) T(w) =

4∑

i=0

1

(i!)2

(
σi
1,

1

i!
L(i)(µ0)

)(i)

w4−i =

4∑

i=0

Gi w
4−i

where the coefficients Gi(ã) =
1

(i!)2
(σi

1, µi)
(i), i = 0, 1, 2, 3, 4

(
G0(ã) ≡ µ0(ã)

)
are GL–

invariants.

Using the function T(w) we could construct the following four affine invariants T4, T3, T2,
T1:

T4−i(ã)=
1

i!

diT

dwi

∣∣∣
w=σ0

, i = 0, 1, 2, 3
(
T4 ≡ T(σ0)

)
.

In order to be able to calculate the values of the needed invariant polynomials directly for
every canonical system we shall define here a family of T –comitants (see [25] for detailed
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definitions) expressed through Ci (i = 0, 1, 2) and Dj (j = 1, 2):

Ã =
(
C1, T8 − 2T9 +D2

2

)(2)
/144,

D̃ =
[
2C0(T8 − 8T9 − 2D2

2) + C1(6T7 − T6 − (C1, T5)
(1)

+ 6D1(C1D2 − T5)− 9D2
1C2

]
/36,

Ẽ =
[
D1(2T9 − T8)− 3 (C1, T9)

(1) −D2(3T7 +D1D2)
]
/72,

F̃ =
[
6D2

1(D
2
2 − 4T9) + 4D1D2(T6 + 6T7) +48C0 (D2, T9)

(1)− 9D2
2T4+288D1Ẽ

− 24
(
C2, D̃

)(2)

+120
(
D2, D̃

)(1)

−36C1 (D2, T7)
(1)

+8D1 (D2, T5)
(1)

]
/144,

B̃ =
{
16D1 (D2, T8)

(1)
(3C1D1 − 2C0D2 + 4T2) + 32C0 (D2, T9)

(1)
(3D1D2 − 5T6 + 9T7)

+ 2 (D2, T9)
(1) (

27C1T4 − 18C1D
2
1 −32D1T2 + 32 (C0, T5)

(1) )

+ 6 (D2, T7)
(1)

[8C0(T8 − 12T9) − 12C1(D1D2 + T7) +D1(26C2D1 + 32T5) +C2(9T4 + 96T3)]

+ 6 (D2, T6)
(1)

[32C0T9 − C1(12T7 + 52D1D2) −32C2D
2
1

]
+ 48D2 (D2, T1)

(1) (
2D2

2 − T8
)

− 32D1T8 (D2, T2)
(1)

+ 9D2
2T4 (T6 − 2T7)− 16D1 (C2, T8)

(1) (
D2

1 + 4T3
)

+ 12D1 (C1, T8)
(2) (C1D2 − 2C2D1) + 6D1D2T4

(
T8 − 7D2

2 − 42T9
)

+ 12D1 (C1, T8)
(1)

(T7 + 2D1D2) + 96D2
2

[
D1 (C1, T6)

(1)
+D2 (C0, T6)

(1)
]

− 16D1D2T3
(
2D2

2 + 3T8
)
− 4D3

1D2

(
D2

2 + 3T8 + 6T9
)
+ 6D2

1D
2
2 (7T6 + 2T7)

−252D1D2T4T9} /(2833).

K̃ =(T8 + 4T9 + 4D2
2)/72 ≡

(
p2(x, y), q2(x, y)

)(1)

/4,

H̃ =(−T8 + 8T9 + 2D2
2)/72,

M̃ =T8.

These polynomials in addition to (8) and (9) will serve as bricks in constructing affine algebraic
invariants for systems (7). Using these bricks the minimal polynomial basis of affine invariants
up to degree 12, containing 42 elements A1, . . . , A42, was constructed in [9]. The following are
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the elements of this polynomial basis:

A1 = Ã, A22 = 1
1152

[
C2, D̃)(1), D2

)(1)
, D2

)(1)
, D2

)(1)
D2

)(1)
,

A2 = (C2, D̃)(3)/12, A23 =
[
F̃ , H̃)(1), K̃

)(2)
/8,

A3 =
[
C2, D2)

(1), D2

)(1)
, D2

)(1)
/48, A24 =

[
C2, D̃)(2), K̃

)(1)
, H̃

)(2)
/32,

A4 = (H̃, H̃)(2), A25 =
[
D̃, D̃)(2), Ẽ

)(2)
/16,

A5 = (H̃, K̃)(2)/2, A26 = (B̃, D̃)(3)/36,

A6 = (Ẽ, H̃)(2)/2, A27 =
[
B̃,D2)

(1), H̃
)(2)

/24,

A7 =
[
C2, Ẽ)(2), D2

)(1)
/8, A28 =

[
C2, K̃)(2), D̃

)(1)
, Ẽ

)(2)
/16,

A8 =
[
D̃, H̃)(2), D2

)(1)
/8, A29 =

[
D̃, F̃ )(1), D̃

)(3)
/96,

A9 =
[
D̃,D2)

(1), D2

)(1)
, D2

)(1)
/48, A30 =

[
C2, D̃)(2), D̃

)(1)
, D̃

)(3)
/288,

A10 =
[
D̃, K̃)(2), D2

)(1)
/8, A31 =

[
D̃, D̃)(2), K̃

)(1)
, H̃

)(2)
/64,

A11 = (F̃ , K̃)(2)/4, A32 =
[
D̃, D̃)(2), D2

)(1)
, H̃

)(1)
, D2

)(1)
/64,

A12 = (F̃ , H̃)(2)/4, A33 =
[
D̃,D2)

(1), F̃
)(1)

, D2

)(1)
, D2

)(1)
/128,

A13 =
[
C2, H̃)(1), H̃

)(2)
, D2

)(1)
/24, A34 =

[
D̃, D̃)(2), D2

)(1)
, K̃

)(1)
, D2

)(1)
/64,

A14 = (B̃, C2)
(3)/36, A35 =

[
D̃, D̃)(2), Ẽ

)(1)
, D2

)(1)
, D2

)(1)
/128,

A15 = (Ẽ, F̃ )(2)/4, A36 =
[
D̃, Ẽ)(2), D̃

)(1)
, H̃

)(2)
/16,

A16 =
[
Ẽ,D2)

(1), C2

)(1)
, K̃

)(2)
/16, A37 =

[
D̃, D̃)(2), D̃

)(1)
, D̃

)(3)
/576,

A17 =
[
D̃, D̃)(2), D2

)(1)
, D2

)(1)
/64, A38 =

[
C2, D̃)(2), D̃

)(2)
, D̃

)(1)
, H̃

)(2)
/64,

A18 =
[
D̃, F̃ )(2), D2

)(1)
/16, A39 =

[
D̃, D̃)(2), F̃

)(1)
, H̃

)(2)
/64,

A19 =
[
D̃, D̃)(2), H̃

)(2)
/16, A40 =

[
D̃, D̃)(2), F̃

)(1)
, K̃

)(2)
/64,

A20 =
[
C2, D̃)(2), F̃

)(2)
/16, A41 =

[
C2, D̃)(2), D̃

)(2)
, F̃

)(1)
, D2

)(1)
/64,

A21 =
[
D̃, D̃)(2), K̃

)(2)
/16, A42 =

[
D̃, F̃ )(2), F̃

)(1)
, D2

)(1)
/16.

In the above list, the bracket “[” is used in order to avoid placing the otherwise necessary
up to five parenthesizes “(”.

Finally we construct the needed affine invariants

F1(ã) =A2,

F2(ã) =− 2A2
1A3 + 2A5(5A8 + 3A9) +A3(A8 − 3A10 + 3A11 +A12)−

−A4(10A8 − 3A9 + 5A10 + 5A11 + 5A12),

F3(ã) =− 10A2
1A3 + 2A5(A8 −A9)−A4(2A8 +A9 +A10 +A11 +A12)+

+A3(5A8 +A10 −A11 + 5A12),

F4(ã) = 20A2
1A2 −A2(7A8 − 4A9 +A10 +A11 + 7A12) +A1(6A14 − 22A15)−

− 4A33 + 4A34,

F(ã) =A7,

B(ã) =− (3A8 + 2A9 +A10 +A11 +A12),

H(ã) =− (A4 + 2A5),

G(ã, x, y) =M̃ + 32H̃,

as well as the needed CT -comitants:

B1(ã) =
{(
T7, D2

)(1)[
12D1T3 + 2D3

1 + 9D1T4 + 36
(
T1, D2

)(1)]

− 2D1

(
T6, D2

)(1)[
D2

1+12T3]+D
2
1

[
D1

(
T8, C1

)(2)
+ 6

((
T6, C1

)(1)
,D2

)(1)]}
/144,
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B2(ã) =
{(
T7, D2

)(1)[
8T3

(
T6, D2

)(1) −D2
1

(
T8, C1

)(2) − 4D1

((
T6, C1

)(1)
, D2

)(1)]
+

+
[(
T7, D2

)(1)]2
(8T3 − 3T4 + 2D2

1)
}
/384,

B3(ã, x, y) =−D2
1(4D

2
2 + T8 + 4T9) + 3D1D2(T6 + 4T7)− 24T3(D

2
2 − T9),

B4(ã, x, y) = D1(T5 + 2D2C1)− 3C2(D
2
1 + 2T3).

2.2. Invariant polynomials associated to finite and infinite singularities of quadratic
systems. In order to classify the family of systems possessing an integrable saddle we need
the conditions for the number and multiplicities of the finite singularities of quadratic systems
first constructed in [7].

We shall use the notion of zero–cycle of the complex plane in order to describe the number
and multiplicity of singular points of a quadratic system. This notion is used for classifica-
tion purposes of planar quadratic differential systems by Pal and Schlomiuk [19], Llibre and
Schlomiuk [16], Schlomiuk and Vulpe [25] and by Artes, Llibre and Schlomiuk [2].

Definition 2. We consider formal expressions D =
∑
n(w)w where n(w) is an integer and

only a finite number of n(w) are nonzero. Such an expression is called a zero–cycle of P2(C)
if all w appearing in D are points of P2(C). We call degree of the zero–cycle D the integer
deg(D) =

∑
n(w). We call support of D the set Supp (D) of w’s appearing in D such that

n(w) 6= 0.

We note that P2(C) denotes the complex projective space of dimension 2. For a system (S)
belonging to the family (7) we denote ν(P,Q) = {w ∈ C2 | P (w) = Q(w) = 0} and we define
the following zero–cycle D

S
(P,Q) =

∑
w∈ν(P,Q) Iw(P,Q)w, where Iw(P,Q) is the intersection

number or multiplicity of intersection at w. It is clear that for a non–degenerate quadratic
system deg(D

S
) ≤ 4 as well as #Supp (D

S
) ≤ 4. For a degenerate system the zero–cycle

DS (P,Q) is undefined.

Using the invariant polynomials µi (i = 0, 1, . . . , 4) in [32] the invariant polynomials D, P,
R, S, T, U, V, which are responsible for the number and multiplicities of finite singularities
of a non-degenerate quadratic system are constructed. We note that these polynomials were
constructed (using another way) and applied in [6, 7] (see also [3]). In [32] they are constructed
as follows:

(12)

D(ã) =
[
3
(
(µ3, µ3)

(2), µ2

)(2) −
(
6µ0µ4 − 3µ1µ3 + µ2

2, µ4)
(4)

]
/48,

P(ã, x, y) =12µ0µ4 − 3µ1µ3 + µ2
2,

R(ã, x, y) =3µ2
1 − 8µ0µ2,

S(ã, x, y) =R2 − 16µ2
0P,

T(ã, x, y) =18µ2
0(3µ

2
3 − 8µ2µ4) + 2µ0(2µ

3
2 − 9µ1µ2µ3 + 27µ2

1µ4)−PR,

U(ã, x, y) =µ2
3 − 4µ2µ4,

V(ã, x, y) =µ4.

The geometrical meaning of the invariant polynomials above is revealed in the next propo-
sition:

Proposition 1. ( [7]) The form of the divisor D
S
(P,Q) for non-degenerate quadratic systems

(7) is determined by the corresponding conditions indicated in Table 4, where we write p+ q +
rc + sc if two of the finite points, i.e. rc, sc, are complex but not real.

Regarding the expressions (12) we make the following remark:

Remark 2. If µ0 = 0 then the condition R = 0 (respectively R = P = 0; R = P = U = 0;
R = P = U = V = 0) is equivalent to µ1 = 0 (respectively µ1 = µ2 = 0; µ1 = µ2 = µ3 = 0;
µ1 = µ2 = µ3 = µ4 = 0).
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No.
Zero–cycle
D

S
(P,Q)

Invariant
criteria

No.
Zero–cycle
D

S
(P,Q)

Invariant
criteria

1 p+ q + r + s
µ0 6= 0,D < 0,
R > 0,S > 0

10 p+ q + r µ0 = 0,D < 0,R 6= 0

2 p+ q + rc + sc µ0 6= 0,D > 0 11 p+ qc + rc µ0 = 0,D > 0,R 6= 0

3 p c + qc + rc + sc
µ0 6= 0,D < 0,R ≤ 0

12 2p+ q µ0 = D = 0,PR 6= 0
µ0 6= 0,D < 0,S ≤ 0

4 2p+ q + r µ0 6= 0,D = 0,T < 0 13 3p µ0=D=P=0,R 6= 0

5 2p+ qc + rc µ0 6= 0,D = 0,T > 0 14 p+ q
µ0 = R = 0,P 6= 0,

U > 0

6 2p+ 2q
µ0 6= 0,D = T = 0,

PR > 0
15 p c + qc

µ0 = R = 0,P 6= 0,
U < 0

7 2p c + 2qc
µ0 6= 0,D = T = 0,

PR < 0
16 2p

µ0 = R = 0,P 6= 0,
U = 0

8 3p+ q
µ0 6= 0,D = T = 0,

P = 0,R 6= 0
17 p

µ0 = R = P = 0,
U 6= 0

9 4p
µ0 6= 0,D = T = 0,

P = R = 0
18 0

µ0 = R = P = 0,
U = 0,V 6= 0

Table 4. The conditions for the number, multiplicities and types (real or/and
complex) of the finite singularities of the generic family of Quadratic systems

The invariant polynomials which are responsible for the types of the finite singularities are
constructed in paper [3]. Here we shall need the following ones (we keep the respective nota-
tions):

W1(ã) =
[
A2

1(A4 − 2A5)− 4A1A16 − 4A5A8 − 2A4(3A8 + 2A11) + 4A6(A7 + 7A6)
]
/2,

W2(ã) =
[
144A1A2A6 − 23A2

2A4 − 72A3(A19 +A21) + 72A5(A17 + 4A19)

+A4(14A20 − 50A17 − 32A18 − 75A19 + 93A21)− 288A6A15

]
/9,

W3(ã) =
[
9A2

1(36A18 − 19A2
2 + 134A17 + 165A19) + 3A11(42A18 − 102A17 + 195A19)

+ 2A2
2(A10 + 3A11) + 102A3(3A30 − 14A29)− 63A6(17A25 + 30A26)

+ 3A10(14A18 − 118A17 + 153A19 + 120A21) + 6A7(329A25 − 108A26)

+ 3A8(164A18 + 153A19 − 442A17) + 9A12(2A20 − 160A17 − 2A18 − 59A19)

+ 3A1(77A2A14 + 235A2A15 − 54A36) + 18A21(21A9 − 5A11) + 302A2A34

− 366A2
14 − 12A15(71A14 + 80A15)

]
/9,

W4(ã) =
[
1512A2

1(A30 − 2A29)− 648A15A26 + 72A1A2(49A25 + 39A26)

+ 6A2
2(23A21 − 1093A19)− 87A4

2 + 4A2
2(61A17 + 52A18 + 11A20)

− 6A37(352A3 + 939A4 − 1578A5)− 36A8(396A29 + 265A30)

+ 72A29(17A12 − 38A9 − 109A11) + 12A30(76A9 − 189A10 − 273A11 − 651A12)

− 648A14(23A25 + 5A26)− 24A18(3A20 + 31A17) + 36A19(63A20 + 478A21)

+ 18A21(2A20 + 137A21)− 4A17(158A17 + 30A20 + 87A21)

− 18A19(238A17 + 669A19)
]
/81,

W7(ã) =12A26(A26 − 2A25) + (2A29 − A30)(A
2
2 − 20A17 − 12A18 + 6A19 + 6A21)

+ 48A37(A
2
1 −A8 −A12),

F2(ã, x, y) = µ2(ã, x, y),

E3(ã) = 2A2
1 −A8 −A12,

G8(ã) = (−18A2
1 + 5A8 −A10 − 3A11 + 9A12)/2,

G9(ã) = (A4 + 2A5)/4,

G10(ã) = A26.
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Besides the invariant polynomials associated to finite singularities we need here the polyno-
mials which are responsible for the number, multiplicities and the types of infinite singularities.
Such polynomials as well as the respective affine invariant conditions are constructed in [25].
In order to detect directly the phase portrait of the systems with four invariant lines (con-
sidered with multiplicity and including the line of infinity) we shall also apply the respective
affine invariant conditions constructed in [27]. Moreover we shall use also the affine invariant
polynomials constructed in [5] to distinguish some phase portraits.

Here we shall apply only the following invariant polynomials (we keep the respective notations
from [25] [27] and [5]):

M̃(ã, x, y) = 2Hess
(
C2(ã, x, y)

)
;

η(ã) = Discrim
(
C2(ã, x, y)

)
;

κ(ã) = (M̃, K̃)(2);

κ1(ã) = (M̃, C1)
(2);

Ñ(ã, x, y) = 4K̃ − 4H̃ ;

L̃(ã, x, y) = 16K̃ − 32H̃ − M̃ ;

K1(ã, x, y) = p1(x, y)q2(x, y)− p2(x, y)q1(x, y);

K2(ã, x, y) = 4(T2, M̃ − 8K̃)(1)+ 3D1(C1, M̃ − 8K̃)(1)− (M̃ − 8K̃)
(
16T3 + 3T4/2 + 3D2

1

)
;

κ(ã) = (M̃, K̃)(2);

κ1(ã) = (M̃, C1)
(2);

B3(ã, x, y) = (C2, D̃)(1) = Jacob
(
C2, D̃

)
,

B2(ã, x, y) = (B3, B3)
(2) − 6B3(C2, D̃)(3),

B1(ã) = Res x

(
C2, D̃

)
/y9 = −2−93−8 (B2, B3)

(4)
,

B4(ã, x, y) = −
(
(D̃, H̃)(2), H̃

)(1) × (D̃, H̃)(2),

B5(ã, x, y) = D2

[
((C2, D2)

(1), D2)
(1) − 3(C2, K̃)(2)

]
,

H1(ã) = −
(
((C2, C2)

(2), C2)
(1), D̃

)(3)
;

H6(ã, x, y) = 16Ñ2(C2, D̃)(2) +H2
2 (C2, C2)

(2);

H7(ã) = (Ñ , C1)
(2);

H9(ã) = −
((

(D̃, D̃)(2), D̃,
)(1)

D̃
)(3)

;

H10(ã) =
(
(Ñ , D̃)(2), D2

)(1)
;

H11(ã, x, y) = −32H̃
[
(C2, D̃)(2) + 8(D̃,D2)

(1)
]
+ 3H2

2 ;

H12(ã, x, y) = (D̃, D̃)(2),

N1(ã, x, y) = C1(C2, C2)
(2) − 2C2(C1, C2)

(2),

N2(ã, x, y) = D1(C1, C2)
(2) −

(
(C2, C2)

(2), C0

)(1)
,

N3(ã, x, y) = (C2, C1)
(1)
.

3. The Proof of Main Theorem

According to [10] (see also, [14]) if a system (7) possesses a weak saddle then via an affine
transformation this system can be brought to the form (5) with the weak weak saddleM0(0, 0).
For these systems Cai Sui Lin has calculated the first three dual Poincaré-Lyapunov constants
(6).
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So in order to have an integrable saddle the conditions L∗
1 = L∗

2 = L∗
3 = 0 have to be satisfied.

We shall consider two cases: b2 + l2 6= 0 and b = l = 0.

3.1. The case b2 + l2 6= 0. Without loss of generality we may assume b 6= 0 due to the change
(x, y, t, a, b, c, k, l,m) 7→ (y, x,−t,m, l, k, c, b, a). Moreover we may consider b = 1 due to the
rescaling y → y/b and then the condition L∗

1 = lm− a = 0 gives a = lm. Herein we calculate

(13)

L∗
2 =(k − cl3)(2 +m)(2m− 1),

L∗
3 =(l − ck)(k − cl3)m(2m− 1),

T4 =0, T3 = (k − cl3)(2m− 1))3,

T2 =(2m− 1)2(2k + 3ckl+ l2 + 2cl3 + km+ cl3m− l2m2)

T1 =(k − cl3)(2m− 1)(1 + 2m), σ = (2m− 1)(lx− y)

and we shall force the condition L∗
2 = 0.

3.1.1. The subcase T3 6= 0. Then we have (k− cl3)(2m− 1) 6= 0 and the condition L∗
2 = 0 gives

m = −2 and then L∗
3 = 10(l − ck)(k − cl3) = 0. As T3 6= 0 (i.e. k 6= cl3) we obtain l = ck and

this leads to the family of systems

(14) ẋ = x− 2ckx2 + xy + cy2, ẏ = −y − kx2 − ckxy + 2y2,

having the first integral Φ(x, y) = H2
N/H3

D, where

(15)
HN (x, y) = k(1− c2k)(x− cy)3 + 3(1− c2k)(ckx + y)(x− cy) + 2c(3ckx+ 3y − 1),

HD(x, y) = 1− 2ckx− 2y − k(x− cy)2

for which we calculate:

(16)

µ0 = −2k(1− c2k)2, K̃ = 2k(1 + 2c2k)x2 − 12ckxy + 2(2 + c2k)y2,

D = −5184k(1 + c2k)2, T3 = 125k(−1 + c2k)(1 + c2k) 6= 0,

W4 = 4k2(1− c2k)2(1 + c2k)2, W3 = 25k2(1− c2k)2(1 + c2k)2,

W2 = 42k2(1− c2k)2(1 + c2k)2, W1 = k2(1 − c2k)2(25− 14c2k + 25c4k2).

We observe that the condition T3 6= 0 implies µ0D 6= 0 and Wi > 0 with i = 4, 3, 2. We also
observe the W1 > 0 as Discrim [(25− 14c2k + 25c4k2), k] = −2304c4 ≤ 0.

3.1.1.1. Assume first µ0 < 0. Then D < 0 and since we have already at least one singular point
according to Table 4 we deduce that systems (14) have four real singular points. Moreover, in

this case K̃ > 0 and since Wi > 0 for each i = 1, 2, 3, 4 according to [3, Table 1, row 12] we get
the configuration of finite singularities: $, n, n, n.

To examine infinite singularities we calculate

(17) η = 4k(1− c2k)2, κ = −112k(1− c2k)2

and as k > 0 we obtain η > 0 and κ < 0. So according to [25] we obtain Fig.7, i.e. S, S,N . As
a total result we obtain: $, n, n, n; S, S,N [(0, 1, 0, 0, 1/2, 0), (0, 0,−1,−1, 0, 2)]

We claim that the parabola HD(x, y) = 0 (see (15)) considered inside the Poincaré disk
contains the saddle (0, 0) in its interior. Since k > 0 we have

lim
||(x,y)||→∞, x 6→cy

HD(x, y) = −∞, HD(0, 0) = 1

and this proves our claim. Since all the singularities are elementary the parabola must con-
tain the infinite point and three finite ones which in this case are nodes. Ones the limits of
the separatrices of the finite saddle are determined (i.e. they can not coincide with infinite
separatrices) the phase portrait becomes Portrait 28 of Figure 1.
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3.1.1.2. Assume now µ0 > 0. Considering (16) we have k < 0 and this implies D > 0. So
systems (14) possess two real and two imaginary singular points. As W4 > 0 according to [3,
Table 1, row 23] we get the configuration of finite singularities: $, n.

Since η = −2µ0 < 0 following [25] we obtain Fig.30, i.e. only one real singularity, which is a
node N . Therefore we have the configuration of singular points:

$, n; N [(0, 1, 0, 0, 1/2, 0), (0, 0,−1, 1, 0, 2)]

A phase portrait with this configuration of points could only be Portrait 31 (in case we have
a loop a focus or a center must be inside the loop).

3.1.2. The subcase T3 = 0, T2 6= 0. Taking into account (13) the condition L∗
2 = 0 yields k = cl3

and this implies L∗
3 = 0. In this case we have T2 = l2(1 + 3cl −m)(1 + cl +m)(2m − 1)2 6= 0

that implies l 6= 0. Then we may assume l = 1 due to the change x → x/l and c → c/l and
this leads to the family of systems

(18) ẋ = x+mx2 + xy + cy2, ẏ = −y − cx2 − xy −my2,

for which we calculate:

(19)

T2 =(1 + 3c−m)(1 + c+m)(−1 + 2m)2 6= 0,

µ0 =(c−m)2(−1 + c+m)(1 + c+m),

K̃ =2(c−m)
[
x2 + 2(c+m)xy + y2

]
,

D =48(1 + 3c−m)3(−1 + c+m),

W4 =− 16(−1 + 2c)4(1 + 3c−m)3(1 + c+m),

W3 =− 8(−1 + 2c)2(c−m)(1 + 3c−m)2(1 + c+m)(−1 + 2m)2.

If µ0W4D 6= 0 then the following relations hold:

(20) sign (DW4) = −sign (µ0); sign (T2) = −sign (W4);

We shall consider three cases: µ0 < 0, µ0 > 0 and µ0 = 0.

3.1.2.1. Assume first µ0 < 0. As µ0 is the discriminant of the binary form K̃ we have an

invariant polynomial with the defined sing: sign (K̃) = sign (c−m). Moreover as µ0T2 6= 0 by
(19) the condition D 6= 0 holds in this case.

3.1.2.1.1. If D < 0 according to Table 4 the systems possess four real singularities. As µ0 < 0
according to (20) and (19) we have W4 ≤ 0.

1) Assume K̃ < 0 (i.e. c −m < 0). According to [3, Table 1] systems (18) possess three
saddles and one anti-saddle. We claim that in this case the condition W4 < 0 holds. Indeed
suppose that W4 = 0. Then due to T2 6= 0 considering (19) we get c = 1/2. Herein for systems
(18) we obtain:

µ0 = 1/16(−1 + 2m)3(3 + 2m), K̃ = (1− 2m)
[
x2 + (1 + 2m)xy + y2

]
.

So the condition µ0 < 0 implies −2/3 < m < 1/2 and then K̃ > 0. Hence the obtained
contradiction proves our claim.

Thus W4 < 0 and by [3] the anti-saddle must be either a focus or a center.

Remark 3. For systems (18) calculations yield:

T4 = T3 = F = F1 = 0, T2 6= 0, B = −1/2(−1 + 2m)4.

Considering (19) we get B < 0 and due to W4 < 0 by (20) we have T2 > 0. Thus the conditions
(c5) provided by Theorem 2 are verified.

So in the case under consideration (18) we have the configuration of finite singularities:
$, c, s, s. We shall consider infinite singularities. Calculations yield:

(21) η = (1 − 3c+m)3(1 + c+m), κ = 16(c−m)(1 − 3c+m)(1 + c+m)(3c+m− 2)

It is easy to check by means of linear relations that in the case under consideration the
conditions η > 0 and κ > 0 hold.
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Next we observe that due to η > 0 and c−m < 0 we obtain sign (κ) = −sign (m + 3c− 2).
Admitting that κ < 0 we get m+ 3c− 2 > 0 and as m− c > 0 after taking the sum we obtain
2(m+ c− 1) > 0 that contradicts µ0 < 0.

So, η > 0, κ > 0 and we have three simple real infinite singularities, which according to [25]
are nodes (Fig.1). (Evidently these points must be nodes according to the index theory). Thus
we have the configuration:

$, c, s, s; N,N,N [(0, 1, 0, 1/3, 1/2, 0), (0, 0,−1, 0,−1/2,−1/3)].

In order to determine the respective phase portraits following [5] we calculate

(22) B1 = 0, B3B5 = 36c(−1 + c+m)(1 + c+m)(−1 + 2m)2(x− y)2(x+ y)4

and due to µ0 < 0 we obtain sign (B3B5) = −sign (c). So as η > 0, κ > 0 and σ 6= 0 according
to [5] we get phase portrait Vul

9
if B3B5 < 0; Vul

8
if B3B5 > 0 and Vul 10 if B3 = 0.

2) Assume now K̃ > 0, i.e. c −m > 0. According to [3, Table 1] systems (18) possess one
saddle and three anti-saddles. We recall that in this case the condition W4 ≤ 0 holds.

a) If W4 < 0 then we have either a focus or a center. However taking into consideration
Remark 3 we obtain a center. This leads to the configuration of finite singularities: $, c, n, n.

a1) Suppose first η > 0. It is easy to check by means of linear relations that in the case
under consideration the condition η ≥ 0 implies κ < 0.

Thus in the case η > 0 (then κ < 0) according to [25] at infinity we have two saddles and
one node (Fig.7). In such a way we get the configuration:

$, c, n, n; S, S,N [(0, 1, 0,−1/2, 1/2, 0), (0, 0,−1, 0,−1/2, 1/2)].

On the other hand considering (22) by according to [5] we get phase portrait Vul 28 if B3B5 <
0; Vul 26 if B3B5 > 0 and Vul 27 if B3 = 0.

a2) In the case η = 0 we get m = 3c − 1 and then M̃ = 0, C2 = c(x + y)3 and T2 =
72c(−1+ 2c)2 6= 0. Therefore at infinity there exists a triple singular point which according to
[25] is a saddle (Fig.34). So we arrive to the following configuration of singularities:

$, c, n, n;
(
0
3

)
S [(0, 1, 0,−1/4, 1/2, 1/4), (0, 0,−1,−1/4,−1/2, 1/4)].

As there exists a center and µ0 < 0, D < 0 and η = 0 by [5] we get the phase portrait given
by Vul 25.

a3) Assume finally η < 0. In this case at infinity we have two complex and one real singular
point which due to µ0 < 0 is a saddle (see [25], Fig. 34). So we get the configuration

$, c, n, n; S [(0, 1, 0,−1, 1/2, 1), (0, 0,−1,−1,−1/2, 1)] and following [5] we arrive to the
same Portrait Vul 25.

b) Admit now W4 = 0. Considering (19) and the condition T2 6= 0 we get c = 1/2. In this
case for systems (18) we have

(23)

T2 =1/4(5− 2m)(−1 + 2m)2(3 + 2m) 6= 0,

µ0 =1/16(−1 + 2m)3(3 + 2m) = η,

K̃ =(1− 2m)
[
x2 + (1 + 2m)xy + y2

]
,

D =− 3(−5 + 2m)3(−1 + 2m),

W4 =W3 = 0, W1 = 1/32(−1 + 2m)7(3 + 2m),

W2 =1/16(−5 + 2m)(−1 + 2m)6(3 + 2m).

So the condition µ0 < 0 gives −2/3 < m < 1/2 (this implies D < 0 and K̃ > 0) and then
W2 < 0. According to [3, Table 1] and Remark 3 besides the saddle systems (18) possess two
nodes and one center. So we get the configuration of finite singularities $, c, n, n.

As by (23) we have η = µ0 < 0, at infinity we have two complex and one real singular point
which is a saddle (see [25], Fig. 34). So we get the configuration

$, c, n, n; S [(0, 1, 0, 0, 1/2, 1/2), (0, 0,−1,−1/2,−1/2, 0)].
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It remains to note that we are still in the family defined by the conditions µ0 < 0, D < 0
and η < 0. So by [5] we obtain again Portrait Vul 25.

3.1.2.1.2. Suppose D > 0, i.e. by Table 4 systems (18) possess two real and two complex
finite singularities. It is easy to check by means of linear relations that in the case under

consideration the condition D > 0 implies K̃ < 0.

So µ0 < 0, K̃ < 0 and according to [3, Table 1, row 22] the two real points of systems
(18) are saddles. To convince ourselves that both saddles are integrable we apply Theorem 2.

Calculations yield: H = (m− c)(1 + c+m)(−1 + 2m)2 > 0 due to µ0 < 0 and K̃ < 0. At the
same time from (20) we get T2 < 0 due to W4 > 0. So the conditions (c4) of the Theorem 2
hold, i.e. we have two integrable saddles.

We shall examine infinite singularities. Considering (21) it was shown earlier (see page 18)

that the conditions µ0 < 0 and K̃ < 0 implies η > 0 and κ > 0. So by the same reasons, at
infinity we get three nodes and we get the configuration

$, $; N,N,N [(0, 1, 0, 1, 1/2,−1), (0, 0,−1, 1,−1/2,−1)].

The existence of the invariant line 1 + (m− c)(x+ y) = 0 of systems (18) leads to the phase
portrait given by Portrait Ham25.

3.1.2.2. Assume now µ0 > 0. According to (20) the condition W4D ≤ 0 holds and we shall
consider two cases: D < 0 and D > 0 (we recall that due to µ0T2 6= 0 we have D 6= 0).

3.1.2.2.1. If D < 0 (this implies W4 ≥ 0) according to [3] systems (18) have two saddles and
two anti-saddles. Considering the graphics of the function D = 0 we observe that we have the
following two disjoint domains where the conditions µ0 > 0 and D < 0 hold:

(24) (i) 1−m < c < (m− 1)/3; (ii) (m− 1)/3 < c < −m− 1.

We claim that on these domains the second saddle is also an integrable saddle. Indeed, for
systems (18) we have:

(25)
T4 = T3 = F = F1 = 0, H = (m− c)(1 + c+m)(−1 + 2m)2,

T2 = (1 + 3c−m)(1 + c+m)(−1 + 2m)2 6= 0, B = −1/2(−1 + 2m)4.

We observe that B < 0 (due to T2 6= 0). Moreover according to (20) due to W4 > 0 we have
T2 < 0. It is easy to check by means of linear relations that on both domains (24) the condition
H > 0 is verified. Therefore the conditions (c4) provided by Theorem 2 hold and this proves
our claim.

So we have two integrable saddles and two anti-saddles. We claim that both anti-saddles of
systems (18) must be nodes.

Indeed, as systems (18) possess three distinct singularities other than M1(0, 0), by a linear
transformation we can place two of these at the points M2(1, 0) and M3(0, 1). Without loss
of generality we may assume that besides the integrable saddle M1 the second such saddle is
M2(1, 0). Therefore following [3] we get the family of systems

(26) ẋ = cx+ dy − cx2 + 2hxy − dy2, ẏ = ex− cy − ex2 + 2cxy + cy2,

for which according to Theorem 2 the conditions (c4) must hold (in order to have two integrable
saddles). Calculations yield:

(27)
T4 =T3 = 0, T2 = −4(c2 + de)(c+ h)2(c2 − de− 2eh) < 0,

F1 =2(c+ h)(2c3 + c2e+ de2 − 2ceh) = 0, B = −2e2(c+ h)4 < 0.

As B 6= 0 we have e(c + h) 6= 0 and we may assume e = 1 due to a time rescaling. Then
the condition F1 = 0 gives d = −c(c + 2c2 − 2h) and therefore systems (26) besides the two
integrable saddles possess the singularities M3(0, 1) and M4(−2c,−1) for which we have:

ρ3 = 2(c+ h) = −ρ4, δ3 = 4(c+ 2c2 − h)2 = δ4 ≥ 0.

So no one of anti-saddles could be point of the focus-center type and this proves our claim.

So both anti-saddles are nodes and we have the following configuration of finite singularities:
$, $, n, n.
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On the other hand as µ0 > 0 According to [25] at infinity we obtain: two nodes and a saddle
(Fig.5) if η > 0 and one node (and two complex singularities, Fig. 30) if η < 0.

If η = 0 (i.e. m = 3c− 1) we obtain M̃ = 0 and at infinity there exists one real triple point,
which is a node. So we get the configurations:

$, $, n, n; S,N,N [(0, 1, 0, 2, 1/2, 0), (0, 0,−1, 0,−1/2,−2)] (if η > 0);

$, $, n, n; N [(0, 1, 0,−2, 1/2,−1/2), (0, 0,−1, 1/2,−1/2, 2)] (if η < 0);

$, $, n, n;
(
0
3

)
N [(0, 1, 0,−2, 1/2,−1/3), (0, 0,−1, 1/3,−1/2, 2)] (if η = 0).

We observe that systems (26) possess the invariant line x − cy + c = 0 passing through
the nodes M3(0, 1) and M4(−2c,−1) and through infinite singular point N(1,−1, 0). So it
obviously could be seen that we obtain Portrait 29 if η > 0 and Portrait 34 if η ≤ 0.

3.1.2.2.2. Assume D > 0 (this implies W4 ≤ 0). Then systems (18) possess two complex
and two real singularities. More exactly, as µ0 > 0 according to [3] we have a saddle and an
anti-saddle. It is not too difficult to detect that the conditions µ0 > 0 and D > 0 could be
satisfied for and only for the points (c,m) belonging to one of the domains:

(28) (i) 1− c < m < 3c+ 1; (ii) 3c+ 1 < m < −c− 1.

Considering the statement (b) of Theorem 2 we deduce that the systems possess one integrable
saddle and one center. Indeed the systems possess already an integrable saddle and by the
mentioned theorem there must exist another weak singularity which could be only a center.

On the other hand as µ0 > 0 according to [25] at infinity we obtain: two nodes and a saddle
(Fig.5) if η > 0 and one node (and two complex singularities, Fig. 30) if η < 0.

If η = 0 (i.e. m = 3c− 1) we obtain M̃ = 0 and at infinity there exists one real triple point,
which is a node. So we get the configurations:

$, c; S,N,N [(0, 1, 0, 3, 1/2, 1), (0, 0,−1,−1,−1/2,−3)] (if η > 0);

$, c; N [(0, 1, 0, 1/3, 1/2, 1), (0, 0,−1,−1,−1/2,−1/3)] (if η < 0);

$, c;
(
0
3

)
N [(0, 1, 0, 2, 1/2, 1), (0, 0,−1,−1,−1/2,−2)] (if η = 0);

On the other hand as µ0 > 0 and D > 0 according to [5] we obtain Portrait Vul 2 if η ≤ 0
and Portrait Vul 19 if η > 0.

3.1.2.3. Admit finally µ0 = 0. As T2 6= 0 from (19) we get (c−m)(c+m− 1) = 0.

3.1.2.3.1. If K̃ 6= 0 then c−m 6= 0 and we get m = 1− c. So we get the family of systems

(29) ẋ = x+ (1 − c)x2 + xy + cy2, ẏ = −y − cx2 − xy − (1− c)y2,

for which we calculate:

(30)

T2 =8c(2c− 1)2 6= 0, T4 = T3 = F = F1 = 0, D = R = 0,

P =4c2(x+ y)4, U = c2(x − y)2(x+ y)4, G8 = 4c(2c− 1)2,

K̃ =2(2c− 1)(x+ y)2, W4 = −2048c3(2c− 1)4,

W3 =− 256c2(2c− 1)5, F2 = 2c(x+ y)2.

As T2 6= 0 we have W4P 6= 0 and U > 0. According to Table 4 systems (29) possess two real
finite singularities.

1) Assume first W4 < 0. Then c > 0 and this gives F2 > 0 and G8 > 0. As K̃ 6= 0 according
to [3] besides the integrable saddle we have either a focus or a center. However by Theorem 2
in this case we must have two weak singularities and this leads to a center.

On the other hand in order to examine the infinite singularities in accordance with [25] we
calculate:

η = 16(1− 2c)3 = κ/4, µ0 = µ1 = 0, µ2 = 2c(x+ y)2.

As T2 6= 0 we have η 6= 0.
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a) If η > 0 (i.e. 0 < c < 1/2) then systems possess 3 real distinct singularities and as κ > 0
and µ2 > 0 by [25] at infinity we get Fig.5: two nodes and a saddle, and the saddle is a triple
point (getting two finite singularities).

Thus we obtain the following configuration of singularities:

$, c;
(
2
1

)
S,N,N [(0, 1, 0, 2/3, 1/2, 1/3), (0, 0,−1,−1/3,−1/2,−2/3)].

Considering the conditions µ0 = µ1 = D = 0 and η > 0 according to [5] we arrive to the
Portrait Vul19.

b) Suppose η < 0 (i.e. c > 1/2). Then systems possess two imaginary and one real (triple)
infinite singularities. As µ2 > 0 and κ 6= 0 according to [25] we have Fig.30 (one triple node
which is semi-elementary). As a result we get the configuration

$, c;
(
2
1

)
N [(0, 1, 0, 0, 1/2, 1), (0, 0,−1,−1,−1/2, 0)].

On the other hand since µ0 = µ1 = 0 and the condition η < 0 implies µ2 > 0, by [5] we
obtain Portrait Vul 2.

2) Admit now W4 > 0, i.e. c < 0. In this case considering (30) we obtain K̃ < 0 and
F2 < 0 and by [3, Table 1, row 148] the two real points of systems (18) are saddles. Clearly
by Theorem 2 (see statement (c)) we must have two integrable saddles (as we have one at the
origin of coordinates).

Indeed, for systems (29) for c < 0 we have T2 < 0, B < 0 and H = 2(1 − 2c)3 > 0. So we
arrive to the conditions (c4).

On the other hand for c < 0 we obtain η > 0, κ > 0 and µ2 < 0. Therefore by [25] we have
Fig.1, i.e. three nodes (one is triple). This leads to the configuration

$, $;
(
2
1

)
N,N,N [(0, 1, 0, 2, 1/2,−1), (0, 0,−1,−1,−1/2,−2)].

Taking into consideration the invariant line (2c− 1)(x+ y) = 1 which does not pass through
the saddles we arrive to the phase portrait given by Portrait Ham25.

3.1.2.3.2. Assume finally K̃ = 0. Then m = c and we get the family of systems

(31) ẋ = x+ cx2 + xy + cy2, ẏ = −y − cx2 − xy − cy2,

for which we calculate:

(32)

T2 =(−1 + 2c)2(1 + 2c)2 > 0, B = −1/2(−1 + 2c)4,

µ0 =R = 0, P = (1 + 2c)2(cx2 + xy + cy2)2,

D =48(2c− 1)(1 + 2c)3, U = (x− y)2(cx2 + xy + cy2)2,

W4 =− 16(−1 + 2c)4(1 + 2c)4, G8 = 1/2(−1 + 2c)2(1 + 2c)2.

So by Table 4 we again have two real singularities (other two are gone to infinity). As K̃ = 0,
W4 < 0 and G8D 6= 0, according to [3, Table 1] besides the integrable saddle systems (31)
possess either a focus (row 157) or a center (row 162). However as by Theorem (2) the systems
have to possess two weak singularities, we obtain a center. This can be deduced directly, as
T2 > 0 and B = −(1− 2c)4/2 < 0 (i.e. conditions (c5) are verified).

Next we calculate:

η =(1 − 2c)3(1 + 2c), µ2L̃ = 8(2c− 1)(1 + 2c)(cx2 + xy + cy2)2, κ = 0.

Due to T2 6= 0 we obtain η 6= 0 and sign (η) = −sign (µ2L̃).

a) If η > 0 then systems possess 3 real distinct singularities and as κ = 0 and µ2L̃ < 0
by [25] at infinity we get Fig.3 (one node and two saddle-nodes). This leads to the following

configuration of singularities $, c; N,
(
1
1

)
SN,

(
1
1

)
SN [(0, 1, 0, 0, 1/2, 0), (0, 0,−1, 0,−1/2, 0)].

In order to determine the respective phase portraits following [5] we calculate

(33) B3B5 = 3636c(2c− 1)3(1 + 2c)(x− y)2(x+ y)4
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and due to η > 0 we obtain sign (B3B5) = −sign (c). From (32) we get sign (D) = −sign (η)
and therefore as η > 0 (i.e. D < 0) according to [5] we obtain phase portrait Vul 18 if B3B5 < 0;
Vul 16 if B3B5 > 0 and Vul 17 if B3 = 0.

b) Assume now η < 0. In this case due to κ = 0 and µ2 6= 0 at infinity we get a simple node
(imaginary points are both double ones) (see [25], Fig.30). So we have the configuration $, c; N
[(0, 1, 0, 1, 1/2, 1), (0, 0,−1,−1,−1/2,−1)] and by [5] in this case we get Portrait Vul 2.

3.1.3. The subcase T3 = T2 = 0, σ 6= 0. Considering (13) the condition σ 6= 0 gives 2m− 1 6= 0
and then T3 = 0 implies k = cl3. Herein we arrive to the family of systems

(34) ẋ = x+ lmx2 + xy + cy2, ẏ = −y − cl3x2 − lxy −my2,

for which we calculate:

(35)

T2 = l2(1 + 3cl−m)(1 + cl +m)(1− 2m)2, σ = (2m− 1)(lx− y),

µ0 = l2(cl −m)2(−1 + cl +m)(1 + cl +m),

µ1 = l(m− cl)(−1 + cl +m)(1 + 2m)(lx− y).

We shall consider two possibilities: µ0 6= 0 and µ0 = 0.

3.1.3.1. Assume first µ0 6= 0. Then l 6= 0 and we may assume l = 1 due to the change x→ x/l
and c → c/l. Therefore as σ 6= 0 (i.e. 2m− 1 6= 0) the condition T2 = 0 implies m = 1 + 3c.
This leads to the family of systems

(36) ẋ = x+ (1 + 3c)x2 + xy + cy2, ẏ = −y − cx2 − xy − (1 + 3c)y2,

for which we calculate:

(37)

Ti =0 (i = 1, 2, 3, 4), σ = (1 + 6c)(x− y) 6= 0, D = T = P = 0,

µ0 =8c(1 + 2c)3 6= 0, K̃ = −2(1 + 2c)
[
x2 + 2(1 + 4c)xy + y2

]
,

R =48c2(1 + 2c)4(x − y)2, E3 = −2c(1 + 2c)3, G10 = 0,

η =16(1 + 2c), κ = 64(1 + 2c)2(1− 6c).

We observe that µ0 6= 0 implies R 6= 0 and due to D = T = P = 0 according to Table 4 the
systems above possess on triple and one simple real singularities. Considering (37) we have
sign (E3) = −sign (µ0).

3.1.3.1.1. If µ0 < 0 (i.e. −1/2 < c < 0) we obtain E3 > 0 and by [3, Table 1, row 94] besides
the integrable saddle systems (36) possess a topological saddle. As the condition µ0 < 0
implies η > 0 and κ > 0, according to [25] at infinity we get Fig. 1 (three nodes). So we get
the configuration: $, s̄(3); N,N,N [(0, 1, 0, 0, 1/2,−1/3), (0, 0,−1, 1/3,−1/2, 0)].

We observe that systems (36) possess as invariant curves a line and a conic:

(38) (2c+ 1)(x+ y) = 1, 1 + 4cx+ 4cy + 2(2c− 1)(cx2 + 2xy + 2cxy + cy2) = 0

Moreover both the curves pass through the triple singular point M2(x0, y0), where x0 = y0 =
−1/(4c + 2) (being tangent at this point). Thus in this case we obviously obtain Portrait
Ham25.

3.1.3.1.2. Assume µ0 > 0, i.e. implies c ∈ (−∞,−1/2) ∪ (0,∞). In this case E3 < 0 and
besides the integrable saddle the systems possess an elliptic saddle (see [3, Table 1, row 88]).

1) If η > 0 (i.e. c > 0) by [25] at infinity we obtain Fig. 5 (two nodes and a saddle) and we
get the configuration $, ês(3); S,N,N [(0, 1, 0, 4, 1/2, 1), (0, 0,−1,−1,−1/2,−4)].

Taking into account that the the invariant line (38) passes through infinite saddle (1,−1, 0)
we arrive to Portrait 36.

2) Assuming η < 0 (i.e. c < −1/2) by [25] at infinity we obtain a node (Fig.30). So we get
the configuration $, ês(3); N [(0, 1, 0,−2, 1/2,−1), (0, 0,−1, 1,−1/2, 2)].

In this case the infinite singularity (1,−1, 0) is a node and this leads to the Portrait 35.

3.1.3.2. Suppose now µ0 = 0. This means that at least one finite singular point is gone to
infinity. And the number of such points is governed by the invariant polynomials µi (i=1,2,3).
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3.1.3.2.1. If µ1 6= 0 then considering (35) we have l 6= 0 and we may assume l = 1 (due to
the change x → x/l and c → c/l). So as σ 6= 0 the conditions T2 = µ0 = 0 evidently yield
m = −1− c and this leads to the family of systems

(39) ẋ = x− (1 + c)x2 + xy + cy2, ẏ = −y − cx2 − xy + (1 + c)y2,

for which we calculate:

(40)

Ti =0 (i = 1, 2, 3, 4), σ = (3 + 2c)(y − x) 6= 0, µ0 = η = κ = 0 = G9,

D =− 768(1 + 2c)3, µ1 = 2(1 + 2c)2(y − x), W7 = 12(1− 2c)4(1 + 2c)4,

K̃ =2(1 + 2c)(x− y)2, M̃ = −32c2(x− y)2, C2 = c(x− y)2(x+ y),

R =3µ2
1 6= 0, L̃ = −16c(x− y)2, Ñ = (1− 2c)(1 + 2c)(x− y)2.

1) If D < 0 then c > −1/2 and since R 6= 0 by Table 4 the systems above possess three real

simple singularities. We observe that in this case K̃ > 0, G9 = 0 and W7 ≥ 0. Thus according
to [3, Table 1, row 117] systems (39) besides the integrable saddle possess two nodes.

a) Assume C2 6= 0. Then c 6= 0 and this implies M 6= 0. As η = 0, µ1 6= 0 and κ = 0, in
order to determine the behavior of the trajectories at infinity, according to [25] we need the

signs of the invariant polynomials L̃, K̃ and Ñ .

Considering (40) we obtain:

(41) sign (K̃) = −sign (D), sign (L̃) = −sign (c), sign (Ñ) = sign
(
1− 4c2

)
.

a1) Admit first L̃ < 0, i.e. c > 0. In this case the sign of Ñ determines the picture at

infinity. Considering (40) we observe that the condition W7 6= 0 implies Ñ 6= 0.

α) If Ñ > 0 (i.e. 0 < c < 1/2) according to [25] we get Fig. 26, i.e. the configuration

S,
(̂
1
2

)
PEP − PHP . So we arrive to the following configuration of all singularities:

$, n, n; S,
(̂
1
2

)
PEP − PHP [(0, 1, 0,−5/4, 1/2, 1/4), (0, 0,−1,−1/4,−1/2, 5/4)].

We observe that systems (39) possess the invariant straight line (2c+ 1)(x+ y) = 1 passing
through the infinite saddle. Moreover on this line are located both finite nodes. Considering
the type of the triple infinite point we obtain Portrait 38.

β) In the case Ñ ≤ 0 (i.e. c ≥ 1/2) by [25] we get Fig. 16, i.e. the configuration S,
(̂
1
2

)
PEP−

H . So we get the configuration

$, n, n; S,
(̂
1
2

)
PEP −H [(0, 1, 0,−2, 1/2, 1), (0, 0,−1,−1,−1/2, 2)].

In this case we apply the same arguments as above regarding the invariant line. And the
type of the triple infinite point in this case corresponds to Fig. 16 and this produces the phase
portrait given by Portrait 37.

a2) Suppose now L̃ > 0, i.e. −1/2 < c < 0. In this case K̃ > 0 and according to [25]

we obtain Fig. 23, i.e. we get the configuration N,
(̂
1
2

)
HHH − H . This leads to the final

configuration of singularities

$, n, n; N,
(̂
1
2

)
HHH −H [(0, 1, 0,−3/4, 1/2,−1/4), (0, 0,−1, 1/4,−1/2, 3/4)].

In this case the invariant line (2c + 1)(x + y) = 1 passing through the infinite node and
two finite nodes. Considering the type of the degenerate infinite point it must have three
hyperbolic sector on the one side and one on the other side. Then applying the index theory
(see [1, Proposition 4.8]) the finite saddle must be on the same side as the single infinite
hyperbolic sector. Thus we get Portrait 39.

b) If C2 = 0 we obtain c = 0 (this implies M̃ = 0) and we get the family of systems with
infinite line filled up with singularities. In this case we have µ1 = 2(y − x) 6= 0 and according
to [29, Theorem 7.1*] in the neighborhood of infinity we get the behavior of the trajectories
given by Fig. 41 (i.e. (∞, ∅)). Considering the finite singularities we get

$, n, n; (∞, ∅) [(0, 1, 0,−1, 1/2, 0), (0, 0,−1, 0,−1/2, 1)].
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As for system (39) (with c = 0) we have H9 = −9216 and H10 = 144 according to [29,
Theorem 3.3] we obtain the phase portrait Picture C2.1 which corresponds to Portrait 40.

2) Admit now D > 0 then c < −1/2. As R 6= 0 by Table 4 the systems above possess two
imaginary singularities and one real (the integrable saddle). We note that this is in accordance

with [3, Table 1, row 123] as we have K̃ < 0. So it remains to discuss only about infinite
singularities.

Considering (40) in the case c < −1/2 we have L̃ > 0 and K̃ < 0 and according to [25] we
obtain Fig. 9. So we obtain the configuration of singularities

$; N,
(̂
1
2

)
PEP −H [(0, 1, 0, 0, 1/2,−1), (0, 0,−1, 1,−1/2, 0)].

It obviously could be observed that this configuration leads to the phase portrait, which is
topologically equivalent to Ham19.

3.1.3.2.2. Assume now µ1 = 0, i.e. two finite singularities are gone to infinity.

1) Suppose first µ2 6= 0. We claim that in this case for a non-degenerate system (34) the
condition l = 0 must hold. Indeed supposing the contrary, we may consider l = 1 (due to a
rescaling) and taking into account (35) and σ 6= 0 the conditions T2 = µ0 = µ1 = 0 implies
either c = −1/2 = m or c = 0,m = 1 (the second case gives a degenerate system). However in
both cases we get µ2 = 0 and this contradiction proves our claim.

So l = 0 and we obtain the family of systems

(42) ẋ = x+ xy + cy2, ẏ = −y −my2,

for which we calculate:

(43)

Ti =0 (i = 1, 2, 3, 4), σ = (1− 2m)y 6= 0, η = κ = κ1 = 0 = G8,

D =R = 0, P = (1−m)2m2y4, U = y4(−x+mx− cy)2,

K̃ = − 2my2, µ0 = µ1 = 0, µ2 = m(m− 1)y2 = F2,

L̃ =8m(1 +m)y2, M̃ = −8(1 +m)2y2, K2 = 48(2 + 3m+ 2m2)y2.

As µ2 6= 0 (then P 6= 0) due to U > 0 by Table 4 the systems above have two real finite
singularities. We shall examine two subcases: µ2 < 0 and µ2 > 0.

a) Assume first µ2 < 0. Then 0 < m < 1 and this implies K̃ < 0. As F2 < 0 according
to [3, Table 1, row 148] the second finite singular point is a saddle. By Theorem 2 this point
could not be a weak saddle (according to statement (e) a system in this class could have only
one weak singularity). This fact could be established directly, as the trace corresponding to
the second saddle equals (2m− 1)/m 6= 0 (due to σ 6= 0). So for the finite singularities we get
the configuration $, s.

Regarding the infinite singularities according to [25] we get Fig. 10 (as η = 0, M̃ 6= 0,

µ0 = µ1 = κ = κ1 = 0, L̃ > 0 and K̃ < 0), i.e. the configuration N,
(
2
2

)
PEP − PEP . So we

get the configuration $, s; N,
(
2
2

)
PEP − PEP [(0, 1, 0, 0, 1/2, 0), (0, 0,−1, 0, 0,−1/2)].

Systems (42) possess two parallel lines y = 0 and y = −1/m and both finite singularities
are located on these lines (one on each line). We observe that if c = 0 there appears one
more invariant line x = 0 passing through the finite singularities and this condition is given
by invariant polynomial B3 = −6cy4. Taking into account the type of the degenerate singular
point at infinity we obtain the phase portrait topologically equivalent to Ham20 if B3 6= 0 and
to Ham21 if B3 = 0.

b) If µ2 > 0 we have m ∈ (−∞, 0) ∪ (1,∞).

b1) Assume L̃ < 0, i.e. −1 < m < 0. As µ2 > 0 by [25] we get Fig. 17 (i.e. S,
(
2
2

)
PEP−PEP .

This leads to the following configuration of singular points:

$, n; S,
(
2
2

)
PEP − PEP [(0, 1, 0, 0, 1/2, 1), (0, 0,−1, 0, 0, 1/4)].

Considering the parallel invariant lines mentioned above (which pass through the finite node
and saddle as well as the infinite degenerate point) by the same reasons as above we arrive to
Portrait 41 if B3 6= 0 and Portrait 42 if B3 = 0.
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b2) Supposing L̃ > 0 we obtain m ∈ (−∞,−1) ∪ (1,∞).

If m > 1 we have F2 > 0 and as G8 = 0 by [3, Table 1, row 150] the second finite singularity
of systems (42) is a node.

On the other hand considering the conditions L̃ > 0 and K2 > 0, by [25] we arrive to Fig.
19 (N,

(
2
2

)
PH − PH). However taking into consideration the existence of two invariant lines

(y = 0 and y = −m) of systems (42) we obtain the configuration

$, n; N,
(
2
2

)
PPH − PPH [(0, 1, 0, 0, 1/2, 0), (0, 0,−1, 0, 0,−2)].

We observe that the parallel invariant lines split the three sectors at infinity. Then applying
the index theory (see [1, Proposition 4.8]) both infinite hyperbolic sectors must be limited by
the infinite line and the invariant line passing through the finite node. This leads to Portrait
43.

If m < −1 then considering (43) we observe that K2 > 0 (as the discriminant of the binary

form 2+ 3m+2m2 equals −7 < 0). Therefore by [25] we arrive again to Fig. 19 (N,
(
2
2

)
PH −

PH). So we obtain the same configuration as above:

$, n; N,
(
2
2

)
PPH − PPH [(0, 1, 0, 0, 1/2, 0), (0, 0,−1, 0, 0, 2)].

b3) Admit now L̃ = 0. As µ2 6= 0 we get m = −1 and besides the integrable saddle M1(0, 0)
systems (42) possess the node M2(−c/2, 1). As C2 = cy3 we shall consider two possibilities:
C2 6= 0 and C2 = 0.

α) If C2 6= 0 then due to M̃ = 0 at infinity we have only one (real) singularity. As

µ0 = µ1 = 0, K̃ = 2y2 6= 0 and K2 = 48y2 > 0 according to [25] we obtain Fig. 32
(
(
2
3

)
PEPH − P ). So we obtain the configuration

$, n;
(
2
3

)
PEPH − P [(0, 1, 0, 0, 1/2, 1), (0, 0,−1, 0, 0, 1)].

In this case applying the index theory (see [1, Proposition 4.8]) we determine that the infinite
hyperbolic sector must be bordered by the infinite line and the invariant line passing through
the finite node. Then we obtain Portrait 44.

β) Assuming C2 = 0 (i.e. c = 0) we get the system

ẋ = x+ xy, ẏ = −y + y2,

with infinite line filled up with the singularities. As µ1 = 0, µ2 = 2y2 > 0 and K2 = 2y2 > 0
according to [29, Theorem 7.1*] in the neighborhood of infinity we get the behavior of the
trajectories given by Fig. 44, i.e. (∞, N). Considering the finite singularities we obtain
the configuration $, n, (∞, N). As for the system above we have H10 = 0, H11 = 48y4,
H12 = −32y2 and µ2 = 2y2 according to [29, Theorem 3.3] we obtain the phase portrait
Picture C2.5(b) which corresponds to Portrait 45.

2) Suppose finally µ2 = 0 and let us consider two subcases: K̃ 6= 0 and K̃ = 0

a) If K̃ 6= 0 then the condition l = 0 has to be satisfied, otherwise we get l = 1, c = −1/2 = m

and this implies K̃ = 0. So we have l = 0 and we consider the family (42). Taking into account

(43) the condition µ2 = 0 due to K̃ 6= 0 gives m = 1. Herein for the family (42) considering
(43) we obtain

R = P = µ2 = 0, µ3 = −cy3, U = c2y6, M̃ = −32y2, L̃ = 16y2, K̃ = −2y2.

We observe that c 6= 0 (otherwise we get a degenerate system) and hence µ3U 6= 0, i.e. by
Table 4 the integrable saddle is a single singularity of systems (42).

On the other hand, at infinity we have two real singularities (due to M̃ 6= 0) and as κ = κ1 = 0

(see (43)) and L̃ > 0 and K̃ < 0 according to [25] we obtain Fig. 14 (N,
(
2
3

)
PEH − P ). So we

obtain the configuration $; N,
(
3
2

)
PEP − PH [(0, 1, 0, 0, 1/2, 1), (0, 0,−1, 0, 0,−1)].

Considering the invariant line y = 0 on which lies the integrable saddle as well as the parallel
invariant line y = −1 as well as the type of degenerate infinite singularity we obtain Portrait
46.

b) Admit now K̃ = 0.
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b1) If L̃ 6= 0 we have l 6= 0, otherwise setting l = 0 we get systems (42), for which according

to (43), the condition K̃ = 0 implies L̃ = 0.

So l 6= 0 (then l = 1 due to a rescaling) and it was shown earlier (see page 25) that in this
case we get c = −1/2 = m. Hence we obtain the system

(44) ẋ = x− x2/2 + xy − y2/2, ẏ = −y + x2/2− xy + y2/2,

possessing a single singularity (the integrable saddle). For this system we calculate

µ0 = µ1 = µ2 = κ = 0, µ3 = −1/2(x− y)3, L̃ = 8(x− y)2,

η = 0, M̃ = −8(x− y)2, κ1 = −64, K1 = (x− y)3/2

and as κ1L̃ 6= 0 and µ3K1 = −(x − y)6/4 < 0, according to [25] we obtain Fig. 9. This leads
to the configuration of singularities

$; N,
(
3
2

)
PEP −H [(0, 1, 0,−1/2, 1/2,−1/2), (0, 0,−1, 1/2,−1/2, 1/2)].

In this case obviously we deduce that the phase portrait of the system is topologically equiv-
alent to Ham19.

b2) Assume now L̃ = 0. In this case clearly we must have l = 0 and for systems (42) we
get m = 0. In this case evidently the saddle M1(0, 0) is the unique finite singularity of these
systems. Taking into account (43) we have

µ3 = −y2(x + cy), M̃ = −8y2, L̃ = K̃ = 0, K1 = y2(x+ cy).

As µ3K1 = −y4(x + cy)2 < 0 by [25] we get Fig. 12 (
(
1
1

)
SN,

(
2
2

)
PEP − PEP ). So we obtain

the configuration $;
(
1
1

)
SN,

(
2
2

)
PEP − PEP [(0, 1, 0, 0, 1/2, 1), (0, 0,−1, 0, 0, 0)].

We observe that systems (42) with l = m = 0 possess invariant line y = 0 passing through
the finite saddle and infinite degenerate point. Moreover the line x = 0 also becomes invariant
if and only c = 0 (which is equivalent to B3 = −6cy4 = 0). So clearly we get Portrait 46 if
B3 = 0 and Portrait 47 if B3 6= 0.

3.1.4. The subcase σ = 0: Hamiltonian systems.

Lemma 1. If a quadratic system (7) is Hamiltonian then the relation η = −27µ0 is verified.

Proof: Clearly a system (7) is Hamiltonian if and only if ∂P (x, y)/∂x+ ∂Q(x, y)/∂y = 0 that
gives a10 + b01 = a20 + b11 = a11 + b02 = 0. Considering these relations a straightforward
computation yield: η + 27µ0 = 0 and this completes the proof of the lemma.

Remark 4. It is known that a simple real point of a Hamiltonian system could be either a
center or an integrable saddle. Therefore all the possibilities of the existence of an integrable
saddle are described by the statement (f) of Theorem 2. Moreover the respective conditions
in fact are equivalent to the conditions for determining the number and multiplicity of finite
singularities provided by Table 4.

So taking into account this remark we shall consider step by step each of the set of conditions
(f1) – (f6), provided by the statement (f) of Theorem 2, in order to complete the respective
configurations of the singularities. Moreover as the systems are Hamiltonian we shall apply
directly the conditions constructed in [5] for the determination of the phase portraits, corre-
sponding to this configuration of singularities.

3.1.4.1. The conditions (f1): µ0 < 0,D < 0,R > 0,S > 0. By Theorem 2 in the finite part
there are three integrable saddles and a center. As µ0 < 0 according to Lemma 1 we have
η > 0 and at infinity there exist three simple real singularities, which clearly are nodes. So we
obtain the configuration: $, $, $, c; N,N,N [(0, 1, 0,−1,−1, 0), (0, 0,−1, 0, 1, 1)].

Considering the conditions (f1) according to [5] we obtain the phase portrait Vul 11 if B1 6= 0.
In the case B1 = 0 we get Vul 9 if B3B4 < 0; Vul 8 if B3B4 > 0 and Vul 10 if B3 = 0.
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3.1.4.2. The conditions (f2): µ0 > 0,D < 0,R > 0,S > 0. By Theorem 2 in the finite part
there are two integrable saddles and two centers. As µ0 > 0 according to Lemma 1 we have
η < 0 and at infinity there exist two complex and one simple real singular point (a node). So
we get the configuration: $, $, c, c; N [(0, 1, 0,−1,−1, 0), (0,−1,−1, 1, 1, 1)]. In this case by [5]
we obtain Vul 4 if B1 6= 0 and Vul 3 if B1 = 0.

3.1.4.3. The conditions (f3): µ0 = 0,D < 0,R 6= 0. According to Table 4 a system of this class
possesses three finite singularities. By Theorem 2 for Hamiltonian systems in this case there
are two integrable saddles and one center. Following [4] a system from this family via an affine
transformation and time rescaling could be brought to the form

(45) ẋ = cx− cx2 + dy, ẏ = ex− ex2 − cy + 2cxy,

for which we calculate:

(46)
µ0 =η = 0, M̃ = −72c2x2, L̃ = 24c2x2,

D =− 192c2d2(c2 − de)2(c2 + de)2, K̃ = −4c2x2.

As D < 0 we have c 6= 0 and then M̃ 6= 0, L̃ > 0 and K̃ < 0. So according to [25] at

infinity we get Fig.9: N,
(
1
2

)
PEP −H . Therefore we arrive to the configuration of singularities

$, $, c; N,
(
1
2

)
PEP −H [(0, 1, 1,−1, 0, 0), (0, 0,−1, 0, 1, 0)].

According to [5] we obtain the phase portrait Vul 5 if B1 = 0 and Vul 6 if B1 6= 0.

3.1.4.4. The conditions (f4), [α]: µ0 < 0,D > 0. According to Table 4 a system of this class
possesses two complex and two real finite singularities (which by Theorem 2 in this case are
both integrable saddles). Considering Lemma 1 at infinity we have three simple singularities,
which clearly are nodes. So we get the configuration of singularities
$, $; N,N,N [(0, 0, 0, 0,−1, 0), (1, 0, 0,−1, 0, 1)] and by [5] we obtain phase portrait Ham25

[5] if B1 6= 0. In the case B1 = 0 we get Ham25 if B3B4 > 0 and Ham26 if B3B4 > 0.

3.1.4.5. The conditions (f4), [β]: µ0 < 0,D = 0,T < 0. According to Table 4 in this case we
have one double and two simple real finite singularities. By Theorem 2 in this case both simple
singular points are integrable saddles. As µ0 < 0 taking into account Lemma 1 at infinity we
have three simple real point, which are nodes.

Thus it remains to detect the type of the double point. As we have two saddles, according
to [3, Table 1, rows 80 and 81] the double point could be either a saddle-node, or a cusp
(i.e. ĉp(2)). Clearly in the class of Hamiltonian systems only the second possibility could be
realizable.

By Lemma 1 the condition µ0 < 0 implies η > 0 and we get the configuration of singularities
$, $, ĉp(2); N,N,N [(0, 1,−1,−1,−1, 1), (0, 1,−1,−1, 1, 1)].

As T 6= 0 according to [5] we obtain the phase portrait Ham27 if B1 6= 0 and Ham24 if
B1 = 0.

3.1.4.6. The conditions (f4), [γ]: µ0 = R = 0,P 6= 0,U > 0, K̃ 6= 0. By Table 4 a system from
this family has two simple finite singularities, which by Theorem 2 are integrable saddles. As
K 6= 0, in accordance with [4] we shall consider the respective canonical form:

(47) ẋ = cx+ dy − cx2 + 2duxy, ẏ = ex+ fy − ex2 + 2fuxy.

For these systems K̃ = 4(de − cf)ux2 6= 0 (i.e. u 6= 0) and hence in order to be Hamiltonian
the conditions f + c = d = u+ 1 = 0 hold. Herein we calculate

µ0 = µ1 = η = κ = κ1 = 0, µ2 = −c4x2, M̃ = −72c2x2,

K̃ = −4c2x2, L̃ = 24c2x2.

As K̃ 6= 0 we have c 6= 0 and then M̃ 6= 0, µ2 < 0, L̃ > 0 and K̃ < 0. So according to [25] at
infinity we get Fig.10: N,

(
2
2

)
PEP − PEP . So we arrive to the configuration of singularities

$, $; N,
(
2
2

)
PEP −PEP [(0, 1, 0,−1, 0, 0), (0, 0,−1, 0, 1, 0)]. As M̃ 6= 0 by [5] we obtain phase

portraits Ham20 if B3 6= 0 and Ham21 if B3 = 0.
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3.1.4.7. The conditions (f5), [α]: µ0 > 0,D > 0. Similarly as in the paragraph 3.1.4.4 above,
on the finite part of phase plan we have two real and two complex singularities, but in this case
by Theorem 2 we have a center and an integrable saddle. As µ0 > 0 by Lemma 1 we obtain
η < 0 and hence at infinity we have only one real point (a node) and two complex. So we arrive
to the configuration $, c; N [(0, 0, 0, 0,−1, 0), (1,−3, 0, 2, 0, 1)] and according to [5] we obtain
the phase portrait Vul 2.

3.1.4.8. The conditions (f5), [β]: µ0 > 0,D = 0,T < 0. According to Table 4 in this case we
have one double and two simple real finite singularities. By Theorem 2 in this case we have
an integrable saddle and a center. As µ0 > 0 taking into account Lemma 1 at infinity we have
one simple real point (which is a node) and two complex singularities.

As for quadratic Hamiltonian systems the double point is a cusp we get the following config-
uration of singularities $, c, ĉp(2); N, [(0,−2,−4, 2, 2, 4), (0, 1, 2,−1,−2,−2)] which leads to
the phase portrait Vul 7.

3.1.4.9. The conditions (f5), [γ]: µ0 = R = 0,P 6= 0,U > 0, K̃ = 0. By Table 4 a system from
this family has two simple finite singularities. By Theorem 2 in this case we have an integrable
saddle and a center. As K = 0, in accordance with [4] we shall consider the respective canonical
form:

(48) ẋ = (−g − ku2)x− 2hy + gx2 + 2hxy + ky2, ẏ = ux+ y.

In order to be Hamiltonian the conditions g = h = 1− ku2 = 0 must hold. As P = k4u4y4 6= 0
we set k = 1/u2 and then calculations yield:

µ0 = µ1 = η = κ = κ1 = 0, µ2 = y2/u2, M̃ = 0, C2 = y3/u2.

As M̃ = 0 (i.e. at infinity there exists a single singular point) and µ2 > 0 according to [25] at

infinity we get Fig.30 (in this case a nilpotent node of multiplicity five:
(̂
2
3

)
N). So we arrive to

the configuration $, c;
(̂
2
3

)
N [(0,−1, 0, 0, 0, 1), (0, 1, 1, 0, 0, 0)]. On the other hand as M̃ = 0

in the case under consideration according to [5] we obtain the phase portrait Vul 2.

3.1.4.10. The conditions (f6), [α]: µ0 < 0,D = T = P = 0,R 6= 0. By Table 4 a system from
this family has one triple and one simple finite singularities (and the simple one is an integrable
saddle). As µ0 < 0 by Lemma 1 we obtain η > 0, i.e. at infinity there are three real simple
singularities.

In accordance with [4] we shall consider the respective family of systems, which in the case
when the systems are Hamiltonian (after an additional rescaling) become of the form:

(49)
ẋ = −ux− u2y + ux2 + 2(2u2 − v)xy + u(4u2 − 3v)y2,

ẏ = x+ uy − x2 − 2uxy + (−2u2 + v)y2.

For these systems we calculate

µ0 = 4(u2 − v)3 < 0, η = −108(u2 − v)3 > 0, E3 = 2(u2 − v)4,

and as E3 > 0 according to [3, Table 1, row 94] the triple point of systems above is topological
saddle. So at infinity we have three nodes and we get the configuration

$, s̄(3); N,N,N [(0, 0, 0, 0,−1, 0), (0, 1, 0,−1, 0, 1)].

On the other hand for systems (49) we have

B1 = 0, B3B4 = −5184(u2 − v)10y2(x+ uy)4

and as µ0 < 0 we obtain B3B4 < 0. So by [5] we get the phase portrait Ham25.

3.1.4.11. The conditions (f6), [β]: µ0 = 0,D > 0,R 6= 0. According to Table 4 we have one
simple real (integrable saddle) and two complex singularities. Following [4] we shall consider
the family of systems

(50)
ẋ = 2(h− gu)x+ g(1 + u2)y + gx2 − 2hxy,

ẏ = 2(m− lu)x+ l(1 + u2)y + lx2 − 2mxy,
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which are Hamiltonian if and only if h = g −m = 0 and l = 2mu/(1 + u2). For these systems
we calculate

µ0 = η = κ = 0, D = 12288m12(1 + u2)4 > 0, M̃ = −72m2x2 = 18K̃ = −3L̃.

As D > 0 then M̃ 6= 0, L̃ > 0 and K̃ < 0. So according to [25] at infinity we get Fig.9:

N,
(̂
1
2

)
PEP −H and this leads to the configuration of singularities

$; N,
(̂
1
2

)
PEP −H [(0, 0, 1, 1, 0, 0), (0, 2, 0, 0,−1, 0)]. According to [5] we get in this case the

phase portrait Ham19.

3.1.4.12. The conditions (f6), [γ]: µ0 = 0, D = 0, PR 6= 0. According to Table 4 we have one
double and one simple real singular point (which is an integrable saddle). Taking into account
[4] we shall consider the family of systems (with the additional rescaling (x, y) 7→ (x, uy))

(51) ẋ = cx− cx2 + cy + 2hxy, ẏ = ex− ex2 + ey + 2mxy,

which are Hamiltonian if and only if h = c−m = c+ e = 0. For these systems we calculate

µ0 = η = κ = D = 0, µ1 = −4c4x, R = 48c8x2 6= 0, M̃ = −72c2x2,

L̃ = 24c2x2, K̃ = −4c2x2 = H̃.

Due to R 6= 0 we obtain µ1M̃ 6= 0, L̃ > 0 and K̃ < 0. As we are in the class of Hamiltonian
systems the double singular point of systems (51) is a cusp.

On the other hand, according to [25] at infinity we get Fig.9: N,
(̂
1
2

)
PEP − H . So we

obtain the configuration $, ĉp(2); N,
(̂
1
2

)
PEP −H [(0, 1, 1,−1, 0, 0), (0,−1,−1, 1, 1, 0)]. As

for Hamiltonian systems (51) we have B1 = −16c12 6= 0 by [5] in this case we get portrait
Ham22.

3.1.4.13. The conditions (f6), [δ]: µ0 = R = P = 0,U 6= 0. According to Table 4 we have
a single finite singularity (the integrable saddle). According to [4] to this family of systems

correspond two canonical forms: with K̃ 6= 0 and with K̃ = 0. We claim that a system which

verifies the conditions (f6), [δ] and K̃ 6= 0 could not be Hamiltonian.

Indeed assume K̃ 6= 0. Then by [4] we should consider the family of systems (with the
additional rescaling (x, y) 7→ (x, y/u))

(52) ẋ = cx+ dy + (2c+ d)x2 + 2dxy, ẏ = ex+ fy + (2e+ f)x2 + 2fxy,

which are Hamiltonian if and only if σ = c+ f + 2(2c+ d + f)x + 2dy = 0. However the last
condition implies d = c = f = 0 and this yields a degenerate system.

Thus it remains to examine the canonical form for this family, providing the additional

condition K̃ = 0 (see [4]):

(53) ẋ = x+ dy, ẏ = ex+ lx2 + fy + 2mxy − d(ld− 2m)y2.

For these systems the conditions σ = 1 + f + 2mx − 2d(ld − 2m)y = 0 gives f = −1 and
m = d = 0 (as m = l = 0 leads to linear systems). Herein we calculate

µ0 = µ1 = µ2 = η = κ = 0 = M̃, µ3 = −lx3 6= 0, C2 = −lx3, K1 = lx3.

As µ3K1 = −l2x6 < 0 according to [25] at infinity we get Fig.33:
(
3
3

)
PEPEP − P . Therefore

we obtain the configuration $;
(
3
3

)
PEPEP − P [(0, 1, 0, 0, 0, 0), (0, 0,−1, 1, 0, 0)].

On the other hand, as the conditions µ0 = µ1 = µ2 = 0 and µ3 6= 0 hold, according to [5] in
this case we obtain the phase portrait Ham18.

3.2. The case b = l = 0. Then systems (5) become

(54) ẋ = x+ ax2 + cy2, ẏ = −y − kx2 −my2,
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for which we have L∗
1 = L∗

2 = L∗
3 = 0, i.e. the saddle M1(0, 0) is integrable. On the other hand,

for these family we calculate:

(55)

T4 =0, T3 = −8(a3c− km3), F1 = F2 = F3F4 = 0,

η =− 4a3c− 27c2k2 + 18ackm+ a2m2 − 4km3,

D =− 48η, W4 = 256c2k2η, µ0 = (ck − am)2, B3 = 0.

Remark 5. According to [30] (see also [24] and [26]) if for a non-degenerate quadratic system
with a finite number of infinite singularities the condition B3(a, x, y) = 0 holds in R[x, y], then
this system possesses at least four invariant straight lines, considering the infinite line and their
multiplicities.

According to this remark we shall use the affine invariant conditions given in [27] in order
to determine the configuration of singularities as well as the phase portrait for a system in the
family (54). For this propose we include here the needed affine invariant polynomial used in
[27] (we keep here the respective notations adding the ”hat”):

B̂3(ã, x, y) = (C2, D̃)(1) = Jacob
(
C2, D̃

)
,

B̂2(ã, x, y) = (B3, B3)
(2) − 6B3(C2, D̃)(3),

B̂1(ã) = Res x

(
C2, D̃

)
/y9 = −2−93−8 (B2, B3)

(4)
,

Ĥ1(ã) = −
(
(C2, C2)

(2), C2)
(1), D̃

)(3)
;

Ĥ2(ã, x, y) = (C1, 2H −N)(1) − 2D1N ;

Ĥ3(ã, x, y) = (C2, D̃)(2);

Ĥ4(ã) =
(
(C2, D̃)(2), (C2, D2)

(1)
)(2)

;

Ĥ5(ã) =
(
(C2, C2)

(2), (D̃, D̃)(2)
)(2)

+ 8
(
(C2, D̃)(2), (D̃,D2)

(1)
)(2)

;

Ĥ6(ã, x, y) = 16N2(C2, D̃)(2) +H2
2 (C2, C2)

(2);

Ĥ7(ã) = (N,C1)
(2);

Ĥ8(ã) = 9
(
(C2, D̃)(2), (D̃,D2)

(1)
)(2)

+ 2
[
(C2, D̃)(3)

]2
;

Ĥ9(ã) = −
((

(D̃, D̃)(2), D̃,
)(1)

D̃
)(3)

;

Ĥ10(ã) =
(
(N, D̃)(2), D2

)(1)
;

Ĥ11(ã, x, y) = 8H
[
(C2, D̃)(2) + 8(D̃,D2)

(1)
]
+ 3H2

2 ;

N̂1(ã, x, y) = C1(C2, C2)
(2) − 2C2(C1, C2)

(2),

N̂2(ã, x, y) = D1(C1, C2)
(2) −

(
(C2, C2)

(2), C0

)(1)
,

N̂3(ã, x, y) = (C2, C1)
(1) ,

N̂4(ã, x, y) = 4 (C2, C0)
(1) − 3C1D1,

N̂5(ã, x, y) =
[
(D2, C1)

(1) +D1D2

]2 − 4
(
C2, C2

)(2)(
C0, D2

)(1)
,

N̂6(ã, x, y) = 8D̃ + C2

[
8(C0, D2)

(1) − 3(C1, C1)
(2) + 2D2

1

]
.

3.2.1. The subcase T3 6= 0. We observe that if η 6= 0 (this implies DW4 6= 0) then

(56) sign (D) = −sign (W4) = −sign (η)

As µ0 ≥ 0 we shall consider two subcases: µ0 6= 0 and µ0 = 0.

3.2.1.1. Assume first µ0 6= 0, i.e. µ0 > 0.
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3.2.1.1.1. If D < 0 according to Table 4 the systems possess four real singularities. As D < 0
we have W4 ≥ 0.

1) If W4 6= 0 (i.e. W4 > 0) then ck 6= 0 and we may assume c = k = 1 due to the rescaling
(x, y) 7→ (c−1/3k−2/3x, c−2/3k−1/3y). In this case we get the family of systems

(57) ẋ = x+ ax2 + y2, ẏ = −y − x2 −my2.

As µ0 > 0, D < 0 andW4 > 0 taking into account the fact that by Theorem 2 in the considered
case we have only one weak singularity (which is saddle), according to [3, Table 1] systems (57)
possess two saddles and either two nodes or two foci. We claim that the second case could not
occur. Indeed, for systems above we have

(58)
D = 48(27 + 4a3 − 18am− a2m2 + 4m3) = −48η, µ0 = (−1 + am)2 > 0,

T3 = 8(m− a)(a2 + am+m2) = G1, B̂3 = 0, θ̂ = 64(1− am), Ĥ7 = −32.

According to [27] systems (57) subject to the conditions above possess the phase portrait
Picture 4.1.(a) which is equivalent to our Portrait 29. Therefore they possess two saddles
and two nodes on the phase plane and one saddle and two nodes at infinity: $, s, n, n; S,N,N
[(0, 1, 0,−2, 0, 1), (0, 0,−1,−1, 0, 2)].

2) Assume now W4 = 0. As D 6= 0 considering (55) we get ck = 0 and without loss of
generality we may assume k = 0 due to the change (x, y, t, a, c, k,m) 7→ (y, x,−t,m, k, c, a).
Moreover as as µ0 = a2m2 6= 0 we may assume also a = m = 1 due to the rescaling (x, y) 7→
(x/a, y/m) and then we obtain

(59)
T3 = −8c 6= 0, D = 48(4c− 1) = −48η, µ0 = 1,

Ñ = 4cy2, B̂3 = θ̂ = 0, Ĥ1 = −576(−1 + 4c).

As D < 0 we have c < 1/4 and c 6= 0 due to T3 6= 0 and this implies η > 0, ÑĤ1 6= 0.
So considering [28] we determine that the one parameter family of systems (57) in this case
possess invariant lines of total multiplicity five. Moreover there exists a unique phase portrait
given by Picture 5.1 (which is topologically equivalent to Portrait 29 ). Hence these systems
possess two saddles and two nodes on the phase plane and one saddle and two nodes at infinity:
$, s, n, n; S,N,N [(0, 1, 0, 1, 0,−1), (0, 0,−1, 0, 0,−1)].

3.2.1.1.2. Suppose now D > 0. According to Table 4 the systems possess two real and two
complex singularities. As D > 0 by (55) and (56) we have W4 ≤ 0 and η < 0.

1) If W4 6= 0 (i.e. W4 < 0) then ck 6= 0 and it was mentioned above that we may assume
c = k = 1 due to a rescaling. So we shall consider the family of systems (57).

By (58) the conditionD > 0 implies η < 0 and µ0T3 6= 0 gives θ̂G1 6= 0. Therefore considering
(58) according to [27] we get the phase portrait Picture 4.2.(a) which is equivalent to Portrait
30. So on the phase plane of systems (57) besides the integrable saddle there exists a focus
and at at infinity we have a single real point which is a node. This leads to the configuration

$, f ; N [(0, 1, 0, 1, 0, 1), (0, 0,−1,−1, 0, 0)].

2) Assuming W4 = 0 we may assume (as above) k = 0 and considering (59) due to D > 0

we have c > 1/4. Then η < 0, Ĥ1Ñ 6= 0 and by [27] we obtain the phase portrait Picture 5.2
(equivalent to Portrait 31 ). So we get the following configuration of singularities

$, n; N [(0, 1, 0, 1, 0, 0), (0, 0,−1,−1, 0,−2)].

3.2.1.1.3. Admit finally D = 0. Considering (55) we get W4 = η = 0. We observe that the
condition T3 6= 0 implies c2 + k2 6= 0 and we could we may assume k 6= 0 due to the change
(x, y, t, a, c, k,m) 7→ (y, x,−t,m, k, c, a). Moreover we may consider k = 1 due to the rescaling
y → ky. Then the condition D = 0 yields

0 = 27c2 + 2ac(2a2 − 9m)− (a2 − 4m)m2 ≡ ψ(a, c,m)

and as ψ(a, c,m) is quadratic in c we must have Discrim [ψ, c] = 16(a2 − 3m)3 ≥ 0. So
without loss of generality we could set a new parameter u as follows: a2 − 3m = u2. Then
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m = (a2 − u2)/3 and therefore we obtain

ψ(a, c,m) = ψ̄(a, c, u) = 0 ⇒ c = (a3 − 3au2 + 2εu3)/27, (ε = ±1).

Herein systems (54) become a 2-parameter family of systems

ẋ = x+ ax2 + (a3 − 3au2 + 2εu3)y2/27, ẏ = −y − x2 − (a2 − u2)y2/3,

for which we have T3 = −8εu3(a− εu)2(2a+ εu)/27. As T3 6= 0 we have u 6= 0 and due to the
change (x, y, a) 7→ (x/(uǫ), y/(uǫ)2, auǫ) we may assume εu = 1 (i.e. ε = 1 = u). Herein we
obtain the systems

(60) ẋ = x+ ax2 + (a− 1)2(a+ 2)y2/27, ẏ = −y − x2 − (a2 − 1)y2/3,

for which we calculate:

(61)
D = η =W4 = 0, T3 = − 8

27
(a− 1)2(2a+ 1), θ̂=

128

729
(a− 1)3(2 + a)(1 + 2a)2,

µ0 =
4

729
(a− 1)2(2a+ 1)4, Ĥ7 = −32

27
(−1 + a)2(2 + a), M̃ = −8

9
(3x− y + ay)2.

If θ̂ 6= 0 then Ĥ7 6= 0 and according to [27] as µ0 > 0 we get Picture 4.25(a) which is equivalent
to Portrait 32.

If θ̂= 0 due to T3 6= 0 we have a = −2 and for system (60) we obtain:

η = 0, M̃ = −8(x− y)2, µ0 = 4, θ̂= B̂3 = 0, Ñ = 4x2, D̃ = −x(x− y)2.

So by [28] the phase portrait of this system is given by Picture 5.11 (equivalent to Portrait 32 ).

Thus in both cases we obtain the same configuration of singularities: $, n, sn(2), N,
(
0
2

)
SN ;

examples: [a = 0 if θ̂ 6= 0 and a = −2 if θ̂= 0].

3.2.1.2. Assume now µ0 = 0. It was shown above that due to T3 6= 0 we may assume k = 1 and
then the condition µ0 = (c− am)2 = 0 gives c = am. So we obtain the family of systems

(62) ẋ = x+ ax2 + amy2, ẏ = −y − x2 −my2,

for which calculations yield:

(63)

T3 = −8(a2 −m)m(a2 +m) = Ĝ1 6= 0, η = −4m(a2 +m)2,

µ0 = µ1 = 0, µ2L̃ = 8(a2 +m)2(x2 +my2)2, Ñ = 4m(x+ ay)2,

θ̂= B̂3 = 0, W4 = −1024a2m3(a2 +m)2, Ĥ7 = −32am,

Ĥ6 = 8192am2xy(x+ ay)2
[
(a2 − 3m)x2 − 8amxy − (3a2 −m)my2

]
.

The condition T3 6= 0 implies ηL̃Ñ Ĝ1µ2 6= 0 and then µ2L̃ > 0 and sign (η) = −sign (m).

Moreover Ĥ7 = 0 (i.e. a = 0) if and only if Ĥ6 = 0 and this is equivalent to W4 = 0. We shall
consider two subcases: η > 0 and η < 0.

3.2.1.2.1. Assume η > 0, i.e. m < 0. Considering (63) according to [27] and [28] we obtain

Picture 4.18(a) if Ĥ7 6= 0 (i.e. W4 > 0) and Picture 5.7 (which is equivalent to Picture 4.18(a)

if Ĥ7 = 0 (then W4 = 0). Our corresponding phase portrait is Portrait 33. So in this case we
get the configuration:

$, n, N,
(
1
1

)
SN,

(
1
1

)
SN ; examples: [a = 1, m = −2 if W4 6= 0; a = 0, m = −1 if W4 = 0].

3.2.1.2.2. Suppose η < 0, i.e. m > 0. Similarly as above considering (63) according to [27]

and [28] we obtain Picture 4.27(a) (which corresponds to Portrait 30 ) if Ĥ7 6= 0 (i.e. W4 < 0)

and Picture 5.9 (equivalent to Portrait 31 ) if Ĥ7 = 0 (i.e. W4 = 0). So we get respectively the
next configurations of singularities:

$, f ; N [(0, 1, 0, 1, 0, 2), (0, 0,−1,−1, 0,−2)] (if W4 < 0);

$, n; N [(0, 1, 0, 0, 0, 0), (0, 0,−1,−1, 0,−1)] (if W4 = 0).
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3.2.2. The subcase T3 = 0, T2 6= 0. In this case for systems (54) the conditions

T3 = −8(a3c− km3) = 0, T2 = 4(a3c+ 3ackm− a2m2 + km3) 6= 0

have to be satisfied. We claim that these conditions imply am 6= 0. Indeed suppose the
contrary, that am = 0. We observe that the condition T2 6= 0 implies a2 + m2 6= 0 and we
may assume m 6= 0 due to the change (x, y, t, a, c, k,m) 7→ (y, x,−t,m, k, c, a). Then a = 0
and therefore the condition T3 = 0 gives k = 0. However this implies T2 = 0 and the obtained
contradiction proves our claim.

So am 6= 0 and we may assume a = m = 1 due to the rescaling (x, y) 7→ (x/a, y/m). Hence
the condition T3 = 0 gives k = c and we arrive to the family of systems

(64) ẋ = x+ x2 + cy2, ẏ = −y − cx2 − y2,

for which we calculate:

(65)

T2 = 4(1 + c)(3c− 1) 6= 0, η = −(1 + c)(3c− 1)3, µ0 = (c2 − 1)2,

D = 48(1 + c)(3c− 1)3, W4 = −256c4(1 + c)(3c− 1)3, F1 = 0,

B = −8, H = 4(1− c2), Ñ = 4c(x2 + 2cxy + y2), B̂3 = 0 = Ĝ1,

θ̂ = 64c2(c2 − 1)2, Ĥ7 = −32c2, Ĥ1 = 576(1 + c)(1 − 3c)3.

3.2.2.1. Assume first µ0 6= 0, i.e. µ0 > 0. We observe that the condition T2 6= 0 implies ηD < 0.

3.2.2.1.1. If D < 0 (i.e. −1 < c < 1/3) then according to Table 4 the systems possess four
real singularities. As µ0 > 0 on the phase plane of systems (64) there are two saddles and two
anti-saddles. Moreover as F1 = 0 B < 0 and for −1 < c < 1/3 we get T2 < 0 and H > 0 by
Theorem 2 we conclude that both saddles are integrable.

We observe that in this case W4 ≥ 0 and we shall consider two possibilities: W4 6= 0 and
W4 = 0.

1) Assume W4 6= 0 (i.e. W4 > 0). Then c 6= 0 and considering (65) we have θ̂Ĥ7 6= 0 and
according to [27] as η > 0 and µ0 > 0 we get Picture 4.1(a) (equivalent to Portrait 29 ). So
besides the two integrable saddle we have two nodes and at infinity we have one saddle and
two nodes. So we obtain the configuration

$, $, n, n; S,N,N [(0, 1, 0, 1, 0,−1/2), (0, 0,−1, 1/2, 0,−1)].

2) Admitting W4 = 0 (i.e. c = 0) we get a concrete system (64) for which considering (65)

we have Ñ = B̂3 = 0, Ĥ1 = 576 > 0 and as η > 0 according to [28] the phase portrait of this
system is given by Picture 6.1, which is topologically equivalent to Picture 4.1(a) (i.e. with
Portrait 29 ). So we get the same configuration of singularities.

3.2.2.1.2. Assume now D > 0, i.e. c ∈ (−∞,−1) ∪ (1/3,∞)). This implies W4 < 0 and by
[3, Table 1, rows 26 and 28] systems (64) possess one saddle (integrable) and either a focus or
a center. As by Theorem 2 the systems must have two weak singularities (of the same degree
of weakness) we obtain a center. It remains to observe that in this case η < 0, µ0 > 0 and

as θ̂Ĥ7 6= 0 and B̂3 = Ĝ1 = 0 according to [27] we obtain Picture 4.2(b) (equivalent to the
portrait Vul 2). So we obtain the configuration $, c; N [(0, 1, 0, 1, 0, 2), (0, 0,−1,−2, 0,−1)].

3.2.2.2. Admit finally µ0 = 0, i.e. considering (65) and the condition T2 6= 0 we obtain c = 1.
Then for system (64) we obtain

η = −16 < 0, µ0 = µ1 = 0, µ2 = 2(x2 + y2), B̂3 = Ĝ1 = 0,

K̃ = 0, θ̂ = 0, Ñ = 4(x+ y)2 6= 0, Ĥ7 = −32.

By [27] we get Picture 4.27(b) were two finite points have collided with the complex infinite
points. This picture is equivalent to the phase portraitVul 2 and we have the configuration
$, c; N , [(0, 1, 0, 1, 0, 1), (0, 0,−1,−1, 0,−1)].
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3.2.3. The subcase T3 = T2 = 0, σ 6= 0. For systems (54) we have

T3 = −8(a3c− km3), T2 = 4(a3c+ 3ackm− a2m2 + km3), σ = 2(ax−my).

So the condition σ 6= 0 implies a2 + m2 6= 0 and we may assume m 6= 0 due to the change
(x, y, t, a, c, k,m) 7→ (y, x,−t,m, k, c, a). Moreover we may consider m = 1 due to the rescaling
y → y/m. Therefore the condition T3 = 0 gives k = a3c and then we get

(66)
T2 = 4a2(1 + ac)(3ac− 1), µ0 = a2(ac− 1)2(1 + ac)2,

µ1 = 2a(1− ac)(1 + ac)(ax− y), µ2 = (1 + ac)
[
a2x2 + 3a(ac− 1)xy + y2

]

3.2.3.1. Assume first µ0 6= 0. Then a 6= 0 and we may assume a = 1 due to the change x→ x/a
and c → c/a. Therefore as µ0 6= 0 the condition T2 = 0 implies c = 1/3. This leads to the
system

(67) ẋ = x+ x2 + y2/3, ẏ = −y − x2/3− y2,

for which we calculate:

(68)

Ti = 0 (i = 1, 2, 3, 4), σ = 2(x− y), D = T = P = 0, µ0 = 64/81,

R = 256/243(x− y)2, E3 = −16/81, G10 = 0, Ĥ7 = −32/9,

η = κ = 0, M̃ = B̂3 = 0, C2 = (x+ y)3/3, θ̂ = −512/81.

Considering these values of the invariant polynomials according to Table 4 the systems above
possess one triple and one simple real singularities (and the last one is an integrable saddle).
Moreover by [3, Table 1, row 88] besides the saddle system (67) possesses one elliptic saddle.

Due to M̃ = 0 at infinity we have a triple point which is a node. This leads to the configuration
$, ês(3),

(
0
3

)
N .

On the other hand as µ0 > 0 and θ̂Ĥ7 6= 0 according to [27] the phase portrait of this system
is given by Picture 4.45(a) (equivalent to Portrait 35 ).

3.2.3.2. Suppose now µ0 = 0. We observe that this condition implies µ1 = 0 and we shall
examine two cases: µ2 6= 0 and µ2 = 0.

3.2.3.2.1. If µ2 6= 0 then (1 + ac) 6= 0 and hence the condition T2 = µ0 = 0 yields a = 0. So
we get the family of systems

(69) ẋ = x+ cy2, ẏ = −y − y2,

for which calculations yield:

(70)
σ = −2y, η = κ = κ1 = 0 = G8, µ0 = µ1 = 0, µ2 = y2 = F2, D = R = 0,

P = y4, U = y4(x− cy)2, L̃ = 8y2, M̃ = −8y2, D2 = −2y, K2 = 96y2.

Considering these values of invariant polynomials by Table 4 the systems above have two real
finite singularities. And according to [3, Table 1, row 154] besides the saddle systems (69)
possess a node.

On the other hand, due to the conditions η = 0, M̃ 6= 0, µ0 = µ1 = κ = κ1 = 0, L̃ > 0
and K2 > 0 according to [25] at infinity we get Fig.19 (i.e. simple node and a saddle node of
multiplicity four). So we arrive to the following configuration of singularities:

$, n; N,
(
2
2

)
HPP −HPP [(0, 1, 0, 0, 0, 1), (0, 0,−1, 0, 0,−1)]

To determine the phase portrait following [28] we calculate

η = 0, M̃ = −8y2, µ0 = B̂3 = θ̂ = Ñ = Ĥ = N̂2 = 0, D̂ = −y2(x + cy), N̂1 = 16cy4.

According to [28] we get Picture 5.21 if N̂1 6= 0 (i.e. c 6= 0) and and Picture 6.7 if N̂1 = 0 (i.e.
c = 0). It remains to note that these two phase portraits are topologically equivalent and here
are represented by Portrait 43.
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3.2.3.2.2. Assume now µ2 = 0, then (1 + ac) = 0 and clearly a 6= 0. As it was mentioned
above we may consider a = 1 and therefore we get c = −1. This leads to the system

(71) ẋ = x+ x2 − y2, ẏ = −y + x2 − y2,

for which we have

µ0 = µ1 = µ2 = η = κ = L̃ = 0, µ3 = (y − x)(x + y)2 = −K1, κ1 = −256,

M̃ = −32(x− y)2 6= 0, B̂3 = θ̂ = 0, Ñ = −4(x− y)2, Ĥ7 = −32.

So, the system above has only one finite singularity (the integrable saddle) and by [25] at

infinity we get Fig. 9:
(
1
2

)
N,

(
1
2

)
PEP −H . So we get the configuration

$;
(
1
2

)
N,

(
1
2

)
PEP −H [(0, 1, 0, 1, 0,−1), (0, 0,−1, 1, 0,−1)].

On the other hand as for this system we have µ3K1 < 0 according to [27] its phase portrait
corresponds to Picture 4.35(b) which is topologically equivalent to Ham19.

3.2.4. The subcase σ = 0: Hamiltonian systems. For systems (54) the condition σ = 2(ax −
my) = 0 gives a = m = 0 and we arrive to the family of systems

(72) ẋ = x+ cy2, ẏ = −y − kx2, c2 + k2 6= 0.

For these systems we calculate

µ0 = c2k2, η = −27c2k2, θ̂ = 64c2k2, B̂3 = Ĝ1 = 0, M̃ = 72ckxy = 9Ñ, Ĥ7 = −32ck

3.2.4.1. Assume first µ0 6= 0. Then ck 6= 0 and we may assume c = k = 1 due to the rescaling
(x, y) 7→ (c−1/3k−2/3x, c−2/3k−1/3y). Herein for this system we have D = 1296 > 0 and as
µ0 6= 0 according to Theorem 2 (see the statement (f5), [α]) we obtain an integrable saddle
and a center (other two finite singularities being complex). Taking into account the condition
η < 0 at infinity we get a simple node and we arrive to the configuration

$, c; N [(0, 1, 0, 0, 0, 1), (0, 0,−1,−1, 0, 0)]. On the other hand due to µ0 > 0 and η < 0
according to [27] the phase portrait of this system is given by Picture 4.2(b) (topologically
equivalent to Vul 2).

3.2.4.2. Suppose now µ0 = 0. Then ck = 0 and c2 + k2 6= 0 (otherwise we get a linear sys-
tem). So without loss of generality we may assume k = 0 due to the change (x, y, t, c, k) 7→
(y, x,−t, k, c) and c = 1 (due to a rescaling). We again obtain a single system for which we
have

µ0 = µ1 = µ2 = η = κ = κ1 = M̃ = K̃ = R = P = 0, µ3 = −y3 = −K1, U = y6.

So in accordance with Table 4 this system has only one finite singularity (the integrable saddle)
and by [25] at infinity we get Fig.33:

(
3
3

)
PEPEP − P . So we get the configuration

$;
(
3
3

)
PEPEP − P [(0, 1, 0, 0, 0, 1), (0, 0,−1, 0, 0, 0)].

It remains to observe that in this case we have

η = M̃ = Ñ = B̂3 = D1 = 0, N̂3 = −6y3 6= 0

and by [28] the phase portrait of this system corresponds to Picture 5.26 which is equivalent
to Ham18.

All the cases were examined. To complete the proof of the Main Theorem it remains to
examine the intersection of the invariant conditions and the respective configurations obtained
in two disjoint cases given by b2 + l2 6= 0 and b = l = 0 and to convince ourself that this leads
to the respective conditions provided by Tables 1 and 2.
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Vol. 164, Birkhäuser Verlag, Basel, 1998.
[24] D. Schlomiuk, N. Vulpe, Planar quadratic differential systems with invariant straight lines of at least

five total multiplicity, Qualitative Theory of Dynamical Systems, 5 (2004), 135–194.
[25] D. Schlomiuk, N. Vulpe, Geometry of quadratic differential systems in the neighborhood of infinity. J.

Differential Equations, 2005, 215, 357–400.
[26] D. Schlomiuk, N. Vulpe, Planar quadratic differential systems with invariant straight lines of total

multiplicity four, Nonlinear Anal., 2008, 68, No. 4, 681–715
[27] D. Schlomiuk, N. Vulpe, Integrals and phase portraits of planar quadratic differential systems with

invariant lines of total multiplicity four, Bull. of Acad. of Sci. of Moldova. Mathematics, No. 1(56), 2008,
27–83.

[28] D. Schlomiuk, N. Vulpe, Integrals and phase portraits of planar quadratic differential systems with
invariant lines of at least five total multiplicity, Rocky Mountain J. Math. 38 (2008), 2015–2076.

[29] D. Schlomiuk, N. Vulpe, The full study of planar quadratic differential systems possessing a line of
singularities at infinity, J. Dynam. Differential Equations 20 (2008), 737–775.

[30] D. Schlomiuk, N. Vulpe Global classification of the planar Lotka-Volterra differential systems according
to their configurations of invariant straight lines, J. Fixed Point Theory Appl. 8 (2010), 177-245

[31] N. I. Vulpe, Affine–invariant conditions for the topological discrimination of quadratic systems with a
center, Differential Equations 19 (1983), 273–280

[32] N. Vulpe, Characterization of the finite weak singularities of quadratic systems via invariant theory.
Preprint 23, Barcelona, 2010, 42 pp.

[33] Ye Yanqian and others, Theory of Limit Cycles,Transl. Math. Monographs 66, Amer. Math. Soc.,
Providence, 1984.

[34] Ye Yanqian, Qualitative Theory of Polynomial Differential Systems, Shanghai Scientific & Technical
Publishers, Shanghai, 1995 (in Chinese).
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