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BIFURCATIONS FROM NONDEGENERATE FAMILIES OF
PERIODIC SOLUTIONS IN LIPSCHITZ SYSTEMS

ADRIANA BUICA, JAUME LLIBRE AND OLEG MAKARENKOV

ABSTRACT. The paper addresses the problem of bifurcation of periodic solutions
from a normally nondegenerate family of periodic solutions of ordinary differen-
tial equations under perturbations. The approach to solve this problem can be
described as transforming (by a Lyapunov-Schmidt reduction) the initial system
into one which is in the standard form of averaging, and subsequently apply-
ing the averaging principle. This approach encounters a fundamental problem
when the perturbation is only Lipschitz (nonsmooth) as we do not longer have
smooth Lyapunov-Schmidt projectors. The situation of Lipschitz perturbations
has been addressed in the literature lately and the results obtained conclude the
existence of the bifurcated branch of periodic solutions. Motivated by recent
challenges in control theory, we are interested in the uniqueness problem. We
achieve this in the case when the Lipschitz constant of the perturbation obey a
suitable estimate.

1. INTRODUCTION

In [25] Malkin studied the bifurcation of T-periodic solutions in the n—dimensional
T-periodic systems of the form

(1.1) T = f(t,x) +eg(t,z,e),

where both functions f and ¢ are sufficiently smooth and ¢ > 0 is small. It
is assumed in [25] that the unperturbed system (namely (1.1) with ¢ = 0) has
a family of T-periodic solutions, denoted z(-,£(h)), whose initial conditions are
given by a smooth function ¢ : R¥ — R”. In these settings the adjoint linearized
differential system

has k linearly independent T-periodic solutions (-, h), ..., ug(-, h), thus the geo-
metric multiplicity of the Floquet multiplier +1 of (1.2) is at least k for each h € RF.
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Assuming, in addition, that the algebraic multiplicity' of +1 is exactly k (thus the
geometric one is also k), Malkin proved [25] that if the bifurcation function

. <u1<7-7 h‘)7 g(Tv I(T7 £(h))7 O))
M(h) = / dr
0 <uk<7—7 h),g(T,[E(T,f(h)),O))

has a simple zero hy € R¥, then for any e > 0 sufficiently small, system (1.1) has
a unique T-periodic solution x. such that z.(0) — &(hg) as ¢ — 0. Here simple
zero means that M (hg) = 0 and the Jacobian determinant of M at hg is nonzero.
As usual (-,-) denotes the inner product in R". Moreover, Malkin related the
asymptotic stability of the solution z. with the eigenvalues of the Jacobian matrix
DM (hg). The same result has been proved independently in Loud [23].

Since then, this result has been refined and developed in various directions, and the
problem itself has been treated from different perspectives, some of them leading
to other expressions of the bifurcation function [8, 11, 16, 18].

In the hypothesis that only the geometric multiplicity of the multiplier +1 of (1.2)
is k, an expression for the bifurcation function M is given in Rhouma-Chicone [28].
The mentioned property has been termed normal nondegeneracy of the manifold
§(R™).

In this paper (Theorems 2 and 3 below are our main results) we prove bifurcation
of isolated branches from normally nondegenerate {(R™) assuming only Lipschitz
continuity for the perturbation g, and continuity of the Lipschitz constant of the
map z — g(t, 2+, ) —g(t, z,0) with respect to its entries. This condition, denoted
below by (A9), has its roots in Glover-Lazer-McKenna [12] and has recently proved
its effectiveness in semi-linear perturbation problems [5, 7]. We are aware that less
regular perturbations g has been already considered in the literature, where a
topological degree method is employed to prove the existence of bifurcation (see
e.g. Feckan [11] and Kamenskii-Makarenkov—Nistri [16]). However, our paper
seems to be the first contribution that takes advantage of the Lipschitz continuity
of g to achieve uniqueness of the bifurcating branch of periodic solutions.

Our interest in Lipschitz differential equations is motivated by applications in con-
trol and optimization. In optimization, Lipschitz ingredients come from variational
inequalities constraining a differential equation (see e.g. [30]). In control, Lips-
chitz right-hand sides often appear in so-called dithered systems. Applicability
of averaging and relevant co-dimension 2 bifurcations in these systems are yet to
be justified (see [26] and discussion in the more recent paper [14]). Stability of
solutions of differential equations with Lipschitz right-hand sides is quite well un-
derstood and goes back to Lasota-Strauss [15] and can also be achieved based on
the Clarke Implicit Function Theorem [9]. This paper represents the next natural

I\* is a Floquet multiplier of the T-periodic linear system (1.2) if it is an eigenvalue of U (T, k),
where U(t, h) is a fundamental matrix solution of this system. The Floquet multiplier A* has
gometric multiplicity & when the dimension of the kernel of U(T,h) — A*I,,«n is k, while its
algebraic multiplicity is counted as a root of the algebraic equation det (U(T,h) — M xn) = 0.
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step in the development of the perturbation theory for this class of differential
equations. This theory has been pioneered by Glover-Lazer -McKenna in [12] and
recently put in a more general context by Buica-Llibre-Makarenkov [7] (where the
unperturbed systems were assumed Hamiltonian or linear).

In order to prove our main result we extend the Lyapunov-Schmidt reduction
method (see [8]) to the case of nonsmooth Lipschitz functions and derive suitable
estimates for the dependence of the Lipschitz constant of the implicit function
on state variables and parameter €. In addition, we need to discover new Lips-
chitz analogues of the smooth dependence of the solution of system (1.1) on the
parameter and the initial condition.

The paper is organized as follows. In the next section we summarize our notations.
In Section 3 we generalize the Lyapunov—Schmidt reduction method for nonsmooth
functions. In Section 4 we prove Theorem 2 and the main result of the paper,
Theorem 3.

2. NOTATIONS

The following notations will be used throughout this paper.
Let n,m,k € N, k <n,ie NU{0}.

We denote the projection onto the first k coordinates by 7 : R — R*, and the one
onto the last n — k coordinates by 7+ : R* — R*~%.

We denote by I, the identity n x n matrix, while 0,,»,, denotes the null n x m
matrix. For an n x n matrix A we denote by A* the adjoint of A, that in the case
the matrix is real reduces to the transpose.

We consider a norm in R™ denoted by || - ||. Let ¥ be an n x n real matrix. Then
||| denotes the operator norm, i.e. ||| = sup¢—; [[YE]|.

Let £ € R" and Z C R™ compact, then we denote by p(¢, Z) = mingez || — || the
distance between ¢ and Z. For 0 > 0 and z € R” the ball in R™ centered in z of
radius § will be denoted by Bs(z).

For a subset « C R"™ we denote by int(U), U and colf its interior, closure and
closure of the convex hull, respectively.

We denote by C*(R™, R™) the set of all continuous and 7 times continuously differ-
entiable functions from R" into R™.

Let F € C°(R",R") be a function that does not have zeros on the boundary of
some open bounded set U C R™. Then d(F,U) denotes the Brouwer topological
degree of F on U (see [3] or [21, Ch. 1, § 3]).

For F € C'(R",R™), DF denotes the Jacobian matrix of F. If R* = R* x R**
and o € R*, 8 € R"* then D,F(,3) denotes the Jacobian matrix of F(-, 3). For
F € C*(R",R), HF denotes the Hessian matrix of F, i.e. the Jacobian matrix of
the gradient of F.
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Let 6 > 0 be sufficiently small. With o(d) we denote a function of variable ¢ such
that o(d)/d — 0 as § — 0, while O(§) denotes a function of ¢ such that O(d)/9 is
bounded as § — 0. Besides this classical notations, we introduce now o(d) for a
function of variable § such that o(d) — 0 as 6 — 0. Here the functions o, O or o
may depend also on other variables, but the above properties hold uniformly when
these variables lie in a fixed bounded region.

We say that the function @) : R™ x R™ — R™ is locally uniformly Lipschitz with
respect to its first variable if for each compact K C R™ x R there exists L > 0
such that |Q(z1,A) — Q(z2, A)|| < L||z1 — 22| for all (z1, ), (22, A) € K.

For any Lebesgue measurable set M C [0,7] we denote by mes(M) the Lebesgue
measure of M.

3. LYAPUNOV-SCHMIDT REDUCTION METHOD FOR NONSMOOTH LIPSCHITZ
FUNCTIONS

If the continuously differentiable function P : R™ — R" vanishes on some set
Z C R"™, then sufficient conditions for the existence of zeros near Z of the perturbed
function

(3.3) F(z,e) = P(z) +eQ(z,¢), 2z €R" ¢ >0 small enough

can be expressed in terms of the restrictions to Z of the functions z — DP(z)
and z — Q(z,0). Roughly speaking, this is what is known in the literature as the
Lyapunov-Schmidt reduction method, as it is presented for instance in [8, 4] or
[21, §24.8]. In these references it is assumed that ) is a continuously differentiable
function. We show in this section that this last assumption can be weaken. The

following theorem is the main result of this section and generalizes a theorem of
[4].

Theorem 1. Let P € CY(R",R"), let Q € C*'(R™ x [0, 1], R™) be locally uniformly
Lipschitz with respect to its first variable, and let F: R™ x [0,1] — R" be given by
(3.3). Assume that P satisfies the following hypotheses.

(A1) There exist an invertible n X n matriz S, an open ball V C RF with k < n,
and a function By € C*(V,R" ) such that P wvanishes on the set Z =

U {5 (e )}

(A2) For any z € Z the matriz DP(z)S has in its upper right corner the null
k x (n—k) matriz and in the lower right corner the (n—k) x (n—k) matriz

A(z) with det (A(z)) # 0.
For any o € V we define

(3.4) Qa) = Q (s ( BO‘()‘Q) ) ,o) .

Then the following statements hold.
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(C1) For any sequences (zpm)m>1 from R™ and (€,,)m>1 from [0,1] such that z,, —
20 € Z,6m > 0asm — oo and F(z,,,em) = 0 for any m > 1, we have

-~

Q (Wsilzg) = 0.
(C2) IfQ : V — RF is such that @(a) # 0 for all & € OV and d (@, V> # 0,

then there exists 1 > 0 sufficiently small such that for each e € (0,e1] there
exists at least one z. € R™ with F(z.,e) =0 and p(z:, Z) = 0 as € — 0.

In addition we assume that there exists g € V. such that Q(ag) =0, Q(a) # 0 for
all a € V\ {ag} and d <@, V) # 0, and we denote zyp = S ( Qo

50(040)
we also assume:

(A3) P is twice differentiable in the points of Z, and for eachi € 1,k and z € Z
the Hessian matriz HP;(2) is symmetric.
(Ad) There exists 6 > 0 and Lg > 0 such that

. Moreover

1Q(r) — Qan)l| = Lgllar — aol|  for all a1, az € By, ().
(Ab) For § > 0 sufficiently small we have that

[7Q (21 + ¢, ) = 7Q (21,0) — 7Q (22 + (,€) + Q) (22, 0) || <
0(0)[|z1 — 2,
for all z1,z0 € Bs(z0) N Z, € € [0,6] and ¢ € B;(0).
Then the following conclusion holds.

(C3) There exists 05 > 0 such that for each ¢ € (0,e1] there is exactly one
2e € Bs,(20) with F(z.,e) = 0. Moreover z. — zy as € — 0.

We note that a map that satisfy (A4) is usually called dilating map (cf. [1]).
For proving Theorem 1 we shall use the following version of the Implicit Function
Theorem.

Lemma 1. Let P € C*(R™",R") and let Q € C°(R™x [0, 1], R™) be locally uniformly
Lipschitz with respect to its first variable. Assume that P satisfies the hypotheses
(A1) and (A2) of Theorem 1. Then there exist o9 > 0, ¢ > 0 and a function
B:V x [0,g0] — R such that

1 @ _ v
(C4) n~F <S< Bla,e) ) ,5) =0 for alla € V and € € [0,¢&].
(C5) Bla,e) = Pola) + ep(er, €) where pu = V x (0,e0] = R is bounded. More-
over for any o € V and € € [0,g¢], B(«, ) is the only zero of
T F <S < (‘I ) ,5> in Bs,(Bo()) and B is continuous in V x [0, ).

In addition if P 1is twice differentiable in the points of Z, then

(C6) there exists L, > 0 such that ||p(aq,e) — plag,e)|| < Lullag — aqf| for all
ar,ap €V oand e € (0, &)
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Proof. (C4) Let F : R x R"* x [0,1] — R be defined by

ﬁ(a,ﬁ,g)zp(s( g),e),

and let ]5, @ and A be defined in a similar way. Now the assumptions (A1) and

(A2) become P(a, By(a)) = 0 and, respectively, the matrix DP(a, fo(a)) has in
its upper right corner the null k& x (n — k) matrix and in the lower right corner the

(n — k) x (n — k) invertible matrix A(a, () for any a € V. Then
F(a, Bo(a),0) =0 for any o € V,

and

(3.5) det (Dﬁ (#ﬁ) (a,ﬁo(a),0)> — det ( (e, Bolcx ))) £0 forany acV.
It follows from (3.5) that there exists a radius ¢ > 0 such that

(3.6) T F(a, 3,0) £ 0 for any 8 € Bs(Bo(a))\ {Bo(a)}, a e V.
The relations (3.5) and (3.6) give (see [21, Theorem 6.3])

d(mtF(a, -,0), Bs(Bo(a))) = sign (det( (e, Bolar ))) £0, acV.

Hence, by the continuity of the topological degree with respect to parameters (using
the compactness of V) there exists £(§) > 0 such that

d(7-F(a, -, €), Bs(Bo(a))) # 0 for any ¢ € [0,(5)], e € V.
This assures the existence of 5(«,e) € Bs(fo()) such that conclusion (C4) holds
with dp = 0 and g9 = (dp).

Without loss of generality we can consider in the sequel that £(6) — 0 as 6 — 0.
The value of the radius ¢ eventually may decrease in a finite number of steps during
this proof (consequently, also the value of £(d)). Sometimes we decrease only the
value of £(9), letting  maintaining its value. Without explicitly mentioning it,
finally, in the statement of the lemma, we replace o by the least value of the
radius § and g by £(9).

(C5) Since P and 3 are C' and V is bounded, there exists 7 > 0 such that the
invertible matrix A defined by (A2) satisfies ||A(c, Bo())|| = 27 for all a € V.

Using again that P is C* and A(a, fo(a)) = Dj (WL?) (o, Bo(cv)) , we obtain that
the radius 0 > 0 found before at (C4) can be decreased, if necessary, in such a way
that || A(a, Bo(e))—Dj (ﬁiﬁ) (a, B)|| < n forall B € Bs (fo(a)) and a € V. Then
|Dg (wiﬁ) (o, B)|| > for all B € B;s (Bo(c)), @ € V. Applying the generalized

Mean Value Theorem (see [9, Proposition 2.6.5]) to the function 71P(w,-), we
obtain

(3.7) [lwtPla, 1) =7 Pla, B)[| Z nl|B = fall,  Br, B2 € Bs(fo(), a €V,
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We take Mg > 0 such that ||©((1/,_ﬁ(04,6),8)|’ < Mg for all a € V and ¢ € [0, ).
Using (3.7) we obtain for all &« € V and ¢ € [0,(0)]
0 = |[7"P(a,Bla,e) — 7 Pla, fo(e)) + enQ(a, Bla ), )|
> n||B(a,e) = Pola)|| — M.
From these last relations, denoting m = Mg /7, we deduce that
(3.8) (o, e)]| <m  foralla €V, e € (0,6(9)].
We choose Lg > 0 such that

(3.9) 1Q(, B2, €) — Q(au, B, e)|| < La ([laz — aul| + 182 — Bul])

for all By, By € Bs,(Bo(V)), a1,y € V, e € [0,20]. We decrease § > 0 in such a way
that n —eLg > 0 for any ¢ € [0,£(0)].
Let « € V, ¢ € [0,6(6)] and assume that B(a,e) and B, are two zeros of

Tt F (S ( ('y ) ,5) in Bs(fy()). Taking into account (3.7) and (3.9), we obtain

0 = ||7rlﬁ(oz7 Ba) — WLf)(a, Bla,e)) +
67TL@(OZ,52,5) — €7TL@(0%§(0475>75)H
> (n—eLo)||Be — Bl e)]].

Since n —eLg > 0 for any € € [0,e()] we deduce from this last relation that [,
and [(a, ) must coincide.

We prove in the sequel the continuity of the function 8 : V'x[0,(0)] — R"7*. Let
(a1,21) € V x[0,£(6)] be fixed and (a, €) € V x[0,£(5)] be in a small neighborhood
of (ar,e1). Consider Lp > 0 such that ||P(ay, 8) — P(e, B)|| < Lp||ar — al| for
all aj, € V and B € Bs,(Bo(V)). We diminish £(§) > 0, if necessary, and we
consider « so close to a; that B(a, ) € Bs(By(a1)). Then using (3.7) and (3.9) we
obtain

0 = [In"Plar, Bla,&1)) — 7 Pla, Bla,2)) +
et Qau, Bla, &1),61) — em Qo Bla €), )|
> nllBlar,e1) — Bla,e)l| — Lp||lon — af| -
le17Q(an, Blar,e1), e1) —em Q(a, Bla,€),2) |
and
—|lerm* Qo Bla, e1),e1) — enQav, Bla, €), &) |
> —eilgllon — af| = e1Lql|B(on, 1) — Bl €)|] —
a1 Q(a, Bla,€),e1) — emQlav, B, €), €)] .
Combining these last two relations we obtain
(n —e1Lo)llB(en, e1) — Bla,e)|| < (Lp +e1Llg)llon — ol +
le17Q(a, Bla,€),e1) — enQlav, Blav, ), )|,
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from where it follows easily that f(a, &) — S(aq,e1) when (o, ) = (aq,€1).

(C6) We define ®(cv, &) = 7+ P(a, Bo(r) + &) for all @ € V and € € R**. From
(3.7) we have that

(3.10) 1®(a, &) — ®(a, &)l = nl[& — &l| for all a € V, &1,& € B5(0).

Since P(a, By()) = 0 for all & € V, we have that ®(a, &) = 7-P(a, So() + €) —
7L P(a, Bo(e)) and that

D,®(a,&) = D, (ﬂ'Lﬁ) (o, Bo(a) + &) — D, (WLﬁ> (o, Bo()) +
[Dﬁ (wiﬁ) (a, Bo(@) + €) — Dy (wiﬁ) (a, ﬁo(a))} DBo(@).

From this expression, using that P is twice differentiable in (av, fo(at)) and Sy is
C*, we obtain for some Lg > 0 that the radius § can be eventually decreased in a
such way that

1D4®(a, )| < Lall¢]] for all a € 7, € € By(0).
Hence using the Mean Value Inequality we have
(3.11) ||®(ay, &) — ®(an, )| < Lgllé]] - || — aal| for all g, € V, € € Bs(0).
Now we use (3.10) with & = epu(ay, €), & = ep(ag, €) diminishing £(9), if necessary,

in order that &, & € Bs(0) for all ay, a0 € V and € € (0,¢(6)]. Using also (C5),
(3.8) and (3.11) we obtain

|7 Plas, B, ) — 7 Plas, Blaz, )| = ||B(as, &) — Blas, &)
(312)  =ll&r = &Il = Lall&i]] - [Jon — az]
> nellplan, e) = plag, e)l| = Leme|lar — as||

for all ay,ap € V and ¢ € (0,¢(5)]. Also using (3.9) we have

(3 13) ||7TL©(@175<04175)75)_WL@(OJ%ﬁ(O@, ), )|| <
' <eLgllu(ar,e) = plag, e)|| + Lo(1 + Lg,)l|ar — asl|

for all ay, € V and € € (0,(68)], where Lg, is the Lipschitz constant of By in V.
By definition of 8(a, ) we have 7P (o, B(ci,£)) + en*Q(oy, By, €),e) = 0 for
i € 1,2. Using (3.12) and (3.13) we obtain

0> eln—eLol - [lplan, &) — plag, €)l| = e[Lem + Lo(1 + Lg,)] - [lax — asf[

for all ay,ap € V and ¢ € (0,£(6)]. Therefore p : V x (0,2(0)] — R"* satisfies
(C6) with L, = [Lem~+ Lo(1+ Lg,)|/[n —e(6)Lg]. Hence all the conclusions hold
with dp = 0 and gy = £(9).
[
We remark that (C4) and the uniqueness part of (C5) can be obtained by means
of the Lipschitz generalization of the Inverse Function Theorem (see e.g. [19,
Theorem 5.3.8]), but we provide a different proof because the inequalities (3.7)
and (3.8) are used for proving the rest of (C5) and (C6).
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Proof of Theorem 1. Let dy, ¢, 5(a,e) and u(a,€) be as in Lemma 1. We
consider the notations F', P and @ like in the proof of Lemma 1.

(C1) Let the sequences (2,)m>1 from R™ and (&,,)m>1 from [0, 1] be such that
Zm — 20 € Z, €m — 0 as m — oo and F(zy,&,) = 0 for any m > 1. We
define o € R, the sequences (a,)m>1 from R¥ and (B, )m>1 from R % by 2o =
S ( 50(()20) ) and z, = S < %: ) Then we have that ag = nll_rgo Oy Bolg) =
lim 3, and there exists my € N such that (,, € Bs,(5o(n)) and &, € [0, &0] for
m—0o0
all m > mg. Therefore, since F'(z,,, &) = 0, Lemma 1 implies ,, = 8(am, em) for
any m > my. Since 7P (y, Bo(en)) = 0 and Dg(7P)(auy, So(ay,)) = 0, we obtain

1 ~
that lim —7P(am, B(m, em)) = 0. Hence

m—00 £,

. 1 =
0 = A%;WF<amaﬂ(&m75m)7gm)

= lim {iwﬁ(am, B(m,em)) + W@(Qm, B, Em), 5m):| = @(040)

m—00 | &,
from where (C1) follows.

(C2) Using (C4) of Lemma 1, we note that it is enough to prove the existence

of at least one zero in V of the function o — 7F (o, B(av, ), ) for each ¢ € (0,¢1]
where £; with 0 < g1 < gy has to be found. This will follow from the claim that

the Brouwer topological degree d (%ﬂ'ﬁ(-,ﬁ(-,g),é),‘/) # 0 for € € (0,&1]. Now
we prove this claim. Since S(a, ) = fo(a) + ep(a, €) with p V x (0,&0) — R™*
a bounded function, 7P («, fy(a)) = 0 and Dg(7P) (e, Bo(a)) = 0, we have

lim 7 P(a, B, £)) = 0.

e—0 &
Therefore
iy 7, e 2).2) = ting | LnPla, 5, 2) + 7@la 5o, 2)2)| = Qe

Using the continuity of the Brouwer degree with respect to the parameter ¢, and
taking into account that, by hypothesis, d(Q,V) # 0, for each ¢ € (0,&4] there
exists 1 > 0 sufficiently small such that

d <§7rf(-,5(-,5),5), v> — (O, V) £0.

Hence the claim is proved. Then for each ¢ € (0,¢;] there exists . € V such that

Wﬁ(aa,ﬂ(ae, e),€) = 0 and, moreover, using also (C4) of Lemma 1, we have that
- o,

F(ae, f(ag,e),e) = 0. Denoting z. = S ( Blav,e) we have that F(z.,¢) = 0.
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From the definitions of z. and Z, and the continuity of 3, it follows easily that
p(ze, Z) = 0as e — 0.

(C3) Since ay € V is an isolated zero of @, applying the topological degree
arguments like in (C2) for V' that shrinks to {ag}, we obtain the existence of a.

such that a. — ap as e — 0, and 7F(ae, f(ae,€),e) = 0 for any € € (0,1]. Hence
Qe Qg

Ze = S< Blaw,c) ) and zg = S ( Bols) ) € Z are such that F(z.,¢) = 0 and

Ze = zg as € — 0.
In order to prove that z. is the unique zero of F(-,¢) in a neighborhood of z,
we define

ri(a,e) = 171’?(04,5(0(,8)), ro(a, €) = W@(a,ﬂ(a,e),é) — W@(a,ﬂo(a),O),

€

for all « € V and ¢ € (0,¢;], and we study the Lipschitz properties with respect
to a of these two functions.

Since P(a, By(a)) = 0 for all a € V, by taking the derivative with respect to «
we obtain

(3.14) D, (wﬁ) (e, Bo(ev)) + Dy (Wﬁ) (o, Bo(a))DBo(a) =0 foralla € V.

Assumption (A2) assures that Dg (7r]3> (o, Bo()) = 0 for all & € V. Taking
the derivative with respect to a, we have

(3.15) Dja (wﬁ) (v, Bo(@)) + Dy (ﬁ) (@, Bo()) Dfo(a) = 0 for any a € V.

For any o € V and ¢ € R** we define ®(a, &) = Wﬁ(a,ﬁo(a) + ¢). Taking into
account the relations (3.14) and (3.15) and that, by hypothesis (A3) we have that

Dg, (wﬁ) (o, Bo(@)) = Dap (Wﬁ) (e, Bo(x)), we obtain
Da®(a,€) = D. <7r15> (@, Bo(@) +€) + Dy (wﬁ) (v, Bo() + €)DBo(r) —
Da (7P ) (0, fo(a)) = Dy (7P ) (c fo(e) Dn(ar) —
Dag (wﬁ) (a, Bo(@))€ — Dyg (wﬁ) (@, Bo(a)) Dfo(a)E.

From this last equality, using that D, (wﬁ) and, respectively, Dg (WIB) are differ-
entiable at (o, By(a)), we deduce that Do ®(a, &) = o(§) for alla € V and ¢ € R*F

with ||¢]] sufficiently small. Hence the mean value inequality assures that
[|[@(a1,€) — B, &)|] < 0(é)]Jar — ap]|  for all ay,ap € V.

In the last inequality we replace & = eu(ay, ) (where p is given by Lemma 1). We
use that D¢®(«,0) = DsmP(a, fo(a)) = 0 for any a € V, and that p is Lipschitz
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with respect to & € V. Then we obtain, considering that ¢, is small enough, for
all € € (0,&4]

||®(ar, ep(an, €)) — P(ag, ep(az, €))|| < o(e)||ar — as||  for all ay,aq € V.

Now coming back to our notations and recalling that 3(«,e) = fo(a) + eu(a, €),
we obtain for € € (0, &]

(3.16) || (a1, €) — (g, e)|] < (E)Hal—aQH for all ay,cp € V.

We will prove that a similar relation holds for the function ry. First we note
that the hypothesis (A5) and the fact that @ is locally uniformly Lipschitz with
respect to the first variable imply that

(3.17) [7Q (21 + G, €) = mQ (21,0) — 7Q (22 + (2, €) + 7Q (22,0) || <
' 0(0)llz1 = 2l + LallG = G,

for all z1,29 € Bs(z9) N Z, € € [0,6] and (3, € Bs(0). We diminish §; > 0
given in (A4) and €; > 0 in such a way that §; < 0, &g < 4, S < 5?04) ) €
0

0 .
Bs(2) and S ( 5u(k(;15) ) € B;(0) for any o € By, (), € € (0,21]. Replacing

2 ( ﬁo(az) > G= ( 8“(2’;:6) ), i € 1,2 in (3.17) we obtain that

l[ra(au, €) — ra(ag, )] <
<0(6) ([lon — aal[ + |[Bo(a1) — Bolea)[|) + eLqllp(ar, €) — plaz, e)]|

for all a1,y € Bs,(ap) and ¢ € (0,¢;]. By hypothesis, 8 is C' in V and, by
Lemma 1 (conclusion (C6)), («a,¢) — u(a,e) is Lipschitz with respect to a € V
(with a Lipschitz constant that does not depend on ¢). Hence for d;,e; < § small
enough,

(3.18) |2, &) — ro(ag, e)|| < 0(d)||ar — as||, 1,0 € By, (), € € (0,e1].

Therefore we have proved that r; and 7o satisfy the Lipschitz conditions (3.16)
and, respectively, (3.18). In what follows we define some constant d, > 0, and
after we prove that it is the one that satisfies the requirements of (C3).

We diminish §; > 0 in such a way that there exists d3 > 0 such that d3 < dy and
Bs,(Bo(aw)) € () Bs,(Bo()). We choose d; > 0 so small that S~1(Bs,(29)) C

a€By, (ao)
Bs, (ag) X Bs,(Bo(ap)). We diminish e > 0, if necessary, such that z. € Bs,(z0)
for any € € (0,&4]. For any ¢ € (0,¢;] we claim that z. is the only zero of F(-,¢) in
Bs,(20). Assume by contradiction that there exists €5 € (0,¢;] such that z., and
2y are two different zeros of F(-,e5) in Bj,(20). Denoting ag = mS~ 12y and f; =
715712y we have that 8, € Bs,(Bo(az)). By (C5) of Lemma 1, since 3, is a zero of

Tt F (S( Of2 ) ,52> (using the notations introduced before, 74 F(as, -, £2)), we
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must have that S = ((«ag,e3). Therefore a., and ay are two different zeros of
wF (-, B(-,€2),€2) in By, (ap). We have the identity

éwﬁ(a,ﬁ(a, e),e) = Q(a) + ri(c, &) + ra(a,e) for all a € V, € € (0,¢].

We denote 7(a, €) = 1 (a, €) +ra(a, e). Then assumption (A4), properties (3.16)
and (3.18) give
0= [|Q(ae,) — Qaz) +7(qey, £2) — (a2, €2)|| = (Lg — 0(e2) /g2 — 0(0))|| e, — |-
Since €1 > 0 and 6 > 0 are sufficiently small and 0 < e, < &7, the constant
(Lg—o(e2)/e2—0(0)) must be positive and, consequently, a, and ap must coincide.
Hence also z., and 2z must coincide and we conclude the proof.
[

4. BIFURCATION OF T-PERIODIC SOLUTIONS FROM T-PERIODIC FAMILIES IN
DIFFERENTIAL EQUATIONS WITH NONSMOOTH LIPSCHITZ RIGHT-HAND
SIDES

In this section we consider the problem of existence and uniqueness of T-periodic
solutions for the T-periodic differential system

(4.19) &= f(t,x)+eg(t,x,e),

where f € C*(RxR",R") and g € C°(RxR" x [0, 1], R") are T-periodic in the first
variable and ¢ is locally uniformly Lipschitz with respect to its second variable.
For z € R™ we denote by z(-, z,¢) the solution of (4.19) such that z(0, z,¢) = z.
We consider the situation when the unperturbed system

(4.20) &= f(t ),

has a non-degenerate (in a sense that will be precised below) family of T-periodic
solutions. The main tool for the proof of our main result is Theorem 1. We will
show that the assumptions of Theorem 1 can be expressed in terms of the function
g and of the solutions of the linear differential system

(4.21) y=D,f(t,x(t,2,0))y.

Indeed we have the following theorem, which generalizes a related result by Roseau
and improves it with the uniqueness of the periodic solution. The above mentioned
result by Roseau is proved in a shorter way in [4]. Here we will use the same main
ideas from [4] to prove the next result.

Theorem 2. Assume that f € C*(R x R",R") and g € C°(R x R" x [0,1], R")
are T-periodic in the first variable, and that g is locally uniformly Lipschitz with
respect to the second variable. Suppose that the unperturbed system (4.20) satisfies
the following conditions.

(AG) There exist an invertible n X n real matriz S, an open ball V' C R* with
kE < n, and a C* function By : V — R"* such that any point of the set
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zZ= {S ( e ) } 1s the initial condition of a T-periodic solution of
aeV Fo(a)
(4.20).

(A7) For each z € Z there exists a fundamental matriz solution Y (-, z) of
(4.21) such that Y (0, z) is C' with respect to z and such that the matriz
(Y=40,2) = YT, 2)) S has in the upper right corner the null k x (n—k)
matriz, while in the lower right corner has the (n — k) x (n — k) matriz

A(z) with det(A(z)) # 0.
We define the function G : V — R* by

G(a):W/OTY_l (t’s(ﬁo?a) ))g(t,x(t,s<ﬁo‘z‘a) ) ,0) ,0) dt.

Then the following statements hold.

(C7) For any sequences (@m)m>1 from CO(R,R™) and (£,)m>1 from [0,1] such
that o, (0) = z0 € Z, £y — 0 as m — 00 and ¢y, is a T-periodic solution
of (4.19) with & = e,, for any m > 1, we have that G(wS™'2) = 0.

(C8) If G(a) # 0 for any a € OV and d(G,V) # 0, then there exists 1 > 0
sufficiently small such that for each ¢ € (0,e1] there is at least one T-
periodic solution . of system (4.19) such that p(¢-(0),Z) — 0 as ¢ — 0.

In addition we assume that there exists ag € V' such that G(op) = 0, G(a) # 0 for

all « € V\ {ap} and d(G,V) # 0, and we denote zp = S Qo
Polao)

. Moreover

we also assume:
(A8) There exists 1 > 0 and Lg > 0 such that

[|G(c1) — G(a2)|| > Lallan — asl|, for all ay, s € Bs, (),

(A9) For 6 > 0 sufficiently small there exists Ms C [0,T] Lebesgue measurable
with mes(Ms) = o(5) such that

lg(t, 21 4 C,€) — g(t, 21,0) — g(t, 22 + ¢, €) + g(E, 22, 0)[| < 0(9)[[21 — 22| ,
for allt € [0,T)\ Ms and for all z1,z2 € Bs(20), € € [0,9] and ¢ € Bs(0).

Then the following conclusion holds.

(C9) There ezists 03 > 0 such that for any € € (0,e1], @- is the only T-periodic
solution of (4.19) with initial condition in Bs,(zy). Moreover ¢.(0) — 2o
as € — 0.

To prove the theorem we need three preliminary lemmas that are interesting by
themselves. For example, in Lemma 3 we prove the existence of the derivative
(in ¢ = 0) with respect to some parameter denoted ¢ of the solution of some
initial value problem without assuming that the system is C''. We also study the
properties of this derivative.



14 ADRIANA BUICA, JAUME LLIBRE AND OLEG MAKARENKOV

Lemma 2. Let f € C*(R",R") and Ky, Ky be compact subsets of R™. Then the
following inequality holds for all 29,25 € K1, 41,92 € Ky and € € [0,1].

(4.22) || f (@Y +eyn) = f(a) = f(ap+eye) +f(23)]| < O(e)] |2} —a3][+O0()|lyr —v2l| -
In addition for m > 0 sufficiently small and uy, ug, v1, V2 € By, (0) C R™ we have
| (2] + o1+ ey +eur) — f(2f +v1) —ef'(af)yf -
flag+ s+ eyl +eun) + f (25 + v2) +f (23)1]| <
o(e) +0(m)] ||z} — 23| + O(e)|vr — va| |+
o(e) +e0(m)] ||y} — y3l| + O(e)|Jur — ual|.

(4.23)

Proof. We define ®(2°,y,e) = f(2° + ey) — f(2°) for all 2° € @K, y € ok,
and € € [0,1]. Relation (4.22) follows from the mean value inequality applied to
®; with 4 € 1,n and the following estimations.

gi(; (z%y,6) = (fi)(2" +ey) — (f)'(«°) = O(e) and

Tlae) = () +en) = OC).

In order to prove relation (4.23) we define
O(a%, v,y u8) = fa” + v+ ey’ +eu) — fa' +v) —ef ()",

for all 2° € @K, y° € €Ky, u,v € By, (0) and ¢ € [0, 1]. We apply again the mean
value inequality to the components ®;, ¢ € 1, n, using the following estimations.

09,

B0 (2% 0,9 u,e) = (fi) (2 + v+ ey’ +eu) — (f,) (@ +v) —e(f)"(2°)y°
= o(e) +e(fi)" (2" + v)u
+ e [(f)" (2 +v) = (fi)'(=")] y°
= o0(e) +e0(m) + co(m)/m = o(e) + eO(m),
g—f( 0 v,9%u,e) = (f) (a° +v+ey’ +eu)— (f;,) (2" +v) = O(e),
St e =AY ot e+ ) - () ()
=e(f) (2® + v+ ey’ +eu) — (fi) (2° +v)
+e(fi) (2 +v) — e(fi)' ()
= o(e) +0(m),
g_i( O v,y ue)  =e(fi) (2 +v+ey’ +eu) = 0(e).

a
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Lemma 3. We consider f € C*(R x R*,R") and g € C°(R x R" x [0,1],R") a
locally uniformly Lipschitz function with respect to the second variable. For z € R™
and € € [0,1], we denote by x(-, z,€) the unique solution of

i’:f(t,$)+€g(t,l‘,€)7 .T(O):Z,

and by y(t,z,e) = [x(t,z,e) — x(t,2,0)] /e (here e # 0 ). We assume that for a
giwen T > 0 there exist a compact set K C R"™ with nonempty interior and 6 > 0
such that x(t, z,€) is well-defined for allt € [0,T], z € K and ¢ € [0,6]. Then the
following statements hold.

(C10) There exists y(t, z,0) = lir% y(t, z,€) being the solution of the initial value
E—>

problem

y(t) = Dxf(tvx(t7za O))y +g(t>x(tv 270)70) ) y(O) =0.

The above limit holds uniformly with respect to (t,z) € [0,T] x K.

(C11) The functions x,y : [0,T] x K x [0,d] — R™ are continuous and uniformly
Lipschitz with respect to their second variable.

(C12) In addition if there exists zy € int(K) such that assumption (A9) of Theo-
rem 2 holds with the same small 6 > 0 as above, then

||y(t7 21+ G, 5) - y(t7 <1, O) - y<t7 Zo + 675) + y(t7 22, O)H < 5(5)“21 - 22“ )
for allt € [0,T], 21,22 € Bs(z0), € € [0,6] and ¢ € B;(0).
ft,x(t, 2 €)) = f(t z(t 2,0))
i x(t, z,e) — x(t, 2,0) )
f(t,2,0) = D, f(t,x(t,2,0)). In this way we obtain the continuous function f :

[0,7] x K x [0,6] — R"™. For ¢ # 0, using the definitions of z(¢, z,¢) and y(t, z,¢)
we deduce immediately that y(0, z,£) = 0 and also that

Proof. (C10) We define f(t,z,¢) = for € # 0 and

(4.24) gt 2,€) = (L, 2(t,2,€))y(t 2,€) + g(t, 2(t, 2,€), ).
Passing to the limit as ¢ — 0, we obtain that y(-,z,0) is the solution of the
given initial value problem. Hence (4.24) holds also for ¢ = 0. Since the right
hand side of (4.24) is given by a continuous function, we have that the limit
y(t, z,0) = hI% y(t, z,¢) holds uniformly with respect to (¢,2) € [0,T] x K.

E—>

(C11) The facts that the functions x,y : [0,7] x K x [0, ] — R™ are continuous,
and that x is Lipschitz with respect to its second variable can be obtained as a
corollary of the general theorem on the dependence of the solutions of an ordinary
differential equation on the parameters (see [2, Lemma 8.2]).

It remains to prove that y : [0,T] x K x [0,] — R™ is uniformly Lipschitz with
respect to its second variable.

There exist compact subsets K7 and K, of R™ such that z(t,z,e) € K; and
y(t, z,e) € Ky for all (t,z,¢) € [0,T] x K x [0,9].

Moreover the representation z(s,z,e) = x(s,2,0) + €y(s, z,¢) allows to use
Lemma 2, relation (4.22) with 2% = x(s, 21,0), 29 = 2(s, 22,0), y1 = y(s, z1,¢),
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y2 = y(s, 22,€) in order to obtain

|’f(t7x(tazlv‘€)) - f(t7x(t72170)) - f(t,:(](t, 22’5» + f(t x(t 225 ))” <
OE)|z(t, 21,0) — x(t, 22, 0)[| + Oe)y(t, z1,€) — y(t, 22, )|,

forall t € [0,7], z € K and ¢ € [0,4]. This last inequality and the fact that g is
locally uniformly Lipschitz, used together with the representation
t t

1
w20 = 2 / [F(s,2(s,2,€)) — f(s, (s, 2,0))] ds + / o(s,2(5, 2,€), £)ds,
0 0
imply that
ly(t,21.0) — y(ts )| < (6 / ly(s, 21,) — y(s, 22,€)]| ds

5)/||9:(s,21,5)—x(s,zz,s)Hds,
0

for all t € [0, T, 21,20 € K and € € [0, J].
We use now the fact that the function x(¢, z,€) is Lipschitz with respect to z and
we deduce

Hy(ta 2178) - y(t,22,€)|l < 6<5) Hzl - zZH + 5(6) / ||y(872178> - y(87227‘€)H ds.

Applying Gronwall lemma (see [13, Lemma 6.2] or [10, Ch. 2, Lemma § 11]) we
finally have for all t € [0,77], 21,20 € K, € € [0,9], ||y(t, z1,€) — y(t, 22,¢)|| <

0(0) [[z1 — |-
(C12) First we note that assumption (A9) of Theorem 2 and the fact that g

is locally uniformly Lipschitz with respect to the second variable assure that the
following relation holds

(425) Hg<t 21 +C17 ) (t 2170> _g(ta 22+627€) _'_g(t;ZQaO)H S
< 0(9)[[21 — 22| + 0(9)[[¢G — G,
forallt € [0, T)\ Ms, 21,20 € Bs(20), € € [0, 6] and (1, (> € Bs(0). We introduce the

notations v(t, z,C) = z(t, 2+C,0) — (t, 2,0), &(s, 2 C,2) = (s, 2, C)+ey(s, 2+C, )
and u(t, z,(,e) = y(t,z + ¢, e) — y(t,2,0). Since the function z(-,-,0) is C*, v is
Lipschitz with respect to z on [0, 7] x K x Bs(0) with some constant o(J), we have
u(t7 Z? g? 6) = y(t7 z _l_ C? 8) - y(t’ Z? O)
1 t
= —/ [f(s,x(s,2 4+ C,e)) — f(s,2(s,2+ (,0)) —eD,f(s,x(s,2,0))y(s, z,0)] ds
0

€

+/0 lg(s,z(s, 2+ (,€),e) — g(s,x(s, 2,0),0)] ds.
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Our aim is to estimate a Lipschitz constant with respect to z of the function u on
[0,T] x Bs(z) x Bs(0) x [0,d]. We will apply Lemma 2, relation (4.25), the fact
that g is locally uniformly Lipschitz, and using the following decompositions and
estimations that hold for (s, z,(,e) € [0,T] x Bs(z0) x Bs(0) x [0, 4],

x(s,z4+(e) = x(s,2,0)+v(s,2,() +ey(s, z,0) + eu(s, z,(, ),
z(s,z4+(,0) = x(s,2,0)+v(s, z,(),
x(s,z+ () = x(s,z 0)+g(s,z,C,€),

lv(t, 2, Ol < 3(8),  lult, ¢ o)l <a(8),  I¢(s, 2,¢ )] < 50(),

we obtain
lu(t, 21,¢,8) — u(t, 22, ¢, €)|| <
é / ole) + (6] lla(s, 21,0) — (5, 22, 0)| + O(E)lu(s, 21,¢) — w5, 2, Ol +
[o(2) +0(0)] [y (s, 21, 0) — y(s, 22, 0)[| + O(&)[u(s, 21, ¢, €) — u(s, 22,C, €)||ds +
/(0 g, PO lla(s21,0) = (s, 2, O)ll + 3(0)|1C(s, 21, ¢, 8) = C(5, 22, G, 2) s +

0(0)[[z1 — z|l.
Now we use that some Lipschitz constants with respect to z for the functions x and
yon [0,T]x Bs(z9) %[0, 0] are 0(d), while for the functions v on [0, 7] x Bs(20) % [0, 4]
and ¢ on [0,T] x Bs(z9) x Bs(0) x [0,6] are 0(d), and finally we obtain that

||u(t7217C7€) - u(t7227C75)|| S
5(5)]]21—@\]—1—5(5)/ l|lu(t, z1,(,e) — ul(t, 22,(,€)||ds .
0

The conclusion follows after applying the Gronwall inequality.
O

Lemma 4. We consider the C' function'Y acting from R™ into the space of n x n
matrices, the C* function P : R — R™ and z, € R™ such that P(z,) = 0. We
denote P : R" — R" the C" function given by P(z) = Y (2)P(z) for all z € R™.
Then DP(z,) = Y (2,)DP(z,), P is twice differentiable in z, and, for eachi € T, n,
the Hessian matriz H P;(z.) is symmetric.

Y |~ Y

Proof. We have DP(z) = <8—Zl(z)P(z),,a—Zn(z)f’(z)> +Y(2)DP(z) for all

z € R™. From this it follows the formula for DP(z,) since P(z,) = 0.

In order to prove that P is twice differentiable in z,, taking into account the

Yy o~
- (PE)

and z — Y (2)DP(z) are differentiable in z,. The last map is C*, hence it remains

above expression of D P, it is enough to prove that for each i € 1,n, z
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to prove the differentiability only for the first one. We fix i € 1,n. From the
relation

2—;@* WP+ ) = S () P =
et ) (P4 1) = PL)) = 5o+ D) +o(h)

we deduce that z —

Y |~
z)P(z2) is differentiable in z, and that
0
Zj

D (ZZ .ﬁ) (2) = g—};(z*)Dﬁ(z*).

In order to prove that the Hessian matrix H P;(z,) is symmetric, for every j, k €
{1,...,n} we must prove that

O*P; O*P,
5250 ) = Gzaz, )
9%k 2kOZj
We denote by Y;(z) the i-th row of the n X n matrix Y (z). For all z € R" we have

OP; OP oY, | ~
oz, (2) = Yi(Z)a_Zj(Z) + 7, (2)P(2).

Then

9P aY; OP 2P oY, . oP
82j82k<2 0z, (2 >8zj<z ) +Yilz )(%jazk () + 0z; (2 )8zk (2)

Since P is C? it is easy to check the symmetry of this last relation with respect to

(7, k). 0

Proof of Theorem 2. We need to study the zeros of the function z — (T, z,¢) —
z , or equivalently of

F(z,e) =Y YT, 2)(2(T, z,¢) — 2).
The function F is well defined at least for any z in some small neighborhood of Z
and any € > 0 sufficiently small. We will apply Theorem 1. We denote
P(z) =Y NT,2) (2(T,2,0) - 2), Q(z,6) =Y YT, 2)y(T,z,¢),
where y(t,z,e) = [z(t,z,e) — x(t,2,0)] /e, like in Lemma 3. Hence F(z,e) =
P(z) +eQ(z,¢).

The fact that f is C? assures that the function z — x(T), 2,0) is also C? (see [27,
Ch. 4, § 24]). Since (see [10, Ch. III, Lemma § 12]) (Y~!(-,2))" is a fundamental
matrix solution of the system

U= —(D,f(t,x(t,2,0),0))u,

and f is C2, we have that the matrix function (¢, 2) — (Y 1(¢, 2))" is C*. Therefore

the matrix function (¢,2) — Y !(¢,2), and consequently also the function P are
ot
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By Lemma 3 we now conclude that @) is continuous, locally uniformly Lipschitz
with respect to z, and

(4.26) Q(2,0) = /0 Y=1(s, 2)g(s, 2(s, 2, 0), 0)ds.

Since, by our hypothesis (A6), x(-, z,0) is T-periodic for all z € Z we have that
x(T,2,0) — 2z =0 for all z € Z, and consequently P (z) = 0 for all z € Z. This
means that hypothesis (A1) of Theorem 1 holds. Moreover applying Lemma 4 we
have that

Ox
0z
and P satisfies hypothesis (A3) of Theorem 1. But (0z/0%) (-, z,0) is the normal-

ized fundamental matrix of the linearized system (4.21) (see [20, Theorem 2.1]).
Therefore (9z/02) (t,2,0) = Y (t,2)Y (0, z), and we can write

(4.27) DP(2) =Y 40,2) =Y YT, z) forany z € Z.

DP(z) =Y 1T, 2) ( (T, z,0) — [w) for any z € Z,

Using our hypothesis (A7) we see that also assumption (A2) of Theorem 1 is
satisfied. From the definition of G and relation (4.26) we have that

G(a) = mQ (S ( Bo?a) ) ,o) .

That is, the function denoted in Theorem 1 by @ is here GG, and it satisfies the hy-
potheses of Theorem 1. Moreover, note that when G satisfies (A8) then assumption
(A4) of Theorem 1 is fulfilled.

(C7) Follows from (C1) of Theorem 1.
(C8) Follows from (C2) of Theorem 1.

(C9) In order to prove the uniqueness of the T-periodic solution, it remains only
to check (A5) of Theorem 1. For doing this we show that the function (z,(,¢) €
Bs(z0) x Bs(0) x [0,0] — Q(z + (,¢) — Q(z,0) is Lipschitz with respect to z with
some constant 0(0). We write

Qz+¢e)—Q(2,0) = Y MT, 2+ ) [y(T, 2+ ¢, e) — y(T, 2,0)] +
YT, z+¢) =Y T,2)] y(T, 2,0).

It is known that for proving that a sum of two functions is Lipschitz with some
constant of order o(d), it is enough to prove that each function is Lipschitz with
such constant; while in order to prove that a product of two functions is Lipschitz
with some constant o(¢), it is sufficient to prove that both functions are Lipschitz
and only one of them is bounded by some constant o(9) and Lipschitz with respect
to z with some constant o(J).

By Lemma 3 we know that the function z € Bs(29) — y(7), 2,0) is Llpschltz The
fact that z — Y ~1(T, z) is C! assures that (z,¢) € Bs(z) X B(;( )= Y YT, 2+()
is Lipschitz with respect to z.
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From Lemma 3 we have that the function
(2,(,€) € Bs(z0) X Bs(0) x [0,0] — y(T,z+ (,e) —y(T, 2,0)

is bounded by some constant 0(d) and Lipschitz with some constant o(4d). Since
2+ Y YT, 2) is C!, the same is true for the function

(2,¢) € Bs(20) x Bs5(0) = [Y T, 24 () =Y (T, 2)] .

Hence @ satisfies (A5) of Theorem 1 and the conclusion holds.
O

By using Theorem 2 we can finally prove the following Lipschitz analogue of the
results by Malkin [25], Loud [23] and Rhouma-Chicone [28].

Theorem 3. Assume that f € C*(R x R",R") and g € C°(R x R" x [0,1], R")

are T-periodic in the first variable, and that g is locally uniformly Lipschitz with

respect to the second variable. Assume that the unperturbed system (4.20) satisfies

the following conditions.

(A10) There exists an open ball U C R* with k < n and a function ¢ € C1(U,R")
such that for any h € U the n x k matriz DE(h) has rank k and £(h) is the
initial condition of a T-periodic solution of (4.20).

(A11) For each h € U the linear system (4.21) with z = £(h) has the Floquet
multiplier +1 with the geometric multiplicity equal to k.

Let uy(-, h), ..., ur(-, h) be linearly independent T-periodic solutions of the adjoint

linear system

(4.28) i =—(Dyf(t z(t,£(h),0))) u,
such that uy(0,h),...,ur(0,h) are C' with respect to h and define the function
M : U — R* (called the Malkin’s bifurcation function) by

T <U1(57h)ug(sﬂx<57€(h>70>v0)>
M(h) = / ds.
0 <Uk(37h)vg(svx(‘s?g(h)v())?o»

Then the following statements hold.

(C13) For any sequences (@m)m>1 from CO°(R,R™) and (£,)m>1 from [0,1] such
that ©,,(0) — &(hy) € £(U), em — 0 as m — 0o and @, is a T-periodic
solution of (4.19) with € = &,,, we have that M (hy) = 0.

(C14) If M(h) # 0 for any h € OU and d(M,U) # 0, then there exists 1 > 0
sufficiently small such that for each ¢ € (0,e1] there is at least one T-

periodic solution @. of system (4.19) such that p(p:(0),£(U)) — 0 ase — 0.

In addition we assume that there exists hg € U such that M(ho) = 0, M(h) # 0
for all h € U\ {ho} and d(M,U) # 0. Moreover we assume that hypothesis (A9)
of Theorem 2 holds with zy = £(hy) and that

(A12) There exists 61 > 0 and Ly > 0 such that
||M(h1) — M(h2)|| Z LMth — hQH, fOT all hl,hg S Bgl(ho).
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Then the following conclusion holds.

(C15) There exists 05 > 0 such that for any € € (0,e1], @. is the only T-periodic
solution of (4.19) with initial condition in Bs,(2). Moreover ¢.(0) — &(ho)
as € — 0.

Remark 1. The existence of k linearly independent T'-periodic solutions of the
adjoint linear system (4.28) follows by hypothesis (A10) (see e.g. [10, Ch. III, § 23,
Theorem 2]). Indeed, we have that y;(t,h) = D,x(t,&(h),0)Dy,E(R) fori € 1,k are
solutions of (4.21) and they are linearly independent on the base of (A10). The
assertion follows by the fact that a linear system and its adjoint have the same
number of linearly independent solutions. Moreover, hypothesis (A11) assures that
there is no other T-periodic solution to (4.21) linearly independent of these.

Remark 2. When the function g is of class C' and the zero hy of M is simple,
all the hypotheses on g of the above theorem and the hypothesis (A12) on M are
automatically satisfied.

Proof. We apply Theorem 2. For the moment we describe the set Z that appear in
hypothesis (A6) as Z = |J {&(h)}. First we find the matrix S such that hypothesis
hel

(A7) holds. In order to achieve this, for each z € Z we denote by U(t, z) some
fundamental matrix solution of (4.28) that has in its first £ columns the T-periodic
solutions w1, ..., u; and such that z — U(0,z) is C'. Then the first ¥ columns
of the matrix U(0,z) — U(T,z) are null vectors. The matrix Y(¢,z) such that
Y~U(t,z) = [U(t, 2)]* is a fundamental matrix solution of (4.21), i.e. of the system
(z=¢(h) € 2)

(4.29) =Dy f(t,x(t,£(h),0))y.

Then the first & lines of the matrix Y ~1(0,2) — Y 1(T, 2) are null vectors. Since
the Floquet multiplier 1 of (4.21) has geometric multiplicity & we have that the
matrix Y (0, z) — Y (T, 2) has range n — k. Hence this matrix has n — k linearly
independent columns. We claim that there exists an invertible matrix S such that
the matrix (Y1(0,2) — Y~1(T, 2)) S has in the first k lines null vectors and in the
lower right corner some (n — k) x (n — k) invertible matrix A(z). With this we
prove that (A7) holds. In order to justify the claim we note first that whatever the
matrix S would be, the first & lines of (Y~1(0,2) — Y !(T,2)) S are null vectors.
Now we choose an invertible matrix S such that its last (n— k) columns are vectors
of the form

Oi—1)x1

€; — 1
O(n—i)xl

, 1€1l,n

distributed in such a way that the n—k linearly independent columns of Y 1(0, 2)—
Y YT, z) become the last n — k columns of (Y~1(0,2) — YT, 2))S. Now it is
easy to see that the (n — k) x (n — k) matrix from the lower right corner of
(Y=10,2) = YX(T, 2)) S is invertible.
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Now we come back to prove (A6). By taking the derivative with respect to h € U
of &(t,&(h)) = f(t,x(t,&(h))) we obtain that Dex(-,£(h)) - DE(R) is a matrix solu-
tion for (4.29). But z(-,£(h)) is T-periodic for any h € U, therefore Dex(-,&(h)) -
DE(h) is T-periodic. This fact assures that each column of DE(R) is the initial
condition of some T-periodic solution of (4.29) and these T" periodic solutions are

the columns of Y'(¢,£(h))Y =1(0,£(h))DE(R). Then Y (T, &(h))Y ~10,£(h))DE(R) =
DE(h), that further gives [V 71(0,£(h)) — YT, £(h))] SST'DE(R) = 0. Hence the
columns of ST DE(h) belong to the kernel of [Y71(0,&(h)) — Y 1T, £(h))] S. Since
(A7) holds we have that the kernel of [Y71(0,&(h)) — Y™YT,&(h))] S contains vec-
tors whose last n — k components are null. We deduce that there exists some k x k
matrix, denoted by ¥, such that

(4.30) S~'D¢(h) = ( 0 v )

n—k)xk

Since by the assumption (A10) the matrix DE(h) has rank k and S~ is invertible,
we have that the matrix S™'DE(h) should also have rank k, that is only possible if

(4.31) detW £ 0.

We fix some h, € U and we denote o, = 7S7'¢(h,). Using (4.30) and (4.31), and
applying the Implicit Function Theorem we have that there exists an open ball,
neighborhood of v, denoted V' C R¥, and a C' function h : V — U such that

(4.32) 7S7'¢(h(a)) =a forany a€V.

Now we define the C* function fy : V. — R as fy(a) = 7+51¢(h(«)). Note

that S ( 3 ?a) ) = ¢(h(w)). Hence the assumption (A6) of Theorem 2 is satisfied
0

with S, V and [, defined as above.
The bifurcation function G defined in Theorem 2 can be written using our no-
tations as

(4.33) C%@=W/Y“@£@mmwaﬂ&ﬂﬂwxmﬂ&

Since Y (s,&(h)) = [U(t, h)]* (see the beginning of the proof) we have that in the
first k lines of Y ~1(s,£(h)) are the vectors (uy(s,h))*, ... , (un(s,h))* and so

(wn(s,R(a)), g(s,2(5,£(h(a)),0),0))

T
/ ds.
/ ~

(uels, 7)), g(s,2(5,€(h(@)),0),0))

From here one can see that there is the following relation between G and the
Malkin bifurcation function M,

(4.34) Gla) =M (ﬁ(@) for any o € V.
(C13) Follows from (C7) of Theorem 2.
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(C14) Without loss of generality (we can diminish U, if necessary) we can con-

sider that h is a homeomorphism from V onto U and taking into account that C
is an invertible matrix by [21, Theorem 26.4] we have

deg(G, V) = deg(M,U).
Thus (C14) follows applying conclusion (C8) of Theorem 2.

(C15) We need only to prove assumption (A8) of Theorem 2 provided that our
hypothesis (A12) holds. First, taking the derivative of (4.32) with respect to a and

using (4.30), we obtain that Dh(a.) = ¢!, hence it is invertible and, moreover,
Ly, = ||[Dh(aw)]|/2 # 0. We have that there exists ¢ > 0 sufficiently small such that

|Dh(a) — Dh(e)|| < Ly, for all @ € Bs(ax). Using the generalized Mean Value
Theorem (see [9, Proposition 2.6.5]), we have that

||?L(oz1) — E(a2)|| > Lyl — ag|| for all aq, s € Bs(ayp).

Since C' is invertible, M satisfies (A10) and (4.34), we deduce that G satisfies
hypothesis (A8) of Theorem 2.
0J

5. CONCLUSIONS

In this paper we provide a perturbation result about the unique response of a
normally nondegenerate family of periodic solutions to a Lipschitz perturbation g.
Despite possible nondifferentiability of g we succedeed to construct suitable pro-
jectors that reduced the dimension of the analysis to the dimension of this family.
This suggests that, under the conditions of Theorem 3, the manifold of the fixed
points of the Poincaré map of the unperturbed system can be locally transformed
into an invariant manifold of the Poincaré map of the perturbed system. This fact
is well known for smooth differential equations (see e.g. Wiggins [31]), but we do
not know whether or not the latter is completely correct in the case where g is
only Lipschitz. Positive answer to this question could allow to access asymptotic
stability of periodic solutions given by Theorem 3.

Another question that this paper raises is whether assumption (A9) implies con-
tinuous differentiability of the bifurcation fuction @, so that (A12) is just the
requirement for the derivative of the bifurcation function M to have all its eigen-
values in the left-half plane. This is the case in particular examples, but in general
the answer is unknown to us.
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