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Abstract. We study when the celebrated May–Leonard model in \( \mathbb{R}^3 \),
describing the competition between three species and depending on two
positive parameters \( a \) and \( b \), is completely integrable; i.e. when \( a + b = 2 \)
or \( a = b \). For these values of the parameters we shall describe its global
dynamics in the compactification of the positive octant, i.e. adding its
infinity.

If \( a + b = 2 \) and \( a \neq 1 \) (otherwise the dynamics is very easy) the
global dynamics was partially known, and roughly speaking there are
invariant topological half–cones by the flow of the system. These half–
cones have vertex at the origin of coordinates and surround the bisectrix
\( x = y = z \), and foliate the positive octant. The orbits of each half–cone
are attracted to a unique periodic orbit of the half–cone, which lives on
the plane \( x + y + z = 1 \).

If \( b = a \neq 1 \) then we consider two cases. First, if \( 0 < a < 1 \) then the
unique positive equilibrium point attracts all the orbits of the interior
of the positive octant. If \( a > 1 \) then there are three equilibria in the
boundary of the positive octant, which attract almost all the orbits
of the interior of the octant, we describe completely their basins of
attractions.

1. Introduction

The Lotka–Volterra systems are classical differential systems introduced
independently by Lotka and Volterra in the 1920s to model the interaction
among species, see [15, 24], see also Kolmogorov [12]. They are equivalent to
the replicator differential equations used in game theoretic applications to
economics and evolution. See the good book of Hofbauer and Sigmund [8] for
an introduction to the Lotka-Volterra and replicator systems and their
applications. Nowadays the Lotka–Volterra systems continue being intensively
studied see for instance the recent works on them in [2, 9, 11, 16, 22, 23]
where are studied from different points of view as their phase portraits,
oscillations, traveling wave solutions, with delay, ...

A particular class of the 3–dimensional Lotka–Volterra systems are the so
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studied the 3–dimensional Lotka–Volterra differential system
\[
\begin{align*}
\dot{x} &= x(1 - x - ay - bz), \\
\dot{y} &= y(1 - bx - y - az), \\
\dot{z} &= z(1 - ax - by - z), 
\end{align*}
\] in \(x \geq 0, y \geq 0, \) and \(z \geq 0,\) describing the competition between three species
and depending on two parameters \(a > 0\) and \(b > 0.\) See [17] for the biological
meaning of the variables \(x, y, z\) and the parameters \(a\) and \(b.\) Differential
system (1) has been extensively studied by several authors, for instance see
[1, 7, 10, 13, 18, 20] and the references therein.

Let \(\mathbb{R}_+ = [0, \infty).\) Assume that \(a + b > 2\) and either \(a < 1\) or \(b < 1.\) The
carrying simplex \(S\) is the boundary in \(\mathbb{R}_+^3\) of the basin of repulsion of the
origin of the differential system (1). \(S\) is also the boundary in \(\mathbb{R}_+^3\) of the
basin of repulsion of the infinity. It is an invariant 2–dimensional surface,
homeomorphic to the standard unit simplex, whose boundary contained in
\(
\{x = 0\} \cup \{y = 0\} \cup \{z = 0\}
\)
attracts all positive orbits except the positive equilibrium point, for more details see [17, 6, 26, 21]; this boundary was
called by May and Leonard a special class of attracting periodic limit cycle
solution. In fact it is an attractor heteroclinic cycle in modern language
of the qualitative theory of differential equations, detected by first time in
a Lotka–Volterra system becomes the May–Leonard model so celebrated.
Thus, up to now, the article [17] has been quoted in 516 papers or books,
see the Google Scholar.

Our objective is to study the completely integrable systems inside the
May–Leonard model (1), and to describe its global dynamics in the com-
 pactification of \(\mathbb{R}_+^3\) in function of the parameters \(a\) and \(b.\) Roughly speak-
ing the Poincaré ball is obtained identifying \(\mathbb{R}^3\) with the interior of the
3–dimensional ball of radius one centered at the origin of coordinates, and
extending analytically the flow of the May–Leonard model to the boundary
\(S^2\) of this ball, and consequently to the infinity. In this way we can study
the behavior of the May–Leonard model in a neighborhood of the infinity,
and describe completely the global dynamics of that differential system. For
a precise information on the Poincaré compactification see the appendix.

We want to mention that the global description of the flow of a differential
system in \(\mathbb{R}^3\) is usually very difficult and generally impossible. Here, using
the compactification of Poincaré and the existence of a first integral that
we know explicitly, such a global description is possible for this differential
system coming from a relevant biological model. The way followed for pro-
viding the global phase portrait of this system can be applied to many other
systems, specially if they exhibits some first integrals.

The region of biological interest in the May–Leonard model is the first
octant of \(\mathbb{R}^3\) which its closure in the Poincaré ball is identified with
\(
R = \{(x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 \leq 1, x \geq 0, y \geq 0, z \geq 0\},
\)
and we shall describe the dynamics of the May–Leonard model in \(R.\)
We shall describe the global dynamics of the May–Leonard differential system in the octant $R$ for the following values of the parameters $a + b = 2$ or $b = a$. In the first case and if $a \neq 1$ (otherwise the dynamics is very easy, see Proposition 3) the global dynamics was partially known. We complete its study describing the dynamics at infinity, and roughly speaking showing that there are invariant topological half–cones by the flow of the system. These half–cones have vertex at the origin of coordinates and surround the bisectrix $x = y = z$, and they foliate the octant $R$. The orbits of each half–cone are attracted to a unique periodic orbit of the cone, which lives on the plane $x + y + z = 1$, see Theorem 2.

If $b = a \neq 1$ then we consider two cases. First, if $0 < a < 1$ then the equilibrium point $(1/(1 + 2a), 1/(1 + 2a), 1/(1 + 2a))$ attracts all the orbits of the interior of the octant $R$, see Theorem 4. If $a > 1$ then there are three equilibria $(1, 0, 0)$, $(0, 1, 0)$ and $(0, 0, 1)$ in the boundary of $R$, which attract almost all the orbits of $R$, we describe completely their bassins of attractions, see Theorem 4.

The reason for which we can describe completely the global dynamics of the May–Leonard differential system for the values of the parameters satisfying $a + b = 2$ or $a = b$ is that for these values the system is completely integrable, see Theorem 1.

We obtain the following new biological conclusions. First, it was known that for $a + b < 2$ there was a local stable positive equilibrium in the octant $R$, we have improved this when additionally we have that $a = b$, because then the basin of attraction of this stable positive equilibrium is the whole interior of the octant $R$, so it is a global attractor in the interior of $R$. Hence, under these values of the parameters $a = b < 1$ the three species persist and tend to an equilibrium point.

Second, it was known that for $a > 1$ and $b > 1$ there were local stable equilibria in each one of the finite boundaries $x = 0$, $y = 0$ and $z = 0$ of $R$, and consequently that there was conditions for which one specie disappears and the other two remain. Our results for $a = b > 1$ show that the bassins of attraction of these three stable equilibria located in such boundaries fill the whole interior of the octant $R$ except a surface which separates the bassins. We provide the explicit expression of this surface.

2. Statement of the main results

Let $U$ be an open and dense subset of $R$. We say that a $C^1$ function $H : U \to \mathbb{R}$ non–constant in any open subset of $U$ is a first integral of the differential system (1) if $H(x, y, z)$ is constant, for all the values of $t$ for which the solution $(x(t), y(t), z(t))$ is defined and contained in $U$. Let

$$\mathcal{X} = P^1(x, y, z) \frac{\partial}{\partial x} + P^2(x, y, z) \frac{\partial}{\partial y} + P^3(x, y, z) \frac{\partial}{\partial z}$$
be the differential operator associated to the vector field (1), then

\begin{align*}
P_1(x, y, z) &= x(1 - x - ay - bz), \\
P_2(x, y, z) &= y(1 - bx - y - az), \\
P_3(x, y, z) &= x(1 - ax - by - z).
\end{align*}

Clearly a $C^1$ function $H : U \to \mathbb{R}$ non–constant in any open subset of $U$ is a first integral of the differential system (1) if and only if $\chi H = 0$ in $U$.

Let $H_1 : U_1 \to \mathbb{R}$ and $H_2 : U_2 \to \mathbb{R}$ be two first integrals of the differential system (1), we say they are independent in $U_1 \cap U_2$ if their gradients are independent in all the points of $U_1 \cap U_2$ except perhaps in a zero Lebesgue measure set. The differential system (1) is completely integrable in $\mathbb{R}$ if it has two independent first integrals. In this case the orbits of the differential system (1) are contained in the curves $\{H_1(x, y, z) = h_1\} \cap \{H_2(x, y, z) = h_2\}$, when $h_1$ and $h_2$ vary in $\mathbb{R}$.

As far as we know the firsts in studying the first integrals of the May–Leonard model were Leach and Miritzis [13] (see also [14]), who obtained the following first integrals:

(i) $H_1 = \frac{xyz}{(x + y + z)^3}$ if $a + b = 2$ and $a \neq 1$,

(ii) $H_2 = \frac{y(x - z)}{x(y - z)}$ if $a = b \neq 1$,

(iii) $H_3 = x/z$ and $H_4 = y/z$ two independent first integrals if $a = b = 1$.

Our first result is:

**Theorem 1.** The May–Leonard differential system (1) in $\mathbb{R}$ is completely integrable if either $a + b = 2$, or $b = a$.

Theorem 1 is proved in section 3.

We remark that we have analytic expressions depending on a quadrature for the second first integral provided by the Jacobi Theorem, see section 3 and section 2.11 of [5]. But these quadratures are not easy in both cases $a + b = 2$ and $b = a$.

The exact knowledge of the dynamics of the May–Leonard differential system for the values of the parameters $a$ and $b$ when $a + b = 2$ or $b = a$, provide many information about the dynamics of these systems when the parameters $a$ and $b$ are sufficiently near to this straight lines in the quadrant $\{(a, b) : a > 0, b > 0\}$ of the parameters.

In order to describe the global dynamics of the May–Leonard differential system in $\mathbb{R}$ we need to describe the $\alpha$– and $\omega$–limits of all orbits of system (1) in $\mathbb{R}$. For a precise definition of the $\alpha$–limit and of the $\omega$–limit of an orbit, see for instance section 1.4 of [4].

Since the planes of coordinates and the infinity are invariant by the Poincaré compactification of system (1), the four boundaries of $\mathbb{R}$ are invariant. As usual we denote the boundary of $\mathbb{R}$ by $\partial \mathbb{R}$. The flow on these boundaries and in the interior of $\mathbb{R}$ is described in the next theorem when
$a + b = 2$. For a definition of topologically equivalent phase portraits see for instance section 1.3 of [4].

If $A$ is a subset of $\mathbb{R}^3$, its image inside the Poincaré ball $B$ through the identification of $\mathbb{R}^3$ with the interior of this ball is denoted by $p(A)$. Thus for instance the plane $\{x + y + z = 1\}$ of $\mathbb{R}^3$ inside the Poincaré ball is denoted by $p(\{x + y + z = 1\})$.
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**Figure 1.** The global dynamics on the octant $R$ for $a + b = 2$ and $0 < a < 1$.

**Theorem 2.** The following statements hold for the May–Leonard differential system restricted to $R$ when $a + b = 2$ and $(a, b) \neq (1, 1)$. All the figures quoted in this theorem corresponds to the case $0 < a < 1$, for the case $1 < a < 2$ we must reverse the orientation of all the orbits contained at infinity and at the invariant 2-dimensional simplex $p(\{x + y + z = 1\}) \cap R$.

(a) The phase portrait of the Poincaré compactification of system (1) on the boundaries $p(x = 0)$, $p(y = 0)$ and $p(z = 0)$ of $R$ is topologically equivalent to the one described in Figure 1(a).
(b) The phase portrait of the Poincaré compactification of system (1) on
\( \mathbb{R}^\infty = \partial \mathbb{R} \cap \{ x^2 + y^2 + z^2 = 1 \} \), i.e. the phase portrait at the infinity
of \( \mathbb{R} \), is topologically equivalent to the one described in Figure 1(b).
More precisely, the boundary of \( \mathbb{R}^\infty \) is a heteroclinic cycle formed by
three equilibrium points coming from the ones located at the end of the
three positive half-axes of coordinates, and three orbits connecting
these equilibria each one coming from the orbit at the end of every
plane of coordinates; in the interior of \( \mathbb{R}^\infty \) we have a center (coming
from the end of the invariant bisectriz \( x = y = z \)), its periodic orbits
filled completely the interior of \( \mathbb{R}^\infty \).

(c) The plain \( x + y + z = 1 \) is invariant by the flow of system (1). The
phase portrait on the \( 2 \)-dimensional simplex \( \mathbb{R} \cap p(\{ x + y + z = 1 \}) \)
is topologically equivalent to the one described in Figure 1(c). The
boundary of this simplex is a heteroclinic cycle formed by the equi-
librium points \( p((1,0,0)), p((0,1,0)), \) and \( p((0,0,1)) \) located at the
vertices of the simplex, and three orbits connecting these equilibria
each one on every side of the simplex; in the interior of the simplex
we have a center at the equilibrium \( p((1/3,1/3,1/3)) \), its periodic
orbits filled completely the interior of the simplex.

(d) The algebraic surfaces \( xyz = h(x + y + z)^3 \) with \( h \in (0,1/27] \) are
invariant by the flow of system (1), and \( \mathbb{R} \cap p(xyz = h(x + y +
z)^3) \) is homeomorphic to a half-cone \( C_h \) with vertex at the origin
of coordinates and ending at infinity in one of the periodic orbits of
the center at infinity drawn in Figure 1(b) if \( h \in (0,1/27] \), and if
\( h = 1/27 \) than it coincides with \( p(x = y = z) \). Every half-cone \( C_h \)
intersect the simplex \( \mathbb{R} \cap p(\{ x + y + z = 1 \}) \) in one of the periodic
orbits contained in the simplex. Moreover the orbits on \( C_h \) below the
simplex have their \( \alpha \)-limit at the equilibrium point \( p((0,0,0)) \) and
their \( \omega \)-limit at the periodic orbit \( p(\{ x + y + z = 1 \}) \) \( \cap C_h \). The
orbits on \( C_h \) upper the simplex have their \( \alpha \)-limit in the periodic
orbit at the infinity \( \mathbb{R}^\infty \) located at the end of the cone \( C_h \) and their
\( \omega \)-limit in the periodic orbit \( p(\{ x + y + z = 1 \}) \) \( \cap C_h \). See Figure
1(d). On the invariant line \( \mathbb{R} \cap p(\{ x + y + z = 1 \}) \) the equilibrium
\( p((1/3,1/3,1/3)) \) attracts the two orbits which has at both sides.

The proof of Theorem 2 is given in section 4.

Basically the new results of Theorem 2 are the description of the flow at
infinity of \( R \) (statement (b)) and the existence of the invariant cones \( C_h \) (see
statement (d)). The rest of the results can be essentially find in the articles
[1, 7, 20].

The following result describes the trivial dynamics of the May–Leonard
differential system when \( a = b = 1 \), and we do not prove it.

**Proposition 3.** The following statements hold for the May–Leonard differ-
etial system (1) when \( a = b = 1 \).
Figure 2. The global dynamics on the octant $R$ for $b = a < 1$.

(a) All the straight lines through the origin are invariant.
(b) Let $\gamma$ be an straight line through the origin of $\mathbb{R}^3$. Then the flow on $p(\gamma) \cap R$ has three equilibria, two at its endpoints. The third equilibrium is on the simplex $R \cap p(\{x + y + z = 1\})$. This last equilibrium attracts the two orbits which has at both sides.

(c) The infinity $R^\infty$ of $R$ and the simplex $R \cap p(\{x + y + z = 1\})$ are filled of equilibria.

When we talk about a topological hexagon $S$ (respectively sector) we mean that $S$ is homeomorphic to an hexagon (respectively sector). The flow of the May–Leonard differential system on the boundary and in the interior of $R$ is described in the next theorem when $b = a$.

**Theorem 4.** The following statements hold for the May–Leonard differential system when $b = a ≠ 1$.

(a) The phase portrait of the Poincaré compactification $p(\mathcal{X})$ of system (1) on the boundaries $p(x = 0) \cap R$, $p(y = 0) \cap R$ and $p(z = 0) \cap R$ of $R$ is topologically equivalent to the one described in Figure 2(a) if $0 < a < 1$, and Figure 3(a) if $a > 1$.

(b) The planes $x = y$, $y = z$ and $z = x$ are invariant by the flow of system (1), and the phase portrait of $p(\mathcal{X})$ on $p(x = y) \cap R$, $p(y = z) \cap R$ and $p(z = x) \cap R$ are topologically equivalent to the ones described in (b.1), (b.2) and (b.3) of Figure 2 if $0 < a < 1$, and Figure 3 if $a > 1$.

(c) The phase portrait of $p(\mathcal{X})$ on $R^\infty$, i.e. the phase portrait at the infinity of $R$, is topologically equivalent to the one described in Figure 2(c) if $0 < a < 1$, and Figure 3(c) if $a > 1$.

(d) The algebraic surfaces $y(x − z) = hx(y − z)$ with $h \in \mathbb{R}$ are invariant by the flow of system (1) and they are elliptic cones for $h ≠ 0, 1$. There are three kinds of topological cones $B \cap p(y(x − z) = hx(y − z))$ in the Poincaré ball. First the ones that restricted to $R \cap p(y(x − z) = hx(y − z))$ contain the image in the Poincaré ball of the half–axes $y$ and $z$, the negative half–axis $x$, and the positive part of the bisectrix $x = y = z$. The other two kinds are obtained from the first kind permuting cyclically the letters $x$, $y$ and $z$.

The first kind of topological cones $B \cap p(y(x − z) = hx(y − z))$ restricted to $R$ are topological sectors $S_h$ with vertex at the origin $p((0,0,0))$, its two sides are the image in the $R$ of the positive half–axes $y$ and $z$, all the sectors contain the image in $R$ of the positive part of the bisectrix $x = y = z$, and their boundary at infinity. The other two kinds of topological cones also intersect to $R$ in topological sectors which can be described as in the first kind permuting cyclically the letters $x$, $y$ and $z$.

The flow on one of these sectors of the first kind $S_h$ is topologically equivalent to the one described in Figure 2(d) if $0 < a < 1$, and
Figure 3. The global dynamics on the octant $R$ for $b = a > 1$.

Figure 3(d) if $a > 1$. Similar figures can be drawn for the sectors of the other two kinds.
(e) If $0 < a < 1$ then all orbits contained in the interior of $R$ have their $\omega$–limit at $P = p((1/(1 + 2a), 1/(1 + 2a), 1/(1 + 2a)))$.

Assume $a > 1$. If

$$C = (R \cap p\{x = y \geq z\}) \cup (R \cap p\{y = z \geq x\}) \cup (R \cap p\{z = x \geq y\}),$$

then all the orbits contained in the interior of $R \setminus C$ have their $\omega$–limit in one of the following three attractor equilibria $p((1, 0, 0))$, $p((0, 1, 0))$ and $p((0, 0, 1))$. The three basins of attraction of these equilibria are separated by the set $C$.

(f) For $0 < a < 1$ there exists an invariant topological hexagon $S$ of consecutive vertices the equilibria $p((1, 0, 0))$, $p((1/(1 + a), 0, 1/(1 + a)))$, $p((0, 1, 0))$ and $p((1/(1 + a), 1/(1 + a), 0))$, and sides on $p(x = 0) \cap R$, $p(y = 0) \cap R$ and $p(z = 0) \cap R$. The vertices alternate saddles with repeller nodes being $p((1, 0, 0))$ a repelling node. In the interior of this topological hexagon there is the equilibrium $P$ which is an attracting node. The flow on $S$ is topologically equivalent to the one described in Figure 2(e).

For $a > 1$ there exists an invariant topological hexagon $S$ with the same vertices and sides on the planes of coordinates. The vertices alternate saddles with attracting nodes being $(1, 0, 0)$ an attracting node. In the interior of this topological hexagon there is the equilibrium $p$ which is a repeller node. The flow on $S$ is topologically equivalent to the one described in Figure 3(e).

The proof of Theorem 4 is given in section 5.

Statement (f) of Theorem 4 is not relevant for describing the global dynamics of the May–Leonard differential system when $a = b \neq 1$, but it shows that the invariant surface given by the simplex $p\{x + y + z = 1\} \cap R$ which plays a key role for describing the global dynamics when $a + b = 2$, persists now in the invariant surface given by the topological hexagon.

3. PROOF OF THEOREM 1

The results used in this section works for differential systems in $\mathbb{R}^n$, but here are presented for the May–Leonard differential system (1) defined on the octant $R$ given in (2).

The proof of Theorem 1 needs to recall some classical results on integrability due to Jacobi and Whittaker, see for more details the book of Goriely [5].

Let $J = J(x, y, z)$ be a non–negative $C^1$ function non–identically zero on any open subset whose domain of definition is an open and dense subset of $R$. Then $J$ is a Jacobi multiplier of the differential system (1) in $R$ if

$$\int_{\Omega} J(x, y, z) \, dx \, dy \, dz = \int_{\varphi(\Omega)} J(x, y, z) \, dx \, dy \, dz,$$
where $\Omega$ is any open subset of $R$ and $\varphi_t$ is the flow defined by the differential system (1) in $R$.

The following result goes back to Jacobi, for a proof see Theorem 2.7 of [5].

**Theorem 5 (Jacobi Theorem).** Consider the differential system (1) in $R$, and assume that it admits a Jacobi multiplier $J = J(x, y, z)$ and one first integral. Then the system admits an additional first integral functionally independent with the previous one. That is, the differential system (1) in $R$ is completely integrable.

From (3) the divergence of the May–Leonard vector field is

$$\text{div} = \frac{\partial P_1}{\partial x} + \frac{\partial P_2}{\partial y} + \frac{\partial P_3}{\partial z} = 3 - (2 + a + b)(x + y + z).$$

In general given a function $J$ it is not easy to verify (4). We have the following result of Whittaker [25], which plays a main role for detecting Jacobi multipliers.

**Proposition 6.** Let $J = J(x, y, z)$ be a non–negative $C^1$ function non–identically zero on any open subset of $R$ whose domain of definition is dense in $R$. Then $J$ is a Jacobi multiplier of the differential system (1) if and only if the divergence of the differential system

$$\dot{x} = J(x, y, z)x(1 - x - ay - bz),$$
$$\dot{y} = J(x, y, z)y(1 - bx - y - az),$$
$$\dot{z} = J(x, y, z)z(1 - ax - by - z),$$

is zero.

One of the best tools to look for first integrals is the Darboux theory of integrability. Now we shall introduce the basic notions of this theory which will allow us to compute the Jacobi multipliers. Let $\mathbb{R}[x, y, z]$ be the ring of polynomials in the variables $x, y, z$ with coefficients in $\mathbb{R}$. We say that $f = 0$ with $f \in \mathbb{R}[x, y, z]$ is an invariant algebraic surface of the vector field $\mathbf{X}$ if there exists a polynomial $K \in \mathbb{R}[x, y, z]$ such that $\mathbf{X}f = Kf$. The polynomial $K = K(x, y, z)$ is called the cofactor of $f$. It is easy to see that since the May–Leonard system (1) is a polynomial differential system of degree 2, every cofactor has degree at most 1. Of course, an invariant algebraic surface $f = 0$ with degree of $f$ equal to one, is an invariant plane.

Since on the points of an invariant algebraic surface $f = 0$ the gradient $(\partial f/\partial x, \partial f/\partial y, \partial f/\partial z)$ of the surface is orthogonal to the vector field $\mathbf{X}$ because $\mathbf{X}f = Kf$, the vector field $\mathbf{X}$ is tangent to the surface $f = 0$. Hence, if an orbit of the vector field $\mathbf{X}$ has a point on the surface $f = 0$ the whole orbit is contained in the surface $f = 0$. This justifies the name of invariant algebraic surface given to the algebraic surface $f = 0$ satisfying $\mathbf{X}f = Kf$ for some polynomial $K$, because this surface is invariant under the flow defined by $\mathbf{X}$. 
In the proof of Theorem 1 we will use the following well known result of the Darboux theory of integrability, see for instance [4, Chapter 8], there is it proved for polynomial vector fields in $\mathbb{R}^2$, but the same proof works for polynomial vector fields in $\mathbb{R}^n$, and in particular for the May–Leonard vector field $\mathcal{X}$.

**Theorem 7** (Darboux theory of integrability). *Suppose that the polynomial vector field $\mathcal{X}$ defined in $\mathbb{R}^3$ admits $p$ invariant algebraic surfaces $f_i = 0$ with cofactors $K_i$ for $i = 1, \ldots, p$. If there exist $\lambda_i \in \mathbb{R}$ not all zero such that*

$$
\sum_{i=1}^{p} \lambda_i K_i = -\text{div},
$$

*then the following function*

$$
|f_1|^{\lambda_1} \cdots |f_p|^{\lambda_p},
$$

*is a Jacobi multiplier of the vector field $\mathcal{X}$.\'*

We note that a Jacobi multiplier of a vector field is usually called an integrating factor if the vector field is defined in $\mathbb{R}^2$.

**Proof of Theorem 1.** If $a = b = 1$ since $H_3$ and $H_4$ are two independent first integrals of system (1), it is completely integrable.

Assume that $b = 2 - a$ and $(a, b) \neq (1, 1)$. Then the May–Leonard vector field $\mathcal{X}$ has four invariant planes $f_i = 0$ with cofactors $K_i$, namely

$$
\begin{align*}
  f_1 &= x, & K_1 &= 1 - x - ay - bz; \\
  f_2 &= y, & K_2 &= 1 - bx - y - az; \\
  f_3 &= z, & K_3 &= 1 - ax - by - z; \\
  f_4 &= x + y + z - 1, & K_4 &= -x - y - z.
\end{align*}
$$

Since $\sum_{i=1}^{4} -K_i = -\text{div}$, by Theorem 7 we obtain that

$$
J = J(x, y, z) = \frac{1}{xyz|x + y + z - 1|},
$$

is a Jacobi multiplier of $\mathcal{X}$ in $\mathbb{R}$ when $b = 2 - a$ and $(a, b) \neq (1, 1)$. This can be checked directly seeing that the divergence of the differential system (5) is zero. Now, since system (1) in $\mathbb{R}$ has the first integral $H_1$ and a Jacobi multiplier, by Theorem 5, it is completely integrable in $\mathbb{R}$. This proves the theorem when $a + b = 2$ and $(a, b) \neq (1, 1)$.\'*
Assume that \( b = a \) and \((a, b) \neq (1, 1)\). Then the May–Leonard vector field \( \mathcal{X} \) has four invariant planes \( f_i = 0 \) with cofactors \( K_i \), namely

\[
\begin{align*}
f_1 &= x, & K_1 &= 1 - x - ay - bz; \\
f_2 &= y, & K_2 &= 1 - bx - y - az; \\
f_3 &= z, & K_3 &= 1 - ax - by - z; \\
f_4 &= x - z, & K_4 &= 1 - x - ay - z; \\
f_5 &= y - z, & K_5 &= 1 - ax - y - z; \\
f_6 &= x - y, & K_6 &= 1 - x - y - az.
\end{align*}
\]

Since

\[
J = J(x, y, z) = x \frac{a + 1}{1 - a} y \frac{a - 2}{1 - a} z \frac{a + 1}{1 - a} |x - z|^\frac{3}{a - 1},
\]

by Theorem 7 we obtain that

\[
\frac{a + 1}{1 - a} K_1 + \frac{a - 2}{1 - a} K_2 + \frac{a + 1}{1 - a} K_3 + \frac{3}{a - 1} K_4 = -\text{div},
\]

is a Jacobi multiplier of \( \mathcal{X} \) in \( R \) when \( b = a \) and \((a, b) \neq (1, 1)\). Again this can be checked directly seeing that the divergence of the differential system 5 is zero. Now, since system (1) in \( R \) has the first integral \( H_2 \) and a Jacobi multiplier, by Theorem (5), it is completely integrable in \( R \). This proves the theorem when \( b = a \) and \((a, b) \neq (1, 1)\). \( \square \)

4. Proof of Theorem 2

In this section we assume that \( b = 2 - a, 0 < a < 2 \) and \( a \neq 1 \).

First, we shall study the finite equilibrium points of the May–Leonard system (1) contained in \( \mathbb{R}_+^3 \), i.e. we must study the solutions of the system

\[
\begin{align*}
x(1 - x - ay - (2 - a)z) &= 0, \\
y(1 - (2 - a)x - y - az) &= 0, \\
z(1 - ax - (2 - a)y - z) &= 0.
\end{align*}
\]

They are

\[
p_0 = (0, 0, 0), \ p_1 = (1, 0, 0), \ p_2 = (0, 1, 0), \ p_3 = (0, 0, 1), \ p_4 = \left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right).
\]

An equilibrium point \( p \) of the May–Leonard differential system is hyperbolic if all the eigenvalues of the Jacobian matrix of the system at \( p \) have nonzero real part. The Grobman–Hartman Theorem (see for instance [19]) reduces the study of the local phase portrait at a hyperbolic singular point to study the phase portrait of its linear part. More precisely, the local phase portrait in a sufficiently small neighborhood of a hyperbolic equilibrium point \( p \) of a \( C^1 \) differential system is homeomorphic to the phase portrait of the linear part of the differential system at \( p \). Using this theorem we obtain the following results.

The eigenvalue at \( p_0 \) is 1 with multiplicity three. So, locally \( p_0 \) is a repeller. Note that the three positive half-axis of coordinates are formed by orbits because the coordinates planes are invariant. Then, the orbits on these three half-axis near \( p_0 \) have \( \alpha \)–limit \( p_0 \).
The eigenvalues at \( p_1 \) are \(-1\), \( a - 1 \) and \( 1 - a \). Since the planes of coordinates and the plane \( x + y + z = 1 \) are invariant (see section 3), their intersections are invariant, and consequently formed by orbits.

Assume now that \( 0 < a < 1 \). Studying the eigenvectors of the Jacobian matrix at \( p_1 \), we obtain that the two orbits at both sides of \( p_1 \) on the \( x \)-axis have \( \omega \)-limit \( p_1 \). The open segment with endpoints \( p_1 \) and \( p_2 \) is formed by an orbit with \( \omega \)-limit \( p_1 \) (and consequently \( \alpha \)-limit \( p_2 \)). The open segment with endpoints \( p_1 \) and \( p_3 \) is formed by an orbit whose \( \alpha \)-limit is \( p_1 \).

If \( 1 < a < 2 \) then we must reverse the orientation of the orbits living in the two previous segments contained in the plane \( x + y + z = 1 \).

The local behavior at the equilibrium points \( p_2 \) and \( p_3 \) can be studied as we did for \( p_1 \). In this way we obtain that on boundary of \( \{ x + y + z = 1 \} \cap \mathbb{R}^3_+ \) we have a heteroclinic cycle formed by the three equilibria \( p_k \) for \( k = 1, 2, 3 \), and the three orbits living on the three open segments connecting these three points. The orientation of this cycle is different for \( 0 < a < 1 \) than for \( 1 < a < 2 \).

The equilibrium point \( p_4 \) lives in the invariant plane \( x + y + z = 1 \). We want to study the dynamics on this invariant plane. Taking \( z = 1 - x - y \) the May–Leonard differential system restricted to this plane becomes

\[
\dot{x} = (1 - a)x(-1 + x + 2y), \\
\dot{y} = (a - 1)y(-1 + 2x + y).
\]

Doing a rescaling of the time variable we must study the equilibrium point \((1/3, 1/3)\) of the system

\[
\dot{x} = -x(-1 + x + 2y), \\
\dot{y} = y(-1 + 2x + y).
\]

We translate the equilibrium \((1/3, 1/3)\) at the origin of coordinates doing the change of variables \( x = X + 1/3 \) and \( y = Y + 1/3 \). In the new variables the system writes

\[
\dot{X} = -\frac{1}{3}(1 + 3X)(X + 2Y), \\
\dot{Y} = \frac{1}{3}(2X + Y)(1 + 3Y).
\]

We shall write the linear part at the origin of this system in its real Jordan normal form. So, we do the change of variables \( X = u \) and \( Y = -\sqrt{3}u/2 - v/2 \), and the system becomes

\[
\dot{u} = -v + \frac{3}{2}(v^2 - u^2), \\
\dot{v} = u(1 + 3v).
\]

For a proof of the next result see Theorem 8.15 of [4].

**Theorem 8** (Kapteyn–Bautin Theorem). A quadratic system that has a center at the origin can be written in the form

\[
\dot{x} = -y - bx^2 - Cxy - dy^2, \quad \dot{y} = x + ax^2 + Axy - ay^2.
\]
This system has a center at the origin if and only if at least one of the following conditions holds

(i) \( A - 2b = C + 2a = 0 \),
(ii) \( C = a = 0 \),
(iii) \( b + d = 0 \),
(iv) \( C + 2a = A + 3b + 5d = a^2 + bd + 2d^2 = 0 \).

The differential system (8) satisfies condition (iii) of Theorem 8, so it has a center at the origin. Since the Poincaré map around this center is analytic and coincides with the identity, the periodic orbits surrounding this center reaches the previous heteroclinic cycle. The orientation of these periodic orbits coincides with the orientation of the heteroclinic cycle. This completes the proof of statement (c) of Theorem 2.

Proof of statement (b) of Theorem 2. We shall study the dynamics on the infinity \( R^\infty \) of \( R \) using the Poincaré compactification, see for more details the appendix.

Thus our differential system (1) in the local chart \( U_1 \) writes

\[
\begin{align*}
\dot{z}_1 &= (a - 1)z_1(1 + z_1 - 2z_2), \\
\dot{z}_2 &= (a - 1)z_2(-1 + 2z_1 - z_2), \\
\dot{z}_3 &= z_3(1 + a(z_1 - z_2) + 2z_2 - z_3),
\end{align*}
\]

see for more details equations (14). In \( R^\infty \cap U_1 \) the coordinates satisfy \( z_1 \geq 0, z_2 \geq 0 \) and \( z_3 = 0 \). So the equilibrium points in \( R^\infty \cap U_1 \) are \((0,0,0)\) and \((1,1,0)\).

The equilibrium point \((0,0,0)\) is located at the end of the \( x \)-axis, their eigenvalues are \( a - 1 \), \( 1 - a \) and \( 1 \) with eigenvectors \((1,0,0)\), \((0,1,0)\) and \((0,0,1)\) respectively. Since the planes of coordinates and the sphere at infinity are invariant, their intersection is formed by orbits. So, if \( 0 < a < 1 \) the open arc of \( R^\infty \) corresponding at the end of the plane \( z = 0 \) is formed by an orbit having as \( \omega \)-limit the equilibrium \((0,0,0)\), and the open arc of \( R^\infty \) corresponding at the end of the plane \( y = 0 \) is formed by an orbit having as \( \alpha \)-limit the equilibrium \((0,0,0)\). The orbit on the \( x \)-axis near \((0,0,0)\) has this equilibrium as its \( \alpha \)-limit. Similar studies can be done for the equilibria located at the origin of the local charts \( U_2 \) and \( U_3 \), i.e. at the end of the \( y \)- and \( z \)-axis respectively. Thus the boundary of \( R^\infty \) is formed by a heteroclinic cycle formed by three equilibria coming from the ones located at the end of the positive half-axes, and the three orbits living on the three open arcs connecting these three points and contained in the boundary of \( R^\infty \). The orientation of this heteroclinic cycle is different for \( 0 < a < 1 \) than for \( 1 < a < 2 \).

We claim that the local phase portrait at the equilibrium \((1,1,0)\) of the local chart \( U_1 \), and consequently located at the end of the bisectrix \( x = y = z \), restricted to the infinity is a center. Moreover, since the bisectrix \( x = y = z \) is invariant by the flow and the eigenvalues of the equilibrium
(1, 1, 0) are \(3\) and \(\pm \sqrt{3}(a-1)i\), the orbit on the bisectrix near the equilibrium \((1, 1, 0)\) has this equilibrium as its \(\alpha\)-limit.

Now we prove the claim. We restrict the differential system (9) to infinity, i.e. to \(z_3 = 0\), and we translate the equilibrium \((1, 1)\) of this restricted system at the origin doing the change of variables \(z_1 = Z_1 + 1\) and \(z_2 = Z_2 + 1\). Then, in the new coordinates we get the system

\[
\begin{align*}
\dot{Z}_1 &= (a-1)(1 + Z_1)(Z_1 - 2Z_2), \\
\dot{Z}_2 &= (a-1)(1 + Z_2)(2Z_1 - Z_2).
\end{align*}
\]

We remove the constant \(a-1\) doing a rescaling of the time. Doing the change of variables \(Z_1 = v\) and \(Z_2 = -\sqrt{3}u/2 + v/2\) we write the linear part of the previous system in its real Jordan normal, and after dividing it by \(\sqrt{3}\) doing again a rescaling of the time we get the system

\[
\begin{align*}
\dot{u} &= -v + \frac{1}{2}(u^2 - v^2) + \frac{2}{\sqrt{3}}uv, \\
\dot{v} &= u(1 + v).
\end{align*}
\]

Since this system satisfies condition (iii) of Theorem 8, its origin is a center, and using the same arguments than in the proof of statement \((c)\) the image of the periodic orbits of this center in \(\mathbb{R}^\infty\) filled the whole interior of \(\mathbb{R}^\infty\). This completes the proof of the claim, and consequently of statement \((b)\). \(\square\)

**Proof of statement \((a)\) of Theorem 2.** Putting together the information on the local phase portraits on the five equilibria that there are on the compactified plane \(x = 0\) intersection with \(R\), three finite equilibria and two infinite ones at the endpoints of the positive half-axes \(y\) and \(z\). Plus the information given by the Poincaré–Bendixson Theorem (see for instance Corollary 1.30 of [4]) we obtain easily the global phase portrait on \(p(x = 0) \cap R\) described in Figure 1(a).

In a similar way we obtain the global phase portraits on \(p(y = 0) \cap R\) and \(p(z = 0) \cap R\) described in Figure 1(a). So this statement is proved. \(\square\)

**Proof of statement \((d)\) of Theorem 2.** Since \(H_1 = xyz/(x + y + z)^3\) is a first integral the algebraic surfaces \(S_h = \{(x, y, z) \in \mathbb{R}_+^3 : xyz = h(x + y + z)^3\}\) are invariant by the flow. Note that if a point \((x, y, z)\) belongs to \(c_h\), then the whole half-straight line starting at the origin and passing through this point is contained in \(c_h\). Take one of these half-straight lines contained in \(c_h\), it intersects the plane \(x + y + z = 1\) in a point, the periodic orbit through this point is also contained in \(c_h\). Therefore, \(C_h = p(c_h)\) is homeomorphic to a half-cone having its vertex at \(p(0, 0, 0)\), and ending in one of the periodic orbits of the infinity \(\mathbb{R}^\infty\).

It is easy to check that \(c_h\) is not empty if and only \(h \in (0, 1/27)\), that for \(h = 1/27\) the topological cone \(c_h\) degenerates in the bisectrix \(x = y = z\), and that for \(h \in (0, 1/27)\) the cones \(c_h\) foliated the interior of \(\mathbb{R}_+^3\).
Again using the Poincaré–Bendixson Theorem on every invariant topological cone $C_h$ we obtain on each of it the dynamics described in statement (d) of Theorem 2. This completes the proof of the statement. □

5. Proof of Theorem 4

In all this section we assume $b = a \neq 1$ and $a > 0$. Then the May–Leonard differential system reduces to

$$
\begin{align*}
\dot{x} &= x(1 - x - a(y + z)), \\
\dot{y} &= y(1 - y - a(x + z)), \\
\dot{z} &= z(1 - z - a(x + y)).
\end{align*}
$$

This system has exactly eight finite singular points, namely $(0, 0, 0)$, $(1, 0, 0)$, $(0, 1, 0)$, $(0, 0, 1)$, $(1/a + 2a, 1/a + 2a, 1/a + 2a)$, $(1/a + a, 1/a + a, 0)$, $(0, 1/a + a, 1/a + a)$, $(0, 1/a + a, 1/a + a)$.

The linear part at the equilibrium $(0, 0, 0)$ has a unique eigenvalue $1$ with multiplicity three. Therefore, it is a repelling equilibrium.

The eigenvalues of the linear part at the equilibria $(1, 0, 0)$, $(0, 1, 0)$ and $(0, 1, 0)$ are $-1$ and $1 - a$ with multiplicity two. When $a < 1$ these equilibria have an 1–dimensional stable manifold and a 2–dimensional unstable one, and for $a > 1$ these equilibria are attractors.

The eigenvalues of the linear part at the equilibrium $(1/(1 + 2a), 1/(1 + 2a), 1/(1 + 2a))$ are $-1$ and $(a - 1)/(1 + 2a)$ with multiplicity two. Therefore, this equilibrium is an attractor if $a < 1$, and it has an 1–dimensional stable manifold and a 2–dimensional unstable one if $a > 1$.

The eigenvalues of the linear part at the equilibria $(1/(1 + a), 1/(1 + a), 0)$, $(1/(1 + a), 0, 1/(1 + a))$, $(0, 1/(1 + a), 1/(1 + a))$ are $-1$, $(a - 1)/(1 + a)$ and $(1 - a)/(1 + a)$. Therefore they have a 2–dimensional stable manifold and an 1–dimensional unstable one.

Now we shall study the infinite equilibrium points of the May–Leonard differential system (10), and we start to prove the different statements of Theorem 4.

Proof of statement (c) of Theorem 4. In the local chart $U_1$ the differential system (10) becomes

$$
\begin{align*}
\dot{z}_1 &= (a - 1)z_1(z_1 - 1), \\
\dot{z}_2 &= (a - 1)z_2(z_2 - 1), \\
\dot{z}_3 &= z_4(1 + a(z_1 + z_2) - z_3).
\end{align*}
$$

Recall that the infinity $\mathbb{R}^\infty$ in any local chart corresponds to the invariant plane $z_3 = 0$.

System (11) has four equilibria at infinity: $(0, 0, 0)$, $(1, 0, 0)$, $(0, 1, 0)$ and $(1, 1, 0)$. The linear part at the equilibrium $(0, 0, 0)$ has the eigenvalue $1 - a$.
with multiplicity 2 at infinity and eigenvalue 1 in its finite direction. Therefore, on the infinity \((0,0,0)\) is an unstable (respectively stable) node if \(a < 1\) (respectively if \(a > 1\)).

The eigenvalues of the linear part at the equilibrium \((1,0,0)\) are \(a - 1\) and \(1 - a\) at infinity and eigenvalue \(a + 1\) in its finite direction. Therefore, on the infinity \((1,0,0)\) is a saddle such that its stable (respectively unstable) separatrix is contained in the \(z_1\)-axis when \(a < 1\) (respectively when \(a > 1\)).

The linear part at the equilibrium \((0,1,0)\) has eigenvalues \(1 - a\) and \(a - 1\) at infinity and eigenvalue \(a + 1\) in its finite direction. Therefore, on the infinity it is a saddle whose stable (respectively unstable) separatrix is contained in the \(z_2\)-axis if \(a < 1\) (respectively when \(a > 1\)).

The eigenvalues of the linear part at the equilibrium \((1,1,0)\) are \(a - 1\) with multiplicity 2 at infinity, and \(2a + 1\) in its finite direction. Therefore, on the infinity it is a stable (respectively unstable) node if \(a < 1\) (respectively when \(a > 1\)).

Note that the previous four equilibria are unstable in their finite direction.

The local chart \(U_1\) does not covers the end part of the plane \(x = 0\) at the infinity of \(\mathbb{R}_+^3\). So we shall consider the expression of the May–Leonard differential system in the local chart \(U_2\). Both charts together covers all the infinity of \(\mathbb{R}_+^3\) except the equilibrium at the endpoint of the invariant positive half–axis \(z\).

In the local chart \(U_2\) restricted to the infinity of \(\mathbb{R}_+^3\) the system (10) writes

\[
\begin{align*}
\dot{z}_1 &= (a - 1)z_1(z_1 - 1), \\
\dot{z}_2 &= (a - 1)z_2(z_2 - 1), \\
\dot{z}_3 &= z_3(1 + a(z_1 + z_2) - z_3).
\end{align*}
\]

We are interested only in the equilibria which are on \(z_1 = 0\) and \(z_3 = 0\). There are two of such equilibria \((0,0,0)\) and \((0,1,0)\).

The eigenvalues of the linear part at the equilibrium \((0,0,0)\) are \(1 - a\) with multiplicity 2 at infinity, and 1 in its finite direction. Therefore, on the infinity it is an unstable (respectively stable) node if \(a < 1\) (respectively when \(a > 1\)).

The linear part at the equilibrium \((0,1,0)\) has the eigenvalues \(1 - a\) and \(a - 1\) at infinity, and \(a + 1\) in its finite direction. Therefore, on the infinity this equilibrium is a saddle having its stable (respectively unstable) separatrix contained in the \(z_2\)-axis if \(a < 1\) (respectively when \(a > 1\)).

Note again that the previous two equilibria are unstable in their finite direction.

Now we only need to study the equilibrium at the endpoint of positive \(z\)-half–axis, i.e. the equilibrium at the origin of the local chart \(U_3\). In this
chart system (10) becomes
\[
\begin{align*}
\dot{z}_1 &= (a - 1)z_1(z_1 - 1), \\
\dot{z}_2 &= (a - 1)z_2(z_2 - 1), \\
\dot{z}_3 &= z_3(1 + a(z_1 + z_2) - z_3).
\end{align*}
\]

The linear part at the equilibrium \((0,0,0)\) has eigenvalues \(1 - a\) with multiplicity 2 at infinity, and 1 in its finite direction. Therefore, at infinity if \(a < 1\) (respectively \(a > 1\)) then this equilibrium is an unstable (respectively stable) node.

In short taking into account the local behavior at all the infinite equilibria, and the fact that the boundaries of the invariant planes at the infinity \(\mathbb{R}^3\) are invariant, it follows the phase portrait at the infinity \(R^\infty\) described in the Figure 2(c) and Figure 3(c). So the proof of this statement is complete.

**Proofs of statements (a) and (b) of Theorem 4.** Putting together the information on the local phase portraits of all finite and infinite equilibria living on invariant surfaces \(p(x = 0) \cap R, p(y = 0) \cap R, p(z = 0) \cap R, p(x = y) \cap R, p(y = z) \cap R\) and \(p(z = x) \cap R\) (already obtained in this section), plus the information given by the Poincaré–Bendixson Theorem we obtain easily the global phase portrait on the six invariant mentioned surfaces described in the statements (a) and (b) of Theorem 4.

**Proof of statement (d) of Theorem 4.** We only prove statement (d) for the sectors of first kind, the proof for the other sectors is completely similar.

Since \(H_2 = y(x-z)/(y(y-z))\) is a first integral when \(b = a \neq 1\) (the case that now we are studying), the algebraic surfaces \(g(x-z) = hx(y-z)\) with \(h \in \mathbb{R}\) are invariant by the flow of system (1). Using the classification of quadrics it easy to check that these quadratic algebraic surfaces are elliptic cones if \(h \neq 0,1\).

It is immediate to check that every one of these cones contains the three axes of coordinates plus the bisection \(x = y = z\). More precisely, the half-cone which intersects the octant \(\mathbb{R}^3_+\) contains the positive half-axes \(y\) and \(z\), the negative half-axis \(x\), and the positive part of the bisection \(x = y = z\).

These cones restricted to \(\mathbb{R}^3_+\) are homeomorphic to a sector \(S_h\) with vertex at the origin of coordinates, its two sides are the positive half-axes \(y\) and \(z\), all the sectors contain the positive part of the bisection \(x = y = z\), and their boundary at infinity. So the finite equilibria \((0,0,0), (0,1,0), (0,0,1)\) and \((1/(1+2a), 1/(1+2a), 1/(1+2a))\) are contained in this sector, together with the three infinite equilibria at the end of the \(y\) and \(z\) axes, and at the end of the positive part of the bisection \(x = y = z\). The sector \(S_h\) is invariant by the flow of the May–Leonard differential system, and we know the local phase portraits of the mentioned equilibria restricted to \(S_h\), then using the Poincaré–Bendixson Theorem it follows that the flow on one of the sectors \(S_h = p(S_h)\) is topologically equivalent to the one described in Figure 2(d) if \(0 < a < 1\), and Figure 3(d) if \(a > 1\). Hence, statement (d) is proved.
Proof of statement (e) of Theorem 4. The three kind of sectors \( s_h \) of statement (d) together with the invariant planes \( x = y, y = z \) and \( z = x \) restricted to the octant \( \mathbb{R}^3_+ \) foliated it.

If \( a < 1 \) on each of the open leaves of the foliation the equilibrium \((1/(1+2a), 1/(1+2a), 1/(1+2a))\) is an attractor, consequently it is a global attractor in the interior of \( \mathbb{R}^3_+ \).

If \( a > 1 \) on each of the open leaves of the foliation two of the three equilibria \((1,0,0), (0,1,0)\) and \((0,0,1)\) attract all the periodic orbits in the interior of \( \mathbb{R}^3_+ \), with the exception of the orbits contained in the invariant set

\[
c = (\mathbb{R}^3_+ \cap \{x = y \geq z\}) \cup (\mathbb{R}^3_+ \cap \{y = z \geq x\}) \cup (\mathbb{R}^3_+ \cap \{z = x \geq y\}).
\]

Therefore, all the orbits contained in the interior of \( \mathbb{R}^3_+ \setminus b \) have their \( \omega \)-limit in one of the following three attractors \((1,0,0), (0,1,0)\) and \((0,0,1)\). The three basins of attraction of these nodes are separated by the set \( b \). The set \( C \) of the statement (e) of Theorem 4 is \( C = \overline{p(c)} \).

Proof of statement (f) of Theorem 4. As before the three kind of sectors \( s_h \) of statement (d) together with the invariant planes \( x = y, y = z \) and \( z = x \) restricted to the octant \( \mathbb{R}^3_+ \) foliated it.

Suppose \( a < 1 \). For the sectors \( S_h = \overline{p(s_h)} \) having the flow described in Figure 2(d), we consider in \( s_h \) the two separatrices which go to the equilibrium \((1/(1+2a), 1/(1+2a), 1/(1+2a))\) starting at the equilibria \((0,1,0)\) and \((0,0,1)\) moving \( h \) continuously these two separatrices define a surface passing through the equilibrium \((1/(1+2a), 1/(1+2a), 1/(1+2a))\). We also have other two surfaces passing through the equilibrium \((1/(1+2a), 1/(1+2a), 1/(1+2a))\) coming from the other two kind of sectors. Pasting together the image of these three surfaces in \( R \) we obtain the topological hexagon \( S \) defined in statement (f) of Theorem 4.

In a similar way we obtain the corresponding topological hexagon \( S \) for \( a > 1 \).

The appendix: Poincaré compactification of \( \mathbb{R}^3 \)

In \( \mathbb{R}^3 \) we consider the polynomial differential system

\[
\dot{x} = P^1(x, y, z), \quad \dot{y} = P^2(x, y, z), \quad \dot{z} = P^3(x, y, z),
\]
or equivalently its associated polynomial vector field \( X = (P^1, P^2, P^3) \). The degree \( n \) of \( X \) is defined as \( n = \max\{\deg(P^i) : i = 1, 2, 3\} \).

Let \( S^3 = \{y = (y_1, y_2, y_3, y_4) \in \mathbb{R}^4 : \|y\| = 1\} \) be the unit sphere in \( \mathbb{R}^4 \), and

\[
S_+ = \{y \in S^3 : y_4 > 0\} \quad \text{and} \quad S_- = \{y \in S^3 : y_4 < 0\}
\]

be the northern and southern hemispheres, respectively. The tangent space to \( S^3 \) at the point \( y \) is denoted by \( T_y S^3 \). Then, the tangent hyperplane

\[
T_{(0,0,0,1)}S^3 = \{(x, y, z, 1) \in \mathbb{R}^4 : (x, y, z) \in \mathbb{R}^3\}
\]
is identified with $\mathbb{R}^3$.

We consider the central projections

$$f_+ : \mathbb{R}^3 = T_{(0,0,0,1)} S^3 \to S_+ \quad \text{and} \quad f_- : \mathbb{R}^3 = T_{(0,0,0,1)} S^3 \to S_-,$$

defined by

$$f_+(x) = \frac{1}{\Delta x} (x, y, z, 1) \quad \text{and} \quad f_-(x) = -\frac{1}{\Delta x} (x, y, z, 1),$$

where $\Delta x = (1 + x^2 + y^2 + z^2)^{1/2}$. Through these central projections, $\mathbb{R}^3$ can be identified with the northern and the southern hemispheres, respectively. The equator of $S^3$ is $S^2 = \{ y \in S^3 : y_4 = 0 \}$. Clearly, $S^2$ can be identified with the infinity of $\mathbb{R}^3$.

The maps $f_+$ and $f_-$ define two copies of $X$, one $Df_+ \circ X$ in the northern hemisphere and the other $Df_- \circ X$ in the southern one. Denote by $\overline{X}$ the vector field on $S^3 \setminus S^2 = S_+ \cup S_-$ which restricted to $S_+$ coincides with $Df_+ \circ X$ and restricted to $S_-$ coincides with $Df_- \circ X$.

In what follows we shall work with the orthogonal projection of the closed northern hemisphere to $y_4 = 0$. Note that this projection is a closed ball $B$ of radius one, whose interior is diffeomorphic to $\mathbb{R}^3$ and whose boundary $S^2$ corresponds to the infinity of $\mathbb{R}^3$. We shall extend analytically the polynomial vector field $\overline{X}$ to the boundary, in such a way that the flow on the boundary is invariant. This new vector field $p(X)$ on $B$ will be called the \textit{Poincaré compactification of $X$}, and $B$ will be called the \textit{Poincaré ball}. Poincaré introduced this compactification for polynomial vector fields in $\mathbb{R}^2$, and its extension to $\mathbb{R}^n$ can be found in [3].

As $S^3$ is a differentiable manifold, to compute the expression for $p(X)$ we can consider the eight local charts $(U_i, F_i), (V_i, G_i)$ where $U_i = \{ y \in S^3 : y_i > 0 \}$, and $V_i = \{ y \in S^3 : y_i < 0 \}$ for $i = 1, 2, 3, 4$; the diffeomorphisms $F_i : U_i \to \mathbb{R}^3$ and $G_i : V_i \to \mathbb{R}^3$ for $i = 1, 2, 3, 4$ are the inverses of the central projections from the origin to the tangent planes at the points $(\pm 1, 0, 0, 0), (0, \pm 1, 0, 0), (0, 0, \pm 1, 0)$ and $(0, 0, 0, \pm 1)$, respectively. Thus the analytical field $p(X)$ in the local chart $U_1$ becomes

$$z_3^n \left( \frac{z_3}{\Delta z} \right)^{n-1} \left( -z_1 P^1 + P^2, -z_2 P^1 + P^3, -z_3 P^1 \right),$$

where $P^i = P^i (1/z_3, z_1/z_3, z_2/z_3)$. The expressions of $p(X)$ in $U_2$ and $U_3$.

These are

$$z_3^n \left( \frac{z_3}{\Delta z} \right)^{n-1} \left( -z_1 P^2 + P^1, -z_2 P^2 + P^3, -z_3 P^2 \right),$$

where $P^i = P^i (z_1/z_3, 1/z_3, z_2/z_3)$ in $U_2$, and

$$z_3^n \left( \frac{z_3}{\Delta z} \right)^{n-1} \left( -z_1 P^3 + P^1, -z_2 P^3 + P^2, -z_3 P^3 \right),$$
where $P_i = P_i(z_1/z_3, z_2/z_3, 1/z_3)$ in $U_3$. The expression for $p(X)$ in $U_4$ is $z_3^{n+1} (P^1, P^2, P^3)$ where the component $P_i = P_i(z_1, z_2, z_3)$. See the details the Poincaré compactification in $\mathbb{R}^n$ in [3], or for an easy deduction in $\mathbb{R}^2$ the chapter 5 of [4].

The expression for $p(X)$ in the local chart $V_i$ is the same as in $U_i$ multiplied by $(-1)^{n-1}$.

When we shall work with the expression of the compactified vector field $p(X)$ in the local charts we omit the factor $1/(\Delta z)^{n-1}$. We can do that through a rescaling of the time.

We remark that all the points on the sphere at infinity in the coordinates of any local chart have $z_3 = 0$.

The oritogonal projection of the closed north hemisphere of $S^3$ on the hyperplane $y_4 = 0$ is a closed ball $B$ of radius 1 centered at the origin of coordinates, whose interior is diffeomorphic to $\mathbb{R}^3 = T_{(0,0,0,1)} S^3$ and whose boundary $S^2$ is the infinity of $\mathbb{R}^3$. This closed ball $B$ is the Poincaré ball.
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