ON THE EXTENSIONS OF THE DARBOUX THEORY OF INTEGRABILITY
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Abstract. Recently some extensions of the classical Darboux integrability theory to autonomous and non-autonomous polynomial vector fields have been done. The classical Darboux integrability theory and its recent extensions are based on the existence of algebraic invariant hypersurfaces. However, the algebraicity of the invariant hypersurfaces is not necessary and the unique necessary condition is the algebraicity of the cofactors associated to them. In this note it is established a more general extension of the classical Darboux integrability theory.

1. Introduction

One of the classical problems in the theory of differential equations is to decide when a differential system is integrable or not. There is not a unique definition of integrability for a differential equation. Initially, the notion of “integrability” was introduced to describe the property of differential equations for which all local and global information can be obtained either explicitly from solutions or implicitly from invariants. The first class of invariants are the constants of motion, conserved quantities or first integrals. Of course there are also other invariants like integral invariants, integrating factors, Jacobi multipliers, Lax pairs or Lax operators, tensor invariants, or symmetries which give rise to different techniques for integrating differential equations, see for instance [1, 4, 20, 22, 29, 31] and references therein. The connections between these different techniques are, in general, unknown and these connections induce a very active research topic, see for example [2, 6, 19].

In this note we focus on the integrability problem for differential systems and in this context the notion of integrability is based on the knowledge of first integrals which can be represented by the combination of known functions.
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In 1878 Darboux [9] presented a simple method to construct first integrals and integrating factors for planar polynomial vector fields using their invariant algebraic curves. In short, he showed how first integrals of polynomial vector fields possessing sufficient invariant algebraic curves can be constructed. Specifically, he proved that if a planar polynomial system of degree $m$ has at least $q = m(m + 1)/2$ invariant algebraic curves, then it has a first integral or an integrating factor of the form $\prod_{i=1}^{q} f_i^{\lambda_i}(x, y)$ for suitable $\lambda_i \in \mathbb{C}$ not all zero and where $f_i(x, y) = 0$ are invariant algebraic curves for $i = 1, \ldots, q$. In 1979 Jouanolou [21] showed that if $q = m(m + 1)/2 + 2$ then the polynomial system has a rational first integral and consequently all its invariant curves are algebraic. In 1983 Prelle and Singer [30] proved that if a polynomial system has an elementary first integral, then this first integral can be computed by using the invariant algebraic curves of the system. In 1992 Singer [33] proved that if a polynomial system has a Liouvillian first integral, then it can be computed by using the invariant algebraic curves and the exponential factors of the system. Indeed, Darboux [10] extended his method to polynomial vector fields in $\mathbb{C}^n$ by using invariant algebraic hypersurfaces. Recently, some extensions of this classical method started by Darboux have been done by several authors, taking into account exponential factors and the multiplicity of the invariant algebraic curves or hypersurfaces, see [8, 25, 26, 27] and references therein. In [3, 23] the Darboux theory of integrability is extended to non-autonomous polynomial vector fields in $\mathbb{C}^n$. More precisely, in such works differential vector fields which are polynomials in the variables $x_1, x_2, \ldots, x_n$ with coefficients which are functions of the independent variable $t$ are considered.

All these extensions are based on the existence of invariant algebraic hypersurfaces. However, the algebraicity of the invariant hypersurfaces is not necessary and the unique necessary condition is the algebraicity of the cofactors associated to them. In this note, a more general extension of the classical Darboux integrability theory is established.

2. Extensions of the Darboux Theory of Integrability

Let $U$ be an open subset of $\mathbb{C}$. We denote by $\mathcal{C}^k(U, \mathbb{C})$ the set of $\mathcal{C}^k$ functions from $U \to \mathbb{C}$ such that they do not vanish in $U$ except in a subset of Lebesgue measure zero and such that the closure of their domain of definition is $U$. In the subsequence, we assume that $k \geq 1$ is high enough so that all the considered computations can be done by at least continuous functions. We also consider the ring of polynomials in the variables $x_1, \ldots, x_n$ with coefficients in $\mathcal{C}^k(U, \mathbb{C})$ and we denote it
by $C^k(U, \mathbb{C})[x] = C^k(U, \mathbb{C})[x_1, \ldots, x_n]$. We also denote by $C^k(U, \mathbb{C})(x)$ the ring of rational functions in the variables $x_1, \ldots, x_n$ and coefficients in $C^k(U, \mathbb{C})$.

In this note we consider complex polynomial differential systems in $\mathbb{C}^n$ of the form

$$
\dot{x}_j = P_j(t, x_1, \ldots, x_n) = \sum_{0 \leq i_1 + \cdots + i_n \leq m} a_{i_1, \ldots, i_n}(t) x_1^{i_1} \cdots x_n^{i_n},
$$

with $a_{i_1, \ldots, i_n}(t) \in C^k(U, \mathbb{C})$ and $P_j \in C^k(U, \mathbb{C})[x]$ for $j = 1, \ldots, n$. System (1) is a polynomial differential system in the variables $x_1, \ldots, x_n$ of degree $m = \max\{\deg P_1, \ldots, \deg P_n\}$ in $x_1, \ldots, x_n$. Note that in the particular case that the coefficients $a_{i_1, \ldots, i_n}(t)$ are polynomials in the variable $t$ then adding the differential equation $\dot{t} = 1$ we can apply the classical Darboux integrability theory to system (1). In the case that all the functions $P_j$ do not depend on $t$ we say that system (1) is autonomous. On the contrary we say that it is non-autonomous. Additionally, we associate with the differential system (1) the vector field

$$
X = \frac{\partial}{\partial t} + \sum_{j=1}^n P_j \frac{\partial}{\partial x_j}
$$

or

$$
X = \sum_{j=1}^n P_j \frac{\partial}{\partial x_j}
$$

in the non-autonomous case or the autonomous one, respectively. One can extend the Darboux integrability theory by considering invariant hypersurfaces $f_i = 0$ of the form $f_i \in C^k(U, \mathbb{C})[x]$ which satisfy $X(f_i) = K_i f_i$ where $K_i \in C^k(U, \mathbb{C})[x]$ is called the cofactor of the invariant hypersurface $f_i = 0$. The works [3, 23] go in this direction. In what follows we call such invariant hypersurfaces polynomial invariant hypersurfaces. Another possible extension consists in considering exponential factors. Assume that $h, g \in C^k(U, \mathbb{C})[x]$ are coprime in the variables $x_1, \ldots, x_n$. The function $F = \exp(g/h)$ is an exponential factor of system (1) if for some $L \in C^k(U, \mathbb{C})[x]$ the following identity $XF = LF$ is satisfied, where $L$ is called the cofactor of the exponential factor $F$. Finally, any function of the form

$$
f_1^{\lambda_1} \cdots f_p^{\lambda_p} \exp(g/h)
$$

is called a generalized Darboux function.

Let $W$ be an open subset of $U \times \mathbb{C}^n$, where $U$ is the open set of $\mathbb{C}$ considered at the beginning of the section. A function $H : W \to \mathbb{C}$ is a first integral of system (1) if $H$ is continuous, not locally constant and constant on each trajectory of the system (1) contained in $W$. We note that if $H$ is of class at least $C^1$ in $W$, then $H$ is a first integral if it is not locally constant and $X(H) = 0$ on $W$. 
A function \( M : W \to \mathbb{C} \) is a Jacobi multiplier of system (1) if \( M \) is of class \( C^1 \), not locally zero and satisfies \( \mathcal{X}(M) = -(\text{div} \mathcal{X})M \) where \( \text{div} \mathcal{X} = \sum_{i=1}^n \frac{\partial P_i}{\partial x_i} \) is the divergence of system (1).

For systems (1) a Darboux first integral is a first integral given by a generalized Darboux function (2), and in a similar way we define a Darboux Jacobi multiplier.

The extensions of the Darboux integrability theory for differential systems are established in Theorem 2 in [23] and Theorem 8 in [3]. Both extensions are based in the computation of the rank of the Wronskian matrix of the cofactors corresponding to the invariant hypersurfaces and to the exponential factors. More precisely consider \( K_1, \ldots, K_r \) cofactors of the invariant hypersurfaces or of the exponential factors of \( \mathcal{X} \), and denote by \( W \) the Wronskian matrix of the cofactors defined as

\[
W = W(K_1, \ldots, K_r) = \begin{pmatrix}
K_1 & \cdots & K_r \\
\mathcal{X}(K_1) & \cdots & \mathcal{X}(K_r) \\
\vdots & \ddots & \vdots \\
\mathcal{X}^{(r-1)}(K_1) & \cdots & \mathcal{X}^{(r-1)}(K_r)
\end{pmatrix},
\]

where \( \mathcal{X}^{(l+1)}(K_i) = \mathcal{X}(\mathcal{X}^{(l)}(K_i)) \). In the following section we improve these extensions taking into account that it is not necessary that the functions that define the invariant hypersurfaces \( f_i \) or the exponential factors \( h \) and \( g \) be polynomials in the variables \( x_1, x_2, \ldots, x_n \), that is, it is not necessary the algebraicity of these functions with respect to the variables \( x_1, x_2, \ldots, x_n \) and the unique necessary condition is the algebraicity of the cofactors associated to them.

We shall need the following result which is Lemma 14 proved in [23].

Let \( S = \{K_1, \ldots, K_p\} \) be a set of polynomials of \( \mathcal{C}^k(U, \mathbb{C})[x] \) and let \( S_r \) be a subset of \( S \) of \( r \) elements. We denote by \( \mathcal{W}(S_r) \) the Wronskian of these \( r \) elements. We write \( \mathcal{W}_r = 0 \) if for all subsets \( S_r \) of \( S \) we have that \( \mathcal{W}(S_r) \equiv 0 \) for all \( t \in U \). If for some subset \( S_r \) we have that \( \mathcal{W}(S_r) \neq 0 \) for some \( t \in U \), then we write \( \mathcal{W}_r \neq 0 \). We say that the set of the polynomials of \( S \) satisfies condition \( \mathcal{W}^s \) if there exists \( s \in \{2, 3, \cdots, p\} \) such that \( \mathcal{W}_j \neq 0 \) for \( j = 1, \cdots, s - 1 \) and \( \mathcal{W}_s = 0 \).

**Lemma 1.** Assume that \( K_1, \cdots, K_r \in \mathcal{C}^k(U, \mathbb{C})[x] \setminus \{0\} \).

(a) If there is \( (t_0, x_0) \in U \times \mathbb{C}^n \) such that \( \mathcal{W}_r \neq 0 \) at \( (t_0, x_0) \), then \( K_1, \cdots, K_r \) are linearly independent over \( \mathbb{C} \).
(b) If the set \( \{K_1, \cdots, K_r\} \) satisfies the condition \( \mathcal{W}^s \) for some \( s \in \{2, 3, \cdots, r\} \), then there exists a subset of \( s \) elements linearly dependent over \( \mathbb{C} \).
3. A more general extension

Let $U$ be a connected open subset of $\mathbb{C} \times \mathbb{C}^n$. We consider $C^k(U, \mathbb{C} \times \mathbb{C}^n)$ the ring of functions of class $C^k$ with respect all its variables $t, x_1, x_2, \ldots, x_n$. Now we deal with a differential system of the form (1) and we consider invariant hypersurfaces $f_i \in C^k(U, \mathbb{C} \times \mathbb{C}^n)$ and exponential factors $F = \exp(g/h)$ where $g, h \in C^k(U, \mathbb{C} \times \mathbb{C}^n)$. However for each invariant hypersurface and exponential factor we assume that their cofactors $K_i \in C^k(U, \mathbb{C})[x]$ (the ring of polynomials in the variables $x_1, x_2, \ldots, x_n$ with coefficients in $C^k(U, \mathbb{C})$). The following statement generalizes the results given in [3, 23]. Indeed, the following theorem provides an extension of the Darboux theory of integrability for $n$-dimensional autonomous or non-autonomous differential systems.

**Theorem 2.** We assume that the differential system (1) of degree $m$ admits

(i) $p$ invariant hypersurfaces $f_1 = 0, \ldots, f_p = 0$ with cofactors $K_1, \ldots, K_p$, where $f_1, \ldots, f_p \in C^k(U, \mathbb{C} \times \mathbb{C}^n)$ and $K_1, \ldots, K_p \in C^k(U, \mathbb{C})[x]$.

(ii) $q$ exponential factors $F_{p+1}, \ldots, F_{p+q}$ with cofactors $K_{p+1}, \ldots, K_{p+q}$ where each $F_i = \exp(g_i/h_i)$ and $g_i, h_i \in C^k(U, \mathbb{C} \times \mathbb{C}^n)$ and $K_{p+1}, \ldots, K_{p+q} \in C^k(U, \mathbb{C})[x]$.

We further assume that $d \log f_1, \ldots, d \log f_p, d \log F_{p+1}, \ldots, d \log F_{p+q}$ are $\mathbb{C}$-linearly independent as $C^{k-1}$ 1-forms in $U \subseteq \mathbb{C} \times \mathbb{C}^n$. Then the following statements hold.

(a) $p + q > \text{rank}(W(K_1, \ldots, K_{p+q}))$ if and only if there is a first integral. This first integral is a generalized Darboux first integral of the form (2).

(b) $p + q > \text{rank}(W(K_1, \ldots, K_{p+q}, \text{div} \mathcal{X}))$ if and only if there is a Darboux Jacobi multiplier of $\mathcal{X}$ of the form (2).

**Proof.** By hypothesis we have $p$ invariant hypersurfaces $f_i = 0$ with cofactors $K_i$, and $q$ exponential factors $F_{p+j}$ with cofactors $K_{p+j}$. That is, the $f_i$'s satisfy $\mathcal{X} f_i = K_i f_i$, and the $F_{p+j}$'s satisfy $\mathcal{X} F_{p+j} = K_{p+j} F_{p+j}$.

We have the following equalities

$$
\mathcal{X} \left( f_1^{\lambda_1} \cdots f_p^{\lambda_p} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_q} \right) = \\
\left( f_1^{\lambda_1} \cdots f_p^{\lambda_p} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_q} \right) \left( \sum_{i=1}^p \lambda_i \frac{\mathcal{X} f_i}{f_i} + \sum_{j=1}^q \mu_j \frac{\mathcal{X} F_{p+j}}{F_{p+j}} \right) = \\
\left( f_1^{\lambda_1} \cdots f_p^{\lambda_p} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_q} \right) \left( \sum_{i=1}^p \lambda_i K_i + \sum_{j=1}^q \mu_j K_{p+j} \right).
$$
We prove statement (a). Since \( p + q > \text{rank}(W(K_1, \ldots, K_{p+q})) \), then by Lemma 1 there is a non-trivial linear combination over \( \mathbb{C} \) of the cofactors \( K_1, \ldots, K_{p+q} \), that is \( \lambda_1 K_1 + \cdots + \lambda_p K_p + \mu_1 K_{p+1} + \cdots + \mu_{p+q} K_{p+q} = 0 \). Therefore, from (3) it follows that

\[
X \left( f_1^{\lambda_1} \cdots f_p^{\lambda_p} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_{p+q}} \right) = 0.
\]

So \( f_1^{\lambda_1} f_2^{\lambda_2} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_{p+q}} \) is a first integral of system (1). Moreover, this function is not a constant in \( U \subseteq \mathbb{C} \times \mathbb{C}^n \) because of the linear \( \mathbb{C} \)-independence of \( d \log f_1, \ldots, d \log f_p, d \log F_{p+1}, \ldots, d \log F_{p+q} \).

Conversely, if the function \( f_1^{\lambda_1} f_2^{\lambda_2} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_{p+q}} \) is a first integral of system (1), then \( X \left( f_1^{\lambda_1} f_2^{\lambda_2} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_{p+q}} \right) = 0 \). Hence, from (3) it follows that \( \lambda_1 K_1 + \cdots + \lambda_p K_p + \mu_1 K_{p+1} + \cdots + \mu_{p+q} K_{p+q} = 0 \). Therefore, by Lemma 1 we have that \( p + q > \text{rank}(W(K_1, \ldots, K_{p+q})) \).

So statement (a) is proved.

We have the following equalities

\[
X \left( f_1^{\lambda_1} \cdots f_p^{\lambda_p} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_{p+q}} \right) &= \left( f_1^{\lambda_1} \cdots f_p^{\lambda_p} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_{p+q}} \right) \left( \sum_{i=1}^{p} \lambda_i \frac{X f_i}{f_i} + \sum_{j=1}^{q} \mu_j \frac{X F_{p+j}}{F_{p+j}} \right) = \left( f_1^{\lambda_1} \cdots f_p^{\lambda_p} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_{p+q}} \right) \left( \sum_{i=1}^{p} \lambda_i K_i + \sum_{j=1}^{q} \mu_j K_{p+j} \right) - \left( f_1^{\lambda_1} f_2^{\lambda_2} F_{p+1}^{\mu_1} \cdots F_{p+q}^{\mu_{p+q}} \right) \text{div}(X).
\]

Now using the previous equalities the proof of statement (b) follows using the same kind of arguments than in the proof of statement (a).

\[\square\]

**Remark 3.** It is important to note that in Theorem 2 there is no condition about the degree of the cofactors \( K_1, \ldots, K_{p+q} \).

From the results of [33] it follows that the Darboux integrability theory for autonomous polynomial differential systems finds all the Liouvillian first integrals. Nevertheless there are polynomial differential systems with non-Liouvillian first integral and some of them can be detected with the more general extension of the Darboux integrability theory given in the present work. The following simple example shows this fact. The example corresponds to one autonomous system but it is also generalizable to non-autonomous systems.

**Example 4.** We consider the polynomial differential system

\[
\dot{x} = -y + ax^n + x^{2n}, \quad \dot{y} = bx^{n-1},
\]
where \( n \geq 1 \) is a positive integer. From Odani’s result [28], it easily follows that system (5) does not have any finite invariant algebraic curve. The existence of finite invariant algebraic curves for an arbitrary planar differential system is made in [15, 17, 18]. From Singer’s results system (5) is Liouvillian integrable if it admits an integrating factor of the form (2). Hence, the only possible generalized Darboux integrating factor that admits system (5), if it exists, is an exponential factor of the form \( \exp(h) \) with \( h \in \mathbb{C}[x,y] \). However, from the definition of integrating factor we have

\[
(X \exp(h)) = - \text{div} X \exp(h),
\]

where we have simplified the common factor \( \exp(h) \). Let \( h(x, y) = \sum_{i=0}^{N} h_i(y)x^i \), where \( h_i(y) \in \mathbb{C}[y] \) with \( h_N(y) \not\equiv 0 \). Equating the highest degree terms in both members of (6) we obtain

\[
N h_N(y)x^{N+2n-1} = 0.
\]

This implies \( N = 0 \) which is a contradiction. Therefore (5) does not have any Liouvillian first integral. This example is a generalization of the example presented in [12]. System (5) has a non-Liouvillian first integral

\[
H(x, y) = f_1 f_2^{-1}, \text{ with } f_1(x, y) = n^{1/3}(a + 2x^n) \text{Ai}(\xi) + 2b^{1/3} \text{Ai}'(\xi) \text{ and } f_2(x, y) = n^{1/3}(a + 2x^n) \text{Bi}(\xi) + 2b^{1/3} \text{Bi}'(\xi), \text{ and } \xi = (n^2/b^2)^{1/3}(a^2 + 4y)/4,
\]

where \( f_1 = 0 \) and \( f_2 = 0 \) are invariant curves with polynomial cofactors \( K_1 = K_2 = nx^{n-1}(a + 2x^n)/2 \). Here \( \text{Ai}(x) \) and \( \text{Bi}(x) \) are the pair of linearly independent solutions of the Airy equation \( \omega'' = x\omega \). Moreover an integrating factor is given by \( M = f_1^{-2}(x, y) \) with cofactor \( -\text{div} X = -nax^{n-1} - 2nx^{2n-1} \).

To have an algorithm for detecting non-polynomial invariant curves or hypersurfaces is the first goal in order to apply the extension of the Darboux theory of integrability given in this work. In fact in [13] it is given the first method to detect non-algebraic invariant curves for polynomial planar vector fields. This approach is based on the existence of a polynomial cofactor for such curves. As an application of this algorithmic method, some Lotka-Volterra systems with non-algebraic invariant curves are given.

The second important question is whether any non-polynomial invariant hypersurfaces has always a polynomial cofactor. The answer to this question is negative. There are examples of non-polynomial invariant curves or hypersurfaces with a cofactor which is not polynomial as the following simple example shows.

**Example 5.** Consider the polynomial differential system

\[
(7) \quad \dot{x} = 2y, \quad \dot{y} = x - y^4.
\]
System (7) has the non-algebraic invariant curve $f = 0$ where $f = y + \sqrt{\text{Ai}(x)/\text{Ai}'(x)}$, with the non-polynomial cofactor

$$K(x, y) = -y^3 + y^2\sqrt{\text{Ai}(x)/\text{Ai}'(x)} - y\text{Ai}(x)/\text{Ai}'(x) + x\sqrt{\text{Ai}'(x)/\text{Ai}(x)}.$$

Moreover a formal invariant curve $f(x, y) = 0$ of a planar autonomous differential system given by a formal power expansion $f \in \mathbb{C}[[x, y]]$ must satisfy an equation $\mathcal{X}f = Lf$ where $L \in \mathbb{C}[[x, y]]$ is also a formal power expansion, see [7, 32]. The form of the non-polynomial cofactor of example 5 suggests to define the so-called quasipolynomial cofactor given in [11], where the following result was established.

**Proposition 6.** Any invariant curve $f = y - g(x) = 0$ of a planar polynomial autonomous differential system has a unique quasipolynomial cofactor of the form

$$K(x, y) = K_{m-1}(x)y^{m-1} + \cdots + K_1(x)y + K_0(x),$$

where $m$ is the degree of the autonomous system (1) with $n = 2$.

As a consequence of Proposition 6 we can estimate the form of the cofactors of some non-polynomial invariant curves or hypersurfaces. In order to do that we first introduce some notation.

As usual we define $\mathbb{C}[[x]]$ the set of the formal power series in the variable $x$ with coefficients in $\mathbb{C}$ and $\mathbb{C}[y]$ the set of the polynomials in the variable $y$ with coefficients in $\mathbb{C}$. A polynomial of the form

$$\sum_{i=0}^\ell a_i(x)y^i \in \mathbb{C}[[x]][y]$$

is called a formal Weierstrass polynomial in $y$ of degree $\ell$. A formal Weierstrass polynomial whose coefficients are convergent is called a Weierstrass polynomial. We observe that a quasipolynomial cofactor is in fact a formal Weierstrass polynomial. Now we can estimate the form of the cofactor of any formal Weierstrass polynomial.

**Proposition 7.** Any invariant curve $f = 0$ of a planar polynomial autonomous differential system which is a formal Weierstrass polynomial of degree $\ell$, that is $f$ is of the form $f(x, y) = \sum_{i=0}^\ell a_i(x)y^i \in \mathbb{C}[[x]][y]$, has a formal Weierstrass polynomial cofactor of degree at most $m - 1$ where $m$ is the degree of the autonomous system (1) with $n = 2$.

In order to prove this proposition we need some notation and several results, following [5]. We recall that $\mathbb{C}((x))$ denotes the field of fractions of $\mathbb{C}[[x]]$. Given $d \in \mathbb{N}$, we consider entire fractional series $s = \sum_{i \geq r} a_i x^{i/d}$ where $r \in \mathbb{Z}$, $a_i \in \mathbb{C}$ and $\min\{i : a_i \neq 0\} \geq 0$. An
element \( s \in \mathbb{C}(x^{1/d}) \) is of the form \( s = \sum_{i \geq r} a_i x^{i/d} \) where \( r \in \mathbb{Z} \), \( a_i \in \mathbb{C} \) and the \( \min\{i : a_i \neq 0\} \) can be lower than zero. The elements of the ring \( \mathbb{C}[x^{1/d}] \) are the entire fractional series such that \( \min\{i : a_i \neq 0\} \geq 0 \). An element \( s \in \mathbb{C}[x^{1/d}] \) is called a Puiseux series. The fractional series \( s \) is said to be convergent if \( \sum_{i \geq r} a_i t^i \) has non-zero convergence radius, where \( t = x^{1/n} \). We need the following statement which is Corollary 1.5.6 of [5].

**Lemma 8.** If \( f \in \mathbb{C}[[x,y]] \) then it has a unique decomposition of the form

\[
f = ux^r \prod_{j=1}^{\ell} (y - g_j(x)),
\]

where \( g_j(x) \) are Puiseux series and \( r \in \mathbb{Z}, r \geq 0 \) and \( u \in \mathbb{C}[[x,y]] \) is invertible inside the ring \( \mathbb{C}[[x,y]] \).

Since we are considering a formal Weierstrass polynomial \( f(x,y) \) instead of a formal series, we deduce that \( \ell \) is the highest degree in \( y \) of \( f(x,y) \) and, therefore, \( u \) is an invertible power series of \( \mathbb{C}[[x]] \). We define \( h(x) = ux^r \) and we have that given \( f(x,y) \in \mathbb{C}[[x]][y] \) of degree \( \ell \) in \( y \), there is a unique decomposition of the form:

\[
(9) \quad f = h(x) \prod_{i=1}^{\ell} (y - g_i(x)),
\]

where \( h(x) \in \mathbb{C}[[x]] \) and \( g_i(x) \) are Puiseux series.

**Proof of Proposition 7.** We consider an autonomous differential system (1) with \( n = 2 \) and we are assuming that \( f \) is an invariant curve. By the decomposition (9) of \( f \) we have that \( h(x) = 0 \), if \( h \) is not a constant, is an invariant curve and that \( y - g_i(x) = 0 \) are invariant curves of the system for \( i = 1, 2, \ldots, \ell \). Our planar differential system is of the form

\[
\dot{x} = P(x,y), \quad \dot{y} = Q(x,y),
\]

where \( P(x,y) \) and \( Q(x,y) \) are polynomials of degree at most \( m \). If \( h \) is not a constant, then the polynomial \( P(x,y) \) needs to have degree at most \( m - 1 \) in the variable \( y \). The cofactor of the invariant curve \( h(x) = 0 \) is \( P(x,y)h'(x)/h(x) \) which is a formal Weierstrass polynomial cofactor polynomial in \( y \) of degree at most \( m - 1 \). By Proposition 6, each of the invariant curves \( y - g_i(x) = 0 \), for \( i = 1, 2, \ldots, \ell \), has a unique formal Weierstrass polynomial cofactor which is a polynomial in \( y \) of degree at most \( m - 1 \). Therefore, since \( f \) is the product of
all these invariant curves, then its cofactor is the sum of all their formal Weierstrass polynomial cofactors which forms a formal Weierstrass polynomial cofactor of degree at most \( m - 1 \) in \( y \).

The generalizations of the more general extension of the Darboux integrability theory given in this paper are based in the concept of Weierstrass polynomial and its Weierstrass polynomial cofactor. Indeed in [14] is given a first generalization based in the following definition. A planar autonomous differential system is Weierstrass integrable if admits an integrating factor of the form

\[
M = \exp\{D/E\} \prod C_i^{l_i},
\]

where \( D, E, \) and the \( C_i \) are Weierstrass polynomials and \( l_i \in \mathbb{C} \).

Liouvillian integrable systems which have a Darboux integrating factor of form (2), are included in the set of systems which are Weierstrass integrable. However, there are systems which are Weierstrass integrable which are not Liouvillian integrable, see for instance Example 4 of the present paper. In [16, 24] Liénard systems and Abel equations that are Weierstrass integrable are studied.
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