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Abstract

The Hilbert function of the union of n general e-fold points in the plane is
maximal if n ≥ 4e2 or n is a square. The Hilbert function of a union of A, D, E
singularity schemes in general position is maximal in every degree > 28. The proofs
use computation of limits of families of linear systems whose special members acquire
base divisors, an interesting problem in itself.

Given a zero-dimensional scheme Z ⊂ P
2 and a positive integer a, the curves of degree

a containing Z form a linear system |aL−Z| of dimension at least v(Z, a) = a(a+3)/2−
lengthZ. |aL−Z| is said to have maximal rank if it is empty or dim |aL−Z| = v(Z, a).
Z itself has maximal rank (equivalently, its graded ideal has maximal Hilbert function)
if |aL− Z| has maximal rank for all a > 0.

Given positive integers n, e, denote Z(en) =
⋃n
i=1 p

e
i the scheme formed by n gen-

eral points p1, . . . , pn ∈ P
2 taken with multiplicity e. We prove three maximal rank

statements:

Theorem 1. If e, n are positive integers with n ≥ 4e2, Z(en) has maximal rank.

Theorem 2. Assume that the characteristic of the base field is zero. Let n = s2 be a
square, and e > s/2. Then Z(en) has maximal rank.

Together with theorem 1, this says that every set of s2 equimultiple general points
has maximal rank, a result first proved by L. Évain [9].

Both these results are evidence for the homogeneous Segre–Harbourne–Gimigliano–
Hirschowitz conjecture, which says that such Z have maximal rank for every e if n ≥ 9.
For comparison purposes, the only previous result showing maximal rank when n ≥ f(e)
for some function f is due to J. Alexander and A. Hirschowitz [1], with f ∼ exp(exp(e)).
Note also that such Z have maximal rank if e ≤ 42 by [6], so Z =

⋃n
i=1 p

e
i has maximal

rank whenever n ≥ 9 and e ≤ max{42,
√
n/2}.

Theorem 3. Let Z ⊂ P
2 be a scheme all whose components are singularity schemes of

type A, D, or E. If Z is general among all schemes of the same type, then |aL− Z| has
maximal rank for all a > 28.

This is evidence for the Greuel–Lossen–Shustin conjecture 6.3 in [10], which says that
general singularity schemes have maximal rank in every degree larger than the sum of
the three biggest multiplicities (which in the case of ADE singularities is 9). This reduces
the proof of the Greuel–Lossen–Shustin conjecture for ADE singularities to checking a
finite number of cases.
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Except in theorem 2, we work over an algebraically closed field k of arbitrary char-
acteristic. Theorems 1, 2 and 3 are proved by a generalization of the differential Horace
method developed by J. Alexander–A. Hirschowitz [1] and L. Évain [9], applied to suit-
able specializations. This differential method consists in studying a family Zt of zero-
dimensional schemes whose special member Z0 is tractable but gives dimension larger
than Zt, by taking tp1 = 0, tp2 = 0, . . . for suitable exponents pi. Like Évain’s, our fam-
ilies Zt are essentially monomial and can be described by combinatorial objects called
staircases, but in our setting the reduction of algebraic computations to combinatorics is
only valid under additional hypotheses on the pi’s, which we check for each Zt involved.

1 General differential Horace & emptiness proofs

Our proof of theorem 2 relies on previous work by B. Harbourne–S. Holay–S. Fitchett
[11], L. Évain [8] and A. Buckley–M. Zompatori [3]. By [8] and [3], Z(en) has maximal
rank for all e if n is a power of four or nine, and if n1 and n2 are such that Z(eni) has
maximal rank for all e then the same holds for Z(en1n2). So we assume n = s2 with
s ≥ 5 and odd.

Nonempty systems |aL − Z(es
2
)| have been treated in [11], and in particular by its

lemma 5.3, if a ≥ se + (s − 3)/2 then dim |aL − Z(es
2
)| = v(Z(es

2
), a). Thus to prove

theorem 2 it will be enough to show the following:

Proposition 1.1. Assume char k = 0. Let n = s2 be an odd square, e > s/2 an integer
and define a = se+ (s− 5)/2. Then |aL− Z(en)| = ∅.

Such emptiness results can be proved by direct application of the differential Horace
lemma of [9], which we recast in greater generality to be used later. Proposition 1.1 will
be proved in section 1.2.

1.1 Higher order traces and residuals

Let R be an integral k-algebra. Consider Rt = R ⊗ k[[t]]. Given ft ∈ Rt, denote
f0 ∈ R its image by the obvious morphism t 7→ 0. Similarly, for an ideal It in Rt,
I0 = (It + (t))/(t) ⊂ Rt/(t) ∼= R. Given y ∈ R, It ⊂ Rt, and an integer p ≥ 1, consider
the ideals:

Trp(It|y) =

(
(It + (y)) : tp−1

)
0

(y)
⊂ R/(y),

Resp(It|y) =(It + (tp)) : y ⊂ Rt,
Resp(It|y) = ((It + (tp)) : y)0 ⊂ R;

and inductively, given sequences p = (p1, . . . , pm) ∈ Z
m with p1 ≥ p2 ≥ · · · ≥ pm ≥ 1,

y = (y1, . . . , ym) ∈ Rm, denote Tr1
p(It|y) = Trp1(It|y1), Res1

p(It|y) = Resp1(It|y1) and
Res

1
p(It|y) = Resp1(It|y1); and for every integer 1 < i ≤ m,

Trip(It|y) =Trpi(Res
i−1
p (It|y)|yi) ⊂ R/(yi),

Res
i
p(It|y) =Respi(Res

i−1
p (It|y)|yi) ⊂ Rt,

Resip(It|y) =Respi(Res
i−1
p (It|y)|yi) ⊂ R.

2



If yi = y ∀i we write Trip(It|y) = Trip(It|y), Resip(It|y) = Trip(It|y) and Resip(It|y) =
Trip(It|y), and if pi = p∀i we write Trip(It|y) = Trip(It|y), etc. These ideals were intro-
duced and used in [9] for vertical translations of monomial ideals (with different notation,
for instance Res

i
p(It|y) is called Jpi: there). Note that

Res
i
p(It|y) = (It + (tp1 , y1t

p2 , . . . , y1y2 · · · yi−1t
pi)) : (y1y2 · · · yi). (1)

Sometimes we shall also write Res
0
p(It|y) = It and Res0

p(It|y) = I0. Proposition 1.2 and
its immediate corollary 1.3 are a natural generalization of theorem 14 in [7], (proved in
[9] for product ideals in product rings), which in turn refines proposition 8.1 of [1]. The
proof of [9] works verbatim in this setting.

For a k-linear subspace V ⊂ R and y ∈ R, let Res(V |y) = {v ∈ R | vy ∈ V }.

Proposition 1.2. Let V ⊂ R be a k-linear subspace, and It ⊂ Rt an ideal such that Rt/It
is flat over k[[t]]. Let m ≥ 0 and let p = (p1, . . . , pm) ∈ Zm with p1 ≥ p2 ≥ · · · ≥ pm ≥ 1,
and y = (y1, . . . , ym) ∈ Rm be given sequences. Let W = {f ∈ R|∃ft ∈ V ⊗ k[[t]] ∩
It with f0 = f}. If for 1 ≤ i ≤ m, the canonical map

Res(V |y1 · · · yi−1)
Res(V |y1 · · · yi−1) ∩ (yi)

−→ R/(yi)
Trip(It|y)

is injective, then W ⊂ y1 . . . ymResmp (It|y).

Corollary 1.3. In the same setting of the previous proposition, assume moreover that
the canonical map

Res(V |y1 · · · ym) −→ R

Resmp (It|y)
.

is injective. Then the canonical map ϕt : V ⊗ k[[t]] −→ Rt/It is injective.

Let X be a projective variety and Zt a family of subschemes of X. To be explicit, fix
a quasi-projective smooth curve C, and Z a subscheme of X ×C which is flat and finite
over C; Zt is the fiber of Z over t ∈ C.

Given an invertible sheaf L on X, denote |L − Zt| the linear system of effective
divisors in |L| containing Zt. There is an open set U ⊂ C such that ∀t ∈ U , dim |L−Zt|
is minimal and constant, say d. This gives a morphism t 7→ |L−Zt| to the Grassmannian
of d-dimensional linear subspaces of |L|, which can be extended to the whole of C because
the Grassmannian is projective. For t0 6∈ U we denote limt7→t0 |L − Zt| the image of t0
by the extension of the morphism above to C. Clearly limt 7→t0 |L− Zt| ⊂ |L− Zt0 |.

If t0 6∈ U , it is often because of a prime divisor D ⊂ X with ρDt0 : H0(D,OD(L)) →
H0(D ∩ Zt0 ,OD∩Zt0 (L)) injective. In that case, D is a fixed part of |L− Zt0 |; denoting
It0 the ideal sheaf of Zt0 , the residual linear system is |(L−D)− Z̃t0 |, with Z̃t0 defined
by the exact sequence

0→ IZ̃t0 → IZt0 → IZt0 ⊗OD → 0.

If ρDt0 is not surjective, the expected dimension of |(L−D)− Z̃t0 | will be bigger than that
of |L− Zt|, so most likely it will be bigger than d.

We now describe how to use proposition 1.2 to construct a linear system L which
contains limt7→t0 |L − Zt|, and can be used to bound d. If L turns out to be empty or
have codimension lengthZt in |L|, we can conclude that d = dimL and |L − Zt| has
maximal rank for general t. Assume Z = (Zfix × C) ∪ Y ⊂ X × C, where Zfix ⊂ X is a
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fixed zero-dimensional scheme and Y is finite and flat over C, with irreducible fibers. In
other words, the moving part of Z is supported at a single (possibly moving) point of X.
Let R be the local ring at the support of Yt0 (or its completion), and It ⊂ Rt the ideal
of the family Yt. Let yi = 0 be a local equation for Di, i = 1, . . . ,m, and V the image of
H0(OX(L)) in R. Under the conditions of proposition 1.2, which are satisfied whenever
ρi : H0(Di,ODi(L−D1−· · ·−Di−1))→ H0(Di∩ZTrip(It|y),ODi∩ZTrip(It|y)

(L−D1−· · ·−
Di−1)) is injective for all i, limt7→t0 |L− Zt| ⊂ L, where L has D1 + · · ·+Dm as a fixed
part and all divisors in L−D1 − · · · −Dm contain the scheme defined by Resmp (It|y). If
the aditional condition of corollary 1.3 is satisfied, then L is empty.

If the moving part Yt of Zt has more than one component, one takes R to be the
product of the local rings at all points of the support of Yt0 (see [9]).

1.2 A computation for squares

Let now R be the completion of the local ring at a point of P2 or a blowup of P2; thus
R ∼= k[[x, y]]. In particular, both R and Rt are regular local rings, with maximal ideals
m = (x, y) and mt = (x, y, t) respectively.

Proposition 1.4. Let e, p, be positive integers with e+ 1 ≥ p, and let It = (x, y − t) ⊂
Rt = k[[x, y, t]]. Then

1. For every positive integer i, trip(I
e
t |y) ≥ e+ 2− p− i, and

2. Assume k has characteristic zero. Then Resep(I
e
t |y) ⊂ (x, y)b

p
2 c.

Proof. Let f = y − t. Given g =
∑
aijkx

if jtk ∈ k[[x, f ]][[t]] = Rt, we set ordt(g) =
min{k|∃i, j; aijk 6= 0} and define the dominant part of g as g∗ =

∑
ai,j,ordt(g)x

if jtordt(g).
An ideal It ⊂ Rt determines its ideal of dominant terms I∗t = (g∗)g∈It ⊂ Rt. Observe
that (I∗t )0 = I0. The following elementary lemma is left to the reader:

Lemma 1.5. Let It ⊂ k[[x, y, t]] and p ∈ Z>0. Assume that I∗t ⊂ (x, f)m + (tp). Then
((It + (tp)) : y)∗ ⊂ (x, f)m−1 + (tp)

By iteration, Resi−1
p+1(Iet |y) + (t) ⊂ Ie−i+1

t + (t). On the other hand, it is easy to see
(and is proved as part of proposition 8.1 in [1]) that trp(I

e−i+1
t |y) = e+ 2−p− i, whence

the first claim. It remains to prove that

((Iet + (tp)) : ye)0 ⊂ (x, y)b
p
2 c,

or equivalently (via the obvious k[[t]]-automorphism of Rt with y 7→ y − t) that

(((x, y)e + (tp)) : (y + t)e)0 ⊂ (x, y)b
p
2 c.

Let g =
∑
aijkx

iyjtk and assume that h = g(y + t)e =
∑
bijkx

iyjtk ∈ (x, y)e + (tp),
which means bijk = 0 for all k < p and i+ j < e. By definition,

h =
∑

aijk

e∑
`=0

(
e

`

)
xie`+jtk+m−`, so bijk =

`1∑
`=`0

(
e

`

)
ai,j−`,k+`−e,

where `0 = max{e− k, 0} and `1 = max{j, e} . Therefore

j∑
`=e−k

(
e

`

)
ai,j−`,k+`−e = 0, 0 ≤ i, j, k; k < p; i+ j ≤ e− 1.
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For each fixed i and r = j + k− e satisfying 0 ≤ i ≤ e− 1 and 0 ≤ r < p− i− 1 we have
obtained a system of linear equations

(
e

e−p+1

) (
e

e−p+2

)
· · ·

(
e
r

)(
e

e−p+2

) (
e

e−p+3

)
· · ·

(
e
r+1

)
...

...
. . .

...(
e

e−1−i−r
) (

e
e−i−r

)
· · ·

(
e

e−1−i
)



ai,r,0
ai,r−1,1

...
ai,0,r

 = 0,

which, if e− i− 1− r− (e− p+ 1) ≥ r, admits only the trivial solution as its matrix has
nonzero determinant (similar matrices are known in the litterature, e.g., in [2, p. 94],
[14], [13], and this case is not difficult to treat by hand.)

In particular, for every (i, r) with i+ r < bp2c (which trivially implies e− i− 1− r −
(e− p+ 1) ≥ r) we obtain ai,r,0 = 0. Thus g0 ∈ (x, y)b

e
2 c as claimed.

proof of proposition 1.1. Consider an irreducible smooth curve D of degree s, (and genus
g = (s− 1)(s− 2)/2), let p1, . . . , ps2−1 be general points of D, and ps2 a general point of
P

2. Denote by Z the union of these points taken with multiplicity e. The restriction of
IZ(a) to D is an invertible sheaf of degree d = as− (s2 − 1)e = e− s(s− 5)/2 which, by
the genericity of the choice of the s2− 1 > g points, is general among those of its degree.

If d < g this invertible sheaf has no nonzero global sections, so D is a fixed part of
|aL−Z|. The residual system is |(a−s)L−Z ′|, where a−s = s(e−1)+(s−5)/2 and Z ′

consists of the points p1, . . . , ps2−1 with multiplicity e−1 and ps2 with multiplicity e. The
restriction of IZ′(a− s) to D is a general invertible sheaf of degree d′ = d− 1 < g, so D
is again a fixed part of the linear system. Iterating, D is contained exactly e times in the
curves of |aL−Z|, and the residual system consists of curves of degree a− se = (s−5)/2
with a point of multiplicity e > s/2, thus it is empty.

So assume d ≥ g and let p = e + g − d = s + 2 (so we trivially have e + 1 ≥ p ≥ 1).
Now let ps2 tend to D transversely, i.e.. choose a general point q ∈ D, let x, y be local
parameters at q such that y = 0 is a local equation for D, and let qt = (0,−t). We claim
that the limit of the linear systems formed by curves of degree a with multiplicity e at
p1, . . . , ps2−1 and at qt when t 7→ 0 is empty. By the first claim of 1.4 and 1.2, the limit
system consists of D counted e times plus a residual system contained in |(a−se)L−Z ′′|
where Z ′′ is the zeroscheme defined by Resep+1(Iet |y). By the second claim of 1.4, Z ′′

contains the point q with multiplicity p/2 > s/2, and we are done.

2 Preserving the number of conditions

Propositon 1.2 can be also used to prove maximal rank for nonempty systems, as ex-
plained at the end of section 1.1, but this requires some more work.

We recycle the notations of section 1.1. Zt is a family of schemes defined by the ideal
It ⊂ Rt, D1, . . . , Dm are divisors through p defined locally by yi = 0, i = 1, . . . ,m. Con-
sider the quantities trip(It|y) = dimk(R/Trip(It|y)), resip(It|y) = dimk(Rt/Resip(It|y)),
and resip(It|y) = dimk(R/Resip(It|y)). As Rt/It is flat over k[[t]], res0p(It|y) = ∞ and
res0

p(It|y) = dimk R/I0 = dimk((t))(Rt/It)⊗ k((t)).
Divisors in the system L that bounds limt7→t0 |L − Zt| contain (a) the divisors D1,

. . . , Dm (containing Di accounts for at most trip(It|y) linear conditions, and exactly this
number if ρi is bijective) and (b) the residual zeroscheme (which accounts for at most
resmp (It|y) linear conditions). So assuming dim |L| ≥ lengthZt, L will have the same
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expected dimension as |L− Zt| if and only if ρi is bijective for all i and

resmp (It|y) +
m∑
i=1

trip(It|y) = res0
p(It|y).

The amount by which this equality fails is the number of conditions lost in the residuation
process, Λmp (It|y) = res0

p(It|y) − (resmp (It|y) +
∑

trip(It|y)). In this section we study
Λmp (It|y) and determine under what conditions it vanishes.

Given a nonincreasing sequence p = (p1, . . . , pm) ∈ Z
m and two integers j and q,

with 1 ≤ j < m and q ≤ pj , we denote p(q, j) = (p1, p2, . . . , pj−1, q) and, if q ≤ pm,
p− q = (p1 − q, . . . , pm − q).

Lemma 2.1. Let It ⊂ Rt be an ideal such that Rt/It is flat over k[[t]]. Let m ≥ 0 and
let p = (p1, . . . , pm) ∈ Z

m with p1 ≥ p2 ≥ · · · ≥ pm ≥ 1, and y = (y1, . . . , ym) ∈ Rm be
given sequences. Then for every integer q ≤ pm,

Res
m
p (It|y) : tq = Res

m
p−q(It|y).

Proof. Using (1), it is easy to check that

Res
m
p (It|y) : tq = (It + (tp1 , y1t

p2 , . . . , y1y2 · · · ym−1t
pm)) : (y1y2 · · · ymtq) =

=
(
It : tq + (tp1−q, y1t

p2−q, . . . , y1y2 · · · ym−1t
pm−q)

)
: (y1y2 · · · ym).

The claim follows noting that It : tq = It (by flatness) and using (1) again.

Given f ∈ R and I ⊂ R an ideal, the residual exact sequence

0 −→ R

I : f
−→ R

I
−→ R

I + (f)
−→ 0

shows that dimk R/I = dimk R/(I : f) + dimk R/(I + (f)) if these quantities are finite;
this equality will be denoted RES(I : f).

Proposition 2.2. Let It ⊂ Rt be an ideal such that Rt/It is flat over k[[t]] and dimk R/I0 <
∞. Let m ≥ 0 and let p = (p1, . . . , pm) ∈ Z

m with p1 ≥ p2 ≥ · · · ≥ pm ≥ 1, and
y = (y1, . . . , ym) ∈ Rm be given sequences. Then

Λip(It|y) =
i∑

j=1

dim
Res

j−1
p−1(It|y) + (tpj−1, yj)

Res
j−1
p (It|y) + (tpj−1, yj)

,

dim
Res

j−1
p−1(It|y) + (tpj−1, yj)

Res
j−1
p (It|y) + (tpj−1, yj)

=
pj−1∑
q=1

(
trjp(q,j)(It|y)− trj(p−1)(q,j)(It|y)

)
.

Proof. The residual exact sequence RES((Resi−1
p (It|y) + (tpi)) : tpi−1), applied recur-

sively, and lemma 2.1, give

dim
Rt

Res
i−1
p (It|y) + (tpi)

=
pi∑
q=1

resi−1
p−q+1(It|y).

Then, the RES((Resi−1
p (It|y)+(tpi)) : yi) and the RES((Resi−1

p (It|y)+(tpi , yi)) : tpi−1)
give

res
i
p(It|y) =

pi∑
q=1

resi−1
p−q+1(It|y)− trip(It|y)− dim

Rt

Res
i−1
p (It|y) + (tpi−1, yi)

.
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Combining this with the RES(Resip(It|y) : t), it follows that

resip(It|y) = resi−1
p (It|y)− trip(It|y)−

−

(
dim

Rt

Res
i−1
p (It|y) + (tpi−1, yi)

− dim
Rt

Res
i−1
p−1(It|y) + (tpi−1, yi)

)
,

which recursively applied yields the first claim. The second follows by applyingRES((Resi−1
p (It|y)+

(tpi , yi)) : tpi−1) recursively.

Corollary 2.3. Assume that Λip(It|y) = 0. Then there exists an integer qi, pi ≥ qi ≥ 0,
such that Λi+1

p (It|y) = 0 if and only if pi+1 ≤ qi.

Proof. We claim that qi = min
{
q
∣∣∣Trip(q)(It|y) 6= Tri(p−1)(q)(It|y)

}
−1 satisfies the claim.

Indeed, the hypothesis and 2.2 tell us that

resi+1
p (It|y) +

i+1∑
j=1

trjp(It|y) = res0
p(It|y)− dim

Res
i
p−1(It|y) + (tpi+1−1, yi+1)

Res
i
p(It|y) + (tpi+1−1, yi+1)

=

= res0
p(It|y)−

pi−1∑
q=1

(
trip(q)(It|y)− tri(p−1)(q)(It|y)

)
.

Since for all q, Trip(q)(It|y) ⊆ Tri(p−1)(q)(It|y), the claim follows.

Example 2.4. Non iterated traces and residuals (i.e., for m = 1, as in [1]) always preserve
the number of conditions: Λ1

p(It|y) = 0.

3 Oblique limit monomial ideals

A staircase is a finite subset E ⊂ Z
2
≥0 whose complement satisfies Ec + Z

2
≥0 ⊂ Ec.

The length of its ith stair is `E(i) = min{e | (e, i) 6∈ E}, the length of its ith step is
ˆ̀
E(i) = `E(i) − `E(i + 1), and the height of its ith slice is hE(i) = min{e | (i, e) 6∈ E}.

When there are no steps of height > 1, i.e., if hE(i) ≤ hE(i + 1) + 1 for all i, we say
that E is gentle. We also define the total length and height of E as `(E) = `E(0) and
h(E) = hE(0), and the minimal step length ˆ̀

min(E) = min{ˆ̀E(i) | 0 ≤ i < h(E) − 1}
(for technical reasons the latter does not take into account the length of the top step).
Given a staircase E, and elements g, f of a ring, we denote

IE,g,f = (ge1fe2)(e1,e2)6∈E .

The following elementary lemma is left to the reader:

Lemma 3.1. For every staircase E, and every system of parameters g, f ∈ R ∼= k[[x, y]],

1. IE,g,f is m-primary, and has colength #E.

2. IE,g,f depends only on finite jets of g and f , i.e., there exist integers a = a(E) and
b = b(E) such that g1 − g2 ∈ ma, f1 − f2 ∈ mb imply IE,g1,f1 = IE,g2,f2 .

3. If E is gentle then IE,g,f does not depend on g, i.e., IE,g1,f = IE,g2,f whenever
(g1, f) = (g2, f) = m. In such a case we denote IE,f = IE,g1,f .
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In this section we fix It = IE,x,f ⊂ k[[x, y, t]] where f = x + y + t. Given m =
(m1, . . . ,mµ) ∈ Zµ>0, let ym be the concatenation of µ sequences of the form (y, x, . . . , x)
of lengths m1, . . . ,mµ. Let also σm(i) denote the number of x appearing in ym up to the

ith position, i.e., σm(i) = i − 1 −max
{
k |
∑k
j=1mj ≤ i− 1

}
, and τ(E, i) the staircase

obtained from E by deleting the leftmost i slices and moving everything to the left, i.e.,
τ(E, i) = {(e1, e2) | (e1 + i, e2) ∈ E} .

Example 3.2. Similar families It = IE,x,f̂ with f̂ = y + t have been studied by Évain
[7], [9]. In that case traces can be computed from slices of the staircase, residuals are
obtained by deleting these slices, and (in the notation of corollary 2.3) qi = pi − 1. By
contrast, Λ3

(8,7,6)((x
2, f)4|(y, y, x)) > 0, because (as it is easy to check) in this example

q2 = 5 < p2 − 1.

To a certain extent, Évain’s computation of [7], [9] can be used in our setting, e.g.,
to prove propositions 3.3 and 3.4:

Proposition 3.3. In the setting above,

1. Rt/It is flat over k[[t]] and over k[[y]],

2. It : y1 . . . yi = Iτ(E,σm(i)),

3. For every q ≥ p ≥ 1, Resp(It + (tq)|x) = Resp(It|x) = Iτ(E,1)+(tp), and Trp(It + (tq)|x) =
Trp(It|x) = (yh(E), x)/(x),

Proposition 3.4. If E is gentle, then for every couple of integers q > p ≥ 1,

1. trp(It + (tq)|y) = trp(It|y) = hE(p− 1),

2. if p = `E(i) for some i then Resp(It + (tq)|y) = Resp(It|y) = (IE′,x,f + (t))/(t),
where E′ is the staircase obtained from E by deleting a slice of height i + 1 =
hE(p− 1) = trp(IE |y) and moving everything to the left.

Define for each i = 1, . . . ,m, t̃r
i

p(I|y) = max1≤q≤pi{trip(q,i)(I|y) + q − pi}, yi =
(yi, . . . , ym) and pi = (pi, . . . , pm).

Corollary 3.5. If E ⊂ Z
2
≥0 is a gentle staircase, then t̃rp(IE + (tq)|x) = t̃rp(IE |x) =

h(E) and t̃rp(IE + (tq)|y) = t̃rp(IE |y) = hE(p− 1) for all q > p ≥ 1.

Although Resip(It|y) in general is not computed by staircases, proposition 3.6 below
shows that, up to a certain order, one can substitute Resi−jpj (It : (y1 . . . yj)|yj) instead.
It will be useful to do so when the latter can be computed by 3.3 and 3.4.

Proposition 3.6. If p1 > p2 > · · · > pm ≥ 1, then for 1 ≤ j ≤ i ≤ m,

1. Res
i
p(It|y) + m

pj−i+j−1
t = Res

i−j
pj (It : (y1 . . . yj)|yj) + m

pj−i+j−1
t ,

2. if j < i, Trip(It|y) + mpj−pi−i+j = Tri−jpj (It : (y1 . . . yj)|yj) + mpj−pi−i+j .

Proof. Observe that IE,x,f is a homogeneous ideal so, as x, y, t are homogeneous, all
higher traces and residuals are homogeneous. Whenever I, J are homogeneous ideals
and f is a homogeneous polynomial, for every integer e one has

I + me = J + me ⇒ I : f + me−deg(f) = J : f + me−deg(f). (2)
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The first claim, together with (2), implies the second. Also, using (2) i− j times we see
that the first claim will follow from

Res
j
p(It|y) + m

pj−1
t = It : (y1 . . . yj) + m

pj−1
t ,

which is proved by induction on j, taking into account that pj < pj−1.

Corollary 3.7. Assume that p1 > p2 > · · · > pm ≥ 1 and for every i > 1 there is j < i
with Λi−jpj (It : (y1 . . . yj)|yj) = 0 and

pj − pi ≥ i− j + t̃r
i−j
pi(pi−1)(It : (y1 . . . yj)|yj)− 2.

Then Λmp (It|y) = 0.

Proof. By proposition 2.2, we only need to show that for each i = 1, . . . ,m and q =
1, . . . , pi− 1, trip(q)(It|y) = tri(p−1)(q)(It|y). By hypothesis there is j < i with pj − q− i+
j + 1 ≥ tri−jpj(q)

(It : (y1 . . . yj)|yj) for all 1 ≤ q ≤ pi − 1, and therefore mpi−1−q−i+j+1 is

contained in Tri−jpj(q)
(It : (y1 . . . yj)|yj). We also have

Tri−jpj(q)
(It : (y1 . . . yj)|yj) ⊂ Tri−j(pj−1)(q)(It : (y1 . . . yj)|yj)

Tri−jpj(q)
(It : (y1 . . . yj)|yi) ⊂ Trip(q)(It|y)

Tri−j(pj−1)(q)(It : (y1 . . . yj)|yi) ⊂ Tri(p−1)(q)(It|y),

so in particular mpi−1−q−i+j+1 is contained in the four ideals involved. Using the second
part of proposition 3.6, we get that Trip(q)(It|y) equals

Trip(q)(It|y) + mpi−1−q−i+j+1 = Tri−jpj(q)
(It : (y1 . . . yj)|yj) + mpi−1−q−i+j+1

which by proposition 2.2 equals

Tri−j(pj−1)(q)(It : (y1 . . . yj)|yj) + mpi−1−q−i+j+1 = Tri(p−1)(q)(It|y) + mpi−1−q−i+j+1,

and this is Tri(p−1)(q)(It|y).

Remark 3.8. Proposition 3.6 and corollary 3.7 can be generalized to arbitrary dimension
R = k[[x1, . . . , xn]] whenever the ideal It is homogeneous and each yi is homogeneous.

4 Proof of theorem 1

In this section we fix π : S → P
2 the blowup of P2 at a point p1, D = D1 the exceptional

divisor, and p2 ∈ D a point. Let R be the completion of the local ring OS,p2 , and choose
an isomorphism R = ÔS,p2 ∼= k[[x, y]] such that y = 0 is a local equation for D. We
shall abuse notation and denote both maximal ideals of OS,p2 and k[[x, y]] by m. By the
second part of lemma 3.1, every ideal IE,g,f ⊂ k[[x, y]] can be defined by f, g ∈ OS,p2 .
IE,g,f ∩ OS,p2 is m-primary of the same colength #E.

Let C ⊂ S be a curve through p2 and smooth at p2, and f a local equation for C. If
E is gentle, by 3.1 IE,g,f is independent of the choice of f ∈ OS,p2 such that (f, g) = m;
we denote IE,g = IE,f,g and define Ip2,E,C as the ideal sheaf with cosupport at p2 and
stalk IE,g ∩ OS,p2 , and Zp2,E,C ⊂ S the scheme it defines.
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Given positive integers n, e with e ≤
√
n/2, define E1(n, e) = {(e1, e2) ∈ Z

2
≥0 | e e1 +

(n− 1)e2 ≥ e(n− 1)}, i.e., the staircase of height e with ˆ̀
E1(n,e)(i) = n− 1 for 0 ≤ i < e.

Let L = π∗(aH) − eD, where H is the class of a line and d a positive integer. By
well-known semicontinuity arguments [16], [12], theorem 1 will follow if we prove that
|L− Zp2,E1(n,e),C | has maximal rank for some smooth curve C through p2.

Remark 4.1. The fact that |L−Zp2,E1(n,e),C | has maximal rank implies a slightly stronger
result: for every consistent weighted Enriques diagram D of n points, all of multiplicity
e, general weighted clusters of type D on the projective plane have maximal rank in all
degrees. See [4] for unexplained notions.

For the proof we specialize C so that (C ·D)p2 increases stepwise, and D becomes a
fixed part of increasing multiplicity in the system. The successive limits are too compli-
cated to give exact formulas, but they are defined by staircases with decreasing height,
eventually reaching 2, in which case maximal rank has been established in [17].

4.1 Gentle staircases

Given an integer r ≥ 0, we denote hrE = min{i|ˆ̀E(i) ≤ r}. If the function ˆ̀
E : Z≥0 → Z≥0

is non-increasing in the interval [hrE ,∞) then we say that E is r-gentle. Observe that for
r > 0 r-gentle implies (r − 1)-gentle, and 0-gentle implies gentle.

Lemma 4.2. Let E be an r-gentle staircase, and assume (C · D)p2 = s ≥ r. Let
p2, p3, . . . , pr+2 be the first r + 1 points on C infinitely near to p2, and S′ the surface
obtained by blowing up p2, p3, . . . , pr+1. Let C̃ be the strict transform of C on S′ and Ẽ
the staircase with ˆ̀

Ẽ(i) = max{ˆ̀E(i)−r, 0}. Then Ip2,E,C = π∗(Ipr+2,Ẽ,C̃⊗OS′(−d2D2−
· · · − dr+1Dr+1)), where di = max{j|ˆ̀E(j) ≥ i − 1} + 1 and Di denotes the pullback in
S′ of the ith exceptional divisor.

Remark 4.3. Observe that if ˆ̀
min(E) ≥ r then di = hE(i− 2).

Proof. We give the details for r = 1 only, as the general case follows iteratively. Both
Ip2,E,C and π∗(Ip3,Ẽ,C̃ ⊗ OS′(−h(E)D2)) have cosupport at p, and their stalk there is
primary with respect to the maximal ideal. Therefore, it is enough to show that their
extensions to the completion of OS,p2 coincide.

Let f = 0, y = 0 be local equations of C, D respectively and fix an isomorphism
ÔS,p2 ∼= R = k[[x, y]] such that (x, f) = m. Then ÔS,p2 ∼= k[[x, f ]], and ÔS′,p3 ∼=
R[[f/x]] = k[[x, f/x]]. f/x = 0 is a local equation of C̃, x = 0 a local equation for D2

and, if D̃ goes through p3 (i.e., (D ·C)p > 1), y/x is a local equation of D̃. The stalk at
p of π∗(IẼ,C̃ ⊗OS1(−h(E)D2)) is OS,p2 ∩ (xh(E)IẼ,C̃), and its extension to R is

R ∩ (xh(E)IẼ,C̃) = k[[x, f ]] ∩
((

xh(E)+e1(f/x)e2
)

(e1,e2)∈Ẽ

)
=

=
(
xh(E)+e1−e2fe2

)
(e1,e2)∈Ẽ

⊂ k[[x, f ]] = R.

As E is 1-gentle, (h(E) + e1 − e2, e2) ∈ E if and only if (e1, e2) ∈ Ẽ.

Corollary 4.4. If E is r-gentle then length(Zp,E,C ∩D) = `E(hrE) + rhrE. If moreover
ˆ̀
min(E) ≥ r then length(Zp,E,C ∩D) =

∑r−1
i=0 hE(i).

Proof. Follows from the previous lemma and the projection formula.
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Remark 4.5. If ˆ̀
min(E) ≥ r + 1, E is r-gentle and the last two results apply.

We say that a linear system Σ on S has type (L,E, r), where L is a divisor class on
S and E an r-gentle staircase, if there is a curve C through p2, smooth at p2 and with
(C · D)p2 = r, such that Σ = |L − Zp2,E,C |. If L · D ≥ `E(hrE) + rhrE , then the type
(L,E, r) is called consistent.

Given a family of curves Ct through p2, the intersection number (Ct ·D)p2 may depend
on the parameter t, i.e., one may have (Ct ·D)p2 = r and (C0 ·D)p2 = r+ 1, for instance.
Then one obtains a family of linear systems Σt, t 6= 0 of type (L,E, r) whose limit when
t 7→ 0 is of different type.

Remark 4.6. Let (L,E, r) be a consistent type with r > 1. Every linear system of type
(L,E, r) is the limit of a family of linear systems of type (L,E, r − 1).

Theorem 4.7. Let (L,E, r) be a consistent type such that ˆ̀
min(E) ≥ r + hrE + 1 and

hrE ≥ 2. There exist an integer µ ≥ 0 and an (r + 1)-gentle staircase E′ such that
(L− µD,E′, r + 1) is consistent, for every linear system Σ of this type there is a family
Σt of linear systems of type (L,E, r) with limt7→0 Σt ⊂ Σ + µD, and E′ satisfies

1. #E′ + µ(L ·D) +
(
µ+1

2

)
= #E,

2. τ(E,µr) ⊂ E′ ⊂ τ(E,µ(r + 1)),

3. `(E′) = `(E)− µ(r + 1),

4. ˆ̀
min(E′) ≥ ˆ̀

min(E)− 1,

5. if `E(h(E) − 1) > µr + 1 and µ ≥ 1 then h(E′) = h(E) and `E′(h(E′) − 1) =
`E(h(E)− 1)− (µr + 1),

Proof. For every integer i > 0, let

si =
ir−1∑

j=r(i−1)

hE(j)

and tri = L·D+i−si. Clearly s1 ≥ s2 ≥ . . . and tr1 < tr2 < . . . Let µ = max{i | `E(tri−
1) > ri}, tr = (tr1, tr2, . . . , trµ). If µ = 0 then either tr1 > h(E) or tr1 = h(E) and
`E(h(E)− 1) < r, in which case hrE = h(E)− 1; in both cases (L,E, r + 1) is consistent
and the claims follow from remark 4.6 setting E′ = E.

So assume µ ≥ 1. The staircase E′ obtained from E by deleting the leftmost µr slices,
and further µ slices of heights tr1, tr2, . . . , trµ, satisfies conditions 1–5 (the hypothesis
on ˆ̀

min guarantees that such slices exist). Moreover, as ˆ̀
min(E′) ≥ ˆ̀

min(E) − 1 ≥
r + hrE > r + 1, E′ is (r + 1)-gentle and for every C through p2 with (C ·D)p2 = r + 1,
length(Zp2,E′,C ∩ D) =

∑r
i=0 hE′(i), which by 2 is at most

∑(µ+1)r
i=µr hE(i) and by the

definition of µ this is at most L ·D + µ. Therefore (L− µD,E′, r + 1) is consistent.
Let now C be an arbitrary curve smooth at p2 with (C · D)p2 = r + 1, let y = 0,

f = 0 be local equations for D and C respectively, and fix local coordinates (x, y) in
OS,p2 . For every t 6= 0, f + txr = 0 is a local equation of a curve Ct with (Ct ·D)p2 = r.
Define Σt = |L − Zp2,E,Ct |. The first r points on Ct infinitely near to p2 lie on D, so
they do not depend on t; denote them p2, p3, . . . , pr+1, and let π : S′ → S be the blowup
of these points. The (r + 1)th point on Ct infinitely near to p depends on t; let it be
pr+2
t ∈ S′. By remark 4.5, Ip,E,Ct = π∗(Ipr+2

t ,Ẽ,C̃t
⊗ OS′(−d2D2 − · · · − dr+1Dr+1)),
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where Ẽ is the staircase with ˆ̀
Ẽ(i) = max{ˆ̀E(i) − r, 0} and di = hE(i − 2). Setting

Σ̃t = |(L− d2D2 − · · · − dr+1Dr+1)− Zpr+2
t ,Ẽ,C̃t

|, it is clear that Σt
π∗∼= Σ̃t, and

lim
t7→0

Σt = π∗

(
lim
t 7→0

Σ̃t
)
. (3)

On S′, pr+2
0 belongs to the strict transforms C̃ and D̃, and to the exceptional divisor

Dr+1; at pr+2
0 , D̃, Dr+1 and C̃ are pairwise transverse. Thus, there exist xr, yr ∈ ÔS′,pr+2

0

local parameters such that yr = 0, xr = 0, and xr + yr = 0 are local equations of D̃,
Dr+1 and C̃ respectively. Then ft = xr + yr + t = 0, for t in a neighbourhood of 0, is an
equation of Ct in a neighbourhood of pr+2

0 .
We now apply the results of section 3 to It = IẼ,xr,ft , to show that

lim
t7→0

Σ̃t = µD + (d′2 − d2)D2 + . . . (d′r+1 − dr+1)Dr+1+

+ |(L− µD − d′2D2 − · · · − d′r+1Dr+1)− Zpr0,Ẽ′,f̃ | (4)

where d′i = hE′(i) and Ẽ′ is the staircase obtained from Ẽ by deleting the leftmost m−µ
slices, and further µ slices of heights tr1, tr2, . . . , trµ.

Define, for i = 1, . . . , µ, li = `E(hE(ri) − 1), mi = min{r, ri − li−1, li − ri}, m =
(m1,m2, . . . ,mµ), m =

∑
mi, ni =

∑
j<i(mj − 1), and y = ym. p is defined as follows.

pnj+j = `E(trj − 1) − nj for 1 ≤ j ≤ µ − 1, pnµ+µ = `E(trµ − 1) − nµ if `E(trµ) > nµ,
pnµ+µ = 1 otherwise; pnj+j+1 = `E(trj − 1) − nj − hE(nj) for 1 ≤ j ≤ µ − 1 (so for
instance p1 = `E(tr1 − 1) and p2 = `E(tr1 − 1) − h(E)), pi = 1 for i > nµ + µ and
pi = pi−1 − 1 for all other i. The bound on ˆ̀

min(E) guarantees that p1 > · · · > pnj+j ≥
pnj+j+1 + hE(nj) ≥ · · · ≥ pm.

Due to proposition 3.3, for all i and j with j + nj < i ≤ j + 1 + nj+1,

t̃r
i−j−nj
pj+nj

(It : (y1 . . . yj+nj )|yj+nj ) = t̃r
i−j−nj
pj+nj

(Iτ(Ẽ,σm(j+nj))
|yj+nj ) =

= t̃r
1

pi−1
(Iτ(Ẽ,σm(i−1))|yi). (5)

If i ≤ j + nj+1 then (5) can be evaluated using proposition 3.3, which gives

t̃r
1

pi−1
(Iτ(Ẽ,σm(i−1))|yi) = trpi(Iτ(Ẽ,i−j−1)|yi) = h(τ(Ẽ, i− j − 1)) = hẼ(i− j − 1).

On the other hand, if i = j + 1 + nj+1, then using 3.4 we get

t̃r
1

pi−1
(Iτ(Ẽ,σm(i−1))|yi) = trpi(Iτ(Ẽ,i−j−1)|yi) = hτ(Ẽ,nj+1)(pj+1+nj+1 − 1) =

= hẼ(`Ẽ(trj+1 − 1)− nj+1 + nj+1 − 1) = trj+1.

In both cases the result is bounded above by hẼ(nj) and therefore

mhẼ(nj−1) ⊂ Tri−j−njpj+nj
(It : (y1 . . . yj+nj )|yj+nj ) ⊂ Trip(It|y).

But pj+nj −pi ≥ hẼ(nj)+ i−j−nj−1, therefore pj+nj −pi+1−(i−j−nj) ≥ hẼ(nj−1)
and by 3.6, trip(It|y) equals

tri−j−njpj+nj
(It : (y1 . . . yj+nj )|yj+nj ) =

{
trj i = j + nj ,

hẼ(i− j − 1) j + nj < i ≤ j + nj+1,
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for all j < µ; and trnµ+µ
p (It|y) = trµ if `Ẽ(trµ) > nµ.

Next we show inductively that Resip(It|y) = (IEi)0, where E0 = Ẽ, Ej+nj is obtained
from Ej+nj−1 by deleting a slice of height trj and Ei = τ(Ei−1, 1) for j+nj < i ≤ j+nj+1.
Remark that Em = Ẽ′. For i = 0 there is nothing to prove. For i > 0, proposition 3.6,
part 1 implies that Resi−1

p (It|y)+mpi−1 = (It : (y1 . . . yi−1))0+mpi−1 = (IEi−1)0+mpi−1,
and Resip(It|y) ⊂ Resi−1

p (It|y) : yi. Therefore Resip(It|y) ⊂ (IEi−1 : yi)0 + (mpi−1 ∩
(Iτ(Ei−1,1))0) = (IEi)0. On the other hand, from the first two claims and corollary 3.7
we get that resip(It|y) = #Ei−1 − trip(It|y) = #Ei = dimk(R/(IE′)0), and we are done.

Now, for i > µ+ nµ and for i = µ+ nµ if `E(trµ) ≤ nµ, pi = 1, hence by 3.3

Resip(IE |y) = Res
i
p(IE |y)k[[t]] + (t) = Iτ(Eµ+nµ ,i−µ+nµ) + (t)

so Resip(IE |y) = (IEi)0 in these cases as well and trip(IE |ym) = hE(i− µ− 1).
The staircase Ẽ′ satisfies ˆ̀

Ẽ′(i) = max{ˆ̀E′(i)−r, 0}. So by 4.2, Ip,E′,C = π∗(Ipr+2
0 ,Ẽ′,C̃⊗

OS′(−d′2D2 − · · · − d′r+1Dr+1)). In particular

|(L− µD)− Zp,E′,C | = |(L− µD − d′2D2 − · · · − d′r+1Dr+1)− Zpr+2
0 ,Ẽ′,C̃ |. (6)

Let V ⊂ ÔS′,pr+2
0

be the image of the natural morphism H0(OS′(L − d2D2 − · · · −
dr+1Dr+1))→ ÔS′,pr+2

0
. Lemma 4.8 below shows that

Res(V |y1 · · · yi−1)
Res(V |y1 · · · yi−1) ∩ (yi)

−→ R/(yi)
Trip(It|y)

(7)

is injective for i = 1, . . . , µ, so theorem 1.2 applies as well, and therefore (4) holds. Now
it suffices to put (3), (6) and (4) together to see that limt 7→0 Σt ⊂ Σ + µD.

Lemma 4.8. For each i there is a divisor class Fi on S′ such that

1. Res(V |y1 · · · yi−1) ⊂ ÔSr,pr+2
0

is the image of the natural morphism

H0(OS′(Fi))
ρi−→ ÔS′,pr+2

0
,

2. Fi ·Ri = trip(It|y)− 1, where Ei is the irreducible divisor defined locally by yi = 0,
that is, Ri = D̃ if i = nj + j for some j, and Ri = Dr+1 otherwise.

3. Fm = L− µD − d′2D2 − · · · − d′r+1Dr+1.

Proof. We define Fi by recurrence. For i = 1, F1 = L− d2D2− · · · − dr+1Dr+1. Now as-
suming Fi−1 satisfies the claims, Res(V |y1 · · · yi−1) is the image of the natural morphism

H0(OS′(Fi−1 −Ri−1)) −→ ÔS′,pr+2
0

.

If Ri−1 = Dr+1 and Fi−1 ·Dr+1 = Fi−1 ·Dj for j ∈ [j0, r], then the divisors Dj are in the
fixed part of |Fi−1 − Ri−1|. We define Fi to be the class obtained from Fi−1 − Ri−1 by
unloading, i.e., Fi = Fi−1−

∑r+1
j=j0

Dj . It is then straightforward to check the claims.
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4.2 Termination of the specializations

Without loss of generality (see [12, 17]) we assume e > 2. For the staircase E1(n, e) :=
{(e1, e2) ∈ Z2

≥0|ee1 + (n− 1)e2 ≥ e(n− 1)} defined above, (L,E1(n, e), 1) is a consistent
type satisfying the requirement of theorem 4.7; let µ1 and E2(n, e) be the integer and
staircase given by 4.7. (L − µ1D,E2(n, e), 2) is again a consistent type satisfying the
requirement of theorem 4.7; let µ2 and E3(n, e) be the corresponding integer and staircase.
As long as the hypotheses of the theorem are satisfied, we keep using it to define integers
µ3, µ4, . . . and staircases E4(n, e), E5(n, e), . . . For simplicity, we denote these staircases
E1, E2, . . . and also L2 = L− µ1D, L3 = L2 − µ2D, . . . Let rmax(n, e) be the last r such
that Er is defined, i.e., (Lrmax(n,e), Ermax(n,e)(n, e), rmax(n, e)) is a consistent type and
either hrmax(n,e)

Ermax(n,e)(n,e)
≤ 1 or ˆ̀

min(Ermax(n,e)) ≤ rmax(n, e) + h
rmax(n,e)
Ermax(n,e)(n,e)

.

Lemma 4.9. Let r be a positive integer, and denote M =
∑
µi, with the summation

running over all i ≤ min{r − 1, rmax(n, e)}.

1. if r ≤ rmax(n, e), then

(a) ˆ̀
min(Er) ≥ n− r,

(b) (r − 1)(r + 2)e ≥ 2(n− 1)(e− h(Er)), and
(c) #(E1 \ Er) = eM +

(
M+1

2

)
,

2. If
(
r
2

)
e+ r < n− 1, then r ≤ rmax(n, e), and µ1 = µ2 = · · · = µr−1 = e,

3. if
(
r
2

)
e+ r ≥ n− 1 and r ≤ rmax(n, e), then #(E1 \ Er) ≥ e(n− 1)/2.

Proof. Due to 4.7, claim 4, for every 1 < r ≤ rmax(n, e) one has ˆ̀
min(Er) ≥ ˆ̀

min(Er−1)−
1, and so ˆ̀

min(Er) ≥ n− r. Now because of 4.7, claim 2, Er ⊃ τ(E1, (e−h(Er))(n− 1)).
We also have Er ⊂ τ(E1,

∑r−1
i=1 µi(i+ 1)) and µi ≤ e, hence

(r − 1)(r + 2)
2

e ≥ (n− 1)(e− h(Er))

and claim 1c follows because of 4.7, claim 1. Now since claim 1a holds, r+1 ≤ rmax(n, e)
whenever 2r ≤ n− e− 1, and in particular r ≤ rmax(n, e) whenever

(
r
2

)
e+ r < n− 1; in

such a case moreover, due to 4.7, claim 5, µ1 = µ2 = · · · = µr−1 = e.
Finally for the third claim, let r0 be the maximal integer with

(
r0
2

)
e+r0 < n−1. The

hypothesis says r ≥ r0, and then M = µ1 + µ2 + · · ·+ µr−1 ≥ e(r0 − 1). Then by claim
1c, the definition of r0, and the inequality M ≥ (r0 − 1)e,

#(E1 \ Er) = eM +
(
M + 1

2

)
≥ e(n− 1)/2.

Lemma 4.10. For every r ≤ min{rmax(n, e), (n − 1)/2} such that
(
r
2

)
e + r ≥ n − 1, if

h(Er) ≥ 3 then 4r2 + 2r + e(2en− 3e− n) ≤
√

3e(n− 1)(2e− 1). Moreover, there exists
an integer r ≤ rmax(n, e) such that h(Er) ≤ 2.

Proof. As
(
r
2

)
e+r ≥ n−1, it follows from lemma 4.9, claim 3 that #(E1\Er) ≥ e(n−1)/2.

On the other hand, we also have

#(E1 \ Er) =
∑
i

i
(

ˆ̀
E1(i− 1)− ˆ̀

Er (i− 1)
)
,

`(E1)− `(Er) =
∑
i

(
ˆ̀
E1(i− 1)− ˆ̀

Er (i− 1)
)
,
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and by 4.7, claim 3, ∆` := `(E1)−`(Er) = 2µ1+3µ2+· · ·+rµr−1. Write ∆` = κ(n−1)+ρ,
with 0 ≤ ρ < n− 1. As ˆ̀

E1(i− 1)− ˆ̀
Er (i− 1) ≤ n− 1 for all i,

#(E1 \ Er) ≤
e∑

i=e−κ+1

i(n− 1) + (e− κ)ρ ≤ e∆` −
∆`

2

(
∆`

n− 1
− 1
)
. (8)

In particular e∆` ≥ #(E1 \ Er) ≥ e(n − 1)/2. As (x/2)(x/(n − 1) − 1) is an increasing
function of x for x ≥ (n− 1)/2,

∆`

2

(
∆`

n− 1
− 1
)
≥

#(E1 \ Er)
/
e

2

(
#(E1 \ Er)

/
e

n− 1
− 1

)

which combined with (8) gives, denoting as before M = µ1 + µ2 + · · ·+ µr1−1,

∆` ≥

(
M +

(
M+1

2

)
e

)(
1− 1

2e
+
eM +

(
M+1

2

)
2e2(n− 1)

)
. (9)

By claim 2 of theorem 4.7 applied recursively, Er ⊃ τ(E1,∆` −M). Therefore

hEr ≤ hτ(E1,∆`−M) = hE1(∆` −M) ≤ e− ∆` −M − (n− 2)
n− 1

,

which solving for ∆` and combining with (9), gives the bound

hEr ≤ e−
eM +

(
M+1

2

)
e(n− 1)

(
1− 1

2e
+
eM +

(
M+1

2

)
2e2(n− 1)

)
+
M + n− 2
n− 1

, (10)

where the right hand side is a decreasing function of M . Since (L − MD,Er, r) is
consistent and `Er (h(Er)− 1) ≥ r, M > r(h(Er)− 1)− e. Plugging into (10) we deduce
that

(
r2(h(Er)− 1)2 + r(h(Er)− 1) + e(2en− 3e− n)

)2 is not larger than

e2(n− 1)2

(
12e2 + 4e+ 1− 8e

e+ r + 1 + (n− 1− r)h(Er)
n− 1

)
.

Now, if for some r ≤ (n− 1)/2, h(Er) ≥ 3,then

4r2 + 2r + e(2en− 3e− n) ≤
√

3e(n− 1)(2e− 1). (11)

But from the proof of lemma 4.9, ˆ̀
min(Er) ≥ n − r implies r0 = b(n − e + 1)/2c ≤

rmax(n, e). We claim that h(Er0) ≤ 2. Indeed, suppose h(Er0) ≥ 3. Since
(
r0
2

)
e + r0 ≥

n− 1 and 2r0 ≤ n− 1, r0 satisfies (11). Then using r0 ≥ (n− e)/2 and n ≥ 4e2, we end
up with the absurdity e (2 e− 1)

(
4 (3−

√
3) e2 + 1 +

√
3
)
≤ 0.

The following result is a slight generalization of Theorem 1.1 in [17], whose proof,
entirely analogous, follows by iteration from Theorem 4.3 in the same reference.

Proposition 4.11. Let E be a staircase with h(E) = 2. Let c be a positive integer such
that

ˆ̀
E(0) +

m

2
> 1 + 3

√
`E(1) +

(m
2

)2

.

Then for every divisor class L with L · D = m and every integer r such that the type
(L,E, r) is consistent, general linear systems of type (L,E, r) have maximal rank.
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We are now ready to prove our main theorem.

Proof. As remarked in the beginning of the section, we only need to prove that general
systems on S of type (L,E1(n, e), 1) have maximal rank. By theorem 4.7, every system
of type (L2, E2(n, e), 2) contains a limit of linear systems of type (L,E1(n, e), 1) and their
expected dimensions agree by claim 1 of theorem 4.7 and [5, 2.14], so it will be enough
to show that general systems of type (L2, E2(n, e), 2) have maximal rank. Iterating the
process, it is enough to prove that general systems of type (Lr, Er(n, e), r) have maximal
rank, for some r ≤ rmax(n, e).

Let r be the minimal integer such that h(Er) ≤ 2. Such an r exists by lemma 4.10.
Applying 4.11, it will be enough to show that

ˆ̀
Er (0) +

Lr ·D
2

> 1 + 3

√
`Er (1) +

(
Lr ·D

2

)2

. (12)

Now, due to theorem 4.7, claim 1, `Er (0) + `Er (1) +
(
Lr·D+1

2

)
= n

(
e+1

2

)
, so (12) is

equivalent to

ˆ̀
Er (0) +

Lr ·D
2

> 1 + 3

√
n

2

(
e+ 1

2

)
−

ˆ̀
Er (0)

2
− Lr ·D

4
.

Since `Er (0) + `Er (1) ≤ 3(n− 1),
(
Lr·D+1

2

)
≥ n

(
e+1

2

)
− 3(n− 1), which implies Lr ·D ≥

e
√
n− 1/2 because e > 2, so it will be enough to prove

ˆ̀
Er (0) +

2e
√
n− 1
4

> 1 + 3

√
n

2

(
e+ 1

2

)
−

ˆ̀
Er (0)

2
− 2e

√
n− 1
8

. (13)

But by claim 4 of theorem 4.7, ˆ̀
Er (0) ≥ n − r and the minimality of r together with

lemma 4.10 give

4(r − 1)2 + 2(r − 1) + e(2en− 3e− n) ≤
√

3e(n− 1)(2e− 1). (14)

It is now a simple calculus exercise to check that if e, n, r and ˆ̀
Er (0) are integers satisfying

e > 2, n ≥ 4e2, ˆ̀
Er (0) ≥ n− r and (14), then (13) holds.

5 Proof of theorem 3

In this section, E = E(a, b, c) will denote a gentle staircase of height at most three with
stair lengths `E(2) = a, ˆ̀

E(1) = b, ˆ̀
E(0) = c.

Singularity schemes of type A, D and E are defined by monomial ideals, whose corre-
sponding staircase height at most three. Type A is characterized by a = 0, and satisfies
c ∈ {b − 1, b}. Type D is characterized by a = 1, and also satisfies c ∈ {b − 1, b}. For
type E, one has b, c ∈ {a − 1, a}. A suitable “head-on collision” [12] can thus be used
to specialize an arbitrary union of general schemes of types A, D, E to a monomial ideal
whose staircase has height at most three and its stair lengths, being the sum of the stair
lengths of the collided components, satisfy 2c ≥ max{a, b} and 2b ≥ max{a, c}. By
semicontinuity, theorem 3 will follow from a maximal rank statement for such monomial
schemes.
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Theorem 5.1. Given stair lengths a, b, c, let s,∆,m be the positive integers satisfying
a = s(3s− 1)/2 + ∆, 0 ≤ ∆ ≤ 3s, m = 3s+ d∆/se (where d·e denotes the roundup to an
integer). Assume that

1. 2c ≥ max{a, b},

2. 2b ≥ max{a, c},

3. 2b ≥ 5r + 8 and r ≥ 5,

4. c ≥ s+ 3− m
2 + 3

√
4b−4s+m2

2 ≥ 0.

Then a general monomial subscheme in P
2 with staircase E(a, b, c) has maximal rank.

Proof. Let E1 := {(e1, e2) ∈ Z
2
≥0 | (e1 + 3 − e2, e2) ∈ E}, and let π : S → P

2 be the
blowup of a point, with exceptional divisor D. Let L = π∗(aH) − 3D, where H is the
class of a line in the plane and d a positive integer. We have to show that general systems
of type (L,E1, 1) have maximal rank.

(L,E1, 1) is a consistent type satisfying the requirement of theorem 4.7; as in the proof
of theorem 1, apply 4.7 to iteratively define integers µ1, µ2, . . . and staircases E2, E3, . . .
For simplicity, we denote L2 = L− µ1D, L3 = L2 − µ2D, . . .

Write ∆ = ks−δ, where 0 ≤ δ < s (so m = 3s+k) and define r = b(2s+k+δ+1)/2c.
It is not hard to check that Er is defined and has height 2, with b′ := `Er (1), c′ := ˆ̀

Er (0)
given by the following table, and Lr = π∗(aH)−mD.

∆ ≡ k(s+ 1) (mod 2) ∆ 6≡ k(s+ 1) (mod 2)
k < 3 b′ = b− b 2s+3δ+k+1

2 c b′ = b− b 2s+3δ+k−1
2 c

c′ = c− s− k + 1 c′ = c− s− k
k = 3 b′ = b− b 2s+3δ+6

2 c b′ = b− b 2s+3δ+4
2 c

c′ = c− s− 1 c′ = c− s− 2

The last hypothesis in the statement guarantees then that proposition 4.11 can be applied
in each case, and so general linear systems of type (Lr, Er, r) have maximal rank. By
semicontinuity, general systems of type (L,E1, 1) have maximal rank.

Proof of theorem 3. Observe first that if a ≥ 83 (and therefore r ≥ 7) then the last
two hypotheses in theorem 5.1 are unnecessary, because they are implied by the first
two. From this it follows that, if the length 3a + 2b + c is bigger than 455 (which
implies that either a ≥ 83 or b, c are large enough to automatically satisfy the last two
hypotheses) then a general monomial subscheme in P

2 satisfying the first two hypotheses
in theorem 5.1 has maximal rank. So it only remains to see that for ` = 3a + 2b +
c ≤ 455, a general monomial subscheme in P

2 satisfying the first two hypotheses in
theorem 5.1 impose ` independent conditions in degree d = 29. By suitably increasing
c (and possibly b) it is always possible to create a larger monomial subscheme that
contains the given zeroscheme and has length `′ = 3a′ + 2b′ + c′ = 456; this imposes
456 independent independent conditions in degree 29, so the original scheme imposes
independent conditions as well.
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