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Abstract

This paper explores whether the procyclicality of private credit changes during the
business cycle. To this end, we rely on the estimation of smooth transition regression
models for a sample of 17 OECD countries over the 1986-2010 period. Our findings
show that credit procyclicality is nonlinear, depending on economic conditions. More
specifically, credit is highly procyclical in extreme—booms and busts—regimes in
Canada, the UK and the US, while procyclicality is less pronounced in one or both
extreme regimes in Australia, Belgium, France, Finland, the Netherlands, Norway,
and Spain. Our results also emphasize the importance of financial factors in explaining

the short-run behavior of private credit.
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1 Introduction

The linkage between credit and the business cycle has been widely discussed in the litera-
ture, which generally emphasizes that the credit market is highly procyclical.! Indeed, a
well established fact is that lending often increases significantly during business cycle ex-
pansions, and then falls considerably during subsequent downturns. The question of credit
procyclicality has recently become even more important since there is now some consen-
sus that the period leading up to the recent crisis was preceded by strong credit growth,
combined with a speculative asset price bubble (Borio and Drehmann (2009)). When this
bubble burst, it gave place to a deep banking crisis, accompanied by a severe economic

recession.

Even though the specific causes explaining credit procyclicality—among supply-side, demand-
side or regulatory-side factors—are still a subject of considerable debate,? the overall con-
sideration of credit procyclicality is implicitly based on the hypothesis that both expansion
and recession phases have the same effect (in absolute value) on the credit cycle. This sym-
metry implies that a change in the output gap of a given magnitude will therefore have the

same impact regardless of whether it occurs during a recession or during an expansion.

In this paper, we investigate whether the effect of business cycle on credit cycle—i.e. credit
procyclicality—is stable over time. Nonlinearities or asymmetries in this relationship could
indicate that the strength of credit cycle determinants varies over the phases of the busi-
ness cycle, a characteristic that would have important implications in terms of banking

regulation.

! Regarding empirical contributions, see e.g., Borio et al. (2001), Goodhart et al. (2004), White (2006),
Jiménez and Saurina (2006), Goodhart and Hofmann (2008), Bouvatier et al. (2012), and the references
therein. For theoretical considerations, see Gorton and He (2008) and Aikman et al. (2011) among others.

2See Aikman et al. (2011) for a survey.



Indeed, the credit cycle is mainly driven by the business cycle, but the stability over time
of this relationship can be questioned. Credit cyclicality could be more or less pronounced
according to economic conditions leading to different short-run dynamics between boom
and bust periods and/or between countries. Furthermore, the general conception that re-
cession phases develop rapidly and are short-lived while expansion phases develop slowly

and are more prolonged calls into question the linearity assumption of credit cyclicality.

Assessing this asymmetry allows us therefore to identify more accurately the main determi-
nants of expansionary and contraction phases in bank credit. This point could be relevant
for the banking regulator—or the macro-prudential regulator—to detect the emergence of
boom periods and to identify which regulatory instrument is appropriate to curb bank
lending. For example, a loan-to-value ratio regulation (Borio et al. (2001)) could be an
appropriate regulatory instrument to curb bank lending if boom periods are more driven by
property prices than by the business cycle. Similarly, government interventions to support
the financial sector during recessions—as recapitalization, guarantees, asset purchases, and
liquidity support—could be particularly appropriate if credit cyclicality is magnified during

downturns.?

Remarkably, the empirical literature on bank credit is mainly based on linear estimations
and focus on long-term determinants.* Only a few studies have investigated potential non-
linearities in the bank credit dynamics. For instance, Gambacorta and Rossi (2010) show
that the effect on credit, GDP and prices of monetary policy tightening is larger than the

effect of monetary policy easing in the euro area. Relying on Markov-switching models,

3See Laeven and Valencia (2011) concerning government intervention packages and the effects during
the recent financial crisis.
4See for example Calza et al. (2003), Hofmann (2004) or Calza et al. (2006).



Kakes (2000) finds that interest rate shocks have an asymmetric effect on credit, depend-
ing on the business cycle phase, for the US, Germany, Belgium and the UK, but not for
the Netherlands. Markov-switching models have also been used to identify instabilities in
short-run dynamics. Frommel and Schmidt (2006) find evidence of unstable regimes for
several European countries during which bank credit does not return to its long-run trend.
In addition, stock market conditions seem important to explain credit fluctuations during
these less stable regimes. With a similar methodology, Eller et al. (2010) examine Central,
Eastern and Southeastern European (CESEE) countries and show that the short-run credit

dynamics is characterized by a regime switching mainly driven by credit supply factors.

As a result, the empirical literature that studies credit procyclicality did not, to the best of
our knowledge, investigate potential nonlinearities in the impact of the business cycle on
the credit cycle. We aim at filling this gap by focusing on bank credit short-run fluctua-
tions, and paying special attention to credit market asymmetries in relation to the business
cycle in 17 OECD countries over the 1986-2010 period. To this end, we start by testing
if the relationship between credit and GDP cycles is linear, i.e. whether credit is linearly
procyclical. For those countries for which the linearity hypothesis is rejected, the asym-
metry is captured through the estimation of smooth transition regression (STR) models.
These models allow us to distinguish the effects of GDP on credit, depending on a transi-

¢

tion variable. More specifically, in the STR specification, two extreme regimes—‘booms”
and “busts”™—corresponding to two distinct credit equations, are endogenously determined.
The transition from one regime to the other is smooth and governed by the transition
variable. A large set of transition variables is considered in order to capture differences
between countries. Indeed, depending on the country, nonlinearities in procyclicality could

rather be related to conditions in credit market, stock market or property market rather

than being associated with the business cycle phases.



The rest of the paper is organized as follows. Section 2 is devoted to the presentation of
the retained methodology. Section 3 describes the data and provides some stylized facts
concerning credit cycles and credit procyclicality. Estimation results are displayed in Sec-

tion 4, and Section 5 concludes the article.

2 Methodology

As a first step, the procyclical character of credit can be analyzed relying on the simple

following relationship:

Zt = ¢p + Qﬁlitfl + Oyli—1 + & (1)

with [ representing the credit cycle and g the business cycle.

We consider the lagged output gap 7,1 to tackle the endogeneity problem between the
credit cycle and the business cycle, as well as the lagged endogenous variable to allow for a
dynamic adjustment.” However, since credit market conditions are affected by asset prices
and interest rates (see Goodhart and Hofmann (2004), Goodhart and Hofmann (2008), and
Bouvatier et al. (2012) among others), credit procyclicality might be overestimated in this
specification. From this perspective, Equation (1) can be augmented by the interest rate, as
it is standard in the monetary policy literature. We also introduce house and share prices,
since there is an obvious link between asset prices dynamics and financial (in)stability: as
recalled by Goodhart and Hofmann (2008) among others, booming asset prices episodes are

frequently viewed as announcing future sharp correction of prices, generating instability

°A second lag on the credit variable is included in the right-hand side of Equation (1) in case of
autocorrelation (see below).



of the financial and banking sector. In addition, regarding the interplay between financial
constraints and entrepreneurship, both private credit and stock market capitalization can
be seen as supplementary (or complementary) sources of financialization. Thus, the linear
relationship between aggregate private credit, aggregate economic activity, interest rates

and aggregate asset prices can be expressed as follows:

I, = ¢o + ¢lit—1 + OyYi—1 + ¢hilt—1 + 0551+ 1 + €& (2)

where iL, s and 7 respectively represent the cycle in the house market, the stock market
and the interest rate.® A potential drawback of the previous equation is that it assumes
that both economic expansions and recessions have the same effect (in absolute value) on
the credit cycle. Furthermore, a change in output gap of a given magnitude will have the

same effect regardless of whether it occurs in a recession or in an expansion state.

To overcome this limit, and in order to investigate potential nonlinearities in the rela-
tionship between credit and business cycles, we rely on the STR models developed by
Granger and Terésvirta (1993) and Terdsvirta (1994). These models have several inter-
esting features that make them suitable for our purpose. First, regression coefficients can
take different values, depending on the value of another observable variable—namely, the
threshold or transition variable. In other words, the observations are divided into a small
number of homogenous groups or “regimes”, with different coefficients depending on the
regimes. Second, regression coefficients are allowed to change gradually when moving from
one group to another: STR is a regime-switching model where the transition from one
regime to the other is smooth rather than discrete. Finally, countries are allowed to switch

between regimes over time according to changes in the threshold variable.

6Note that all variables in Equations (1) and (2) are obviously stationary.



More specifically, the STR model can be expressed as follows:”

Iy = do+ Gili1 + Gyli1 + dnhu1 + sbi1 + Giv1 + [do + Oyii1] X G(é;v,¢) + & (3)

Equation (3) is enlarged with respect to Equation (2) by a transition function, G(é;;, ¢),
which, in turns, depends on é;, an observable transition variable, that governs the regime
switching. Note that since our focus is on the effects of booms and busts on the credit
cycle, we restrict nonlinearity to the (lagged) output gap (y;—1). This choice has also the
advantage of not imposing the same speeds of transition and thresholds to all the variables
in Equation (2), an assumption that would be misleading. The transition function can be

either a logistic function or a quadratic logistic function and is defined as:

G (ét7 ’)/7 C) =

14 exp (—ﬂ(a—@)] L >0 (4)

Jj=1

The transition function is continuous, normalized and bounded between 0 and 1, « is the
slope parameter that determines the smoothness of the transition from one regime to the
other, and ¢ denotes the threshold parameter (¢; < ¢ < ... < ¢,,). Depending on the
realization of the transition variable é;, the link between [ and y will be specified by a
continuum of parameters, namely ¢, in Regime 1 (when G(.) = 0), and ¢, + 6, in Regime
2, when G(.) = 1. In other words, according to the transition variable, output gap has a
different impact (elasticity) on credit gap: this model allows us to investigate if nonlinearity
in the elasticity could be associated with changes in economic conditions. Indeed, whereas
the elasticity in a linear model is constant and equal to ¢, in Equation (3), in the STR

model the elasticity varies in time according to the value of the transition function. The

"The specification is presented with one lag, but the choice of the autoregressive lag is made using
information criteria (see below).



two most common cases for the transition function (Equation (4)) correspond to m = 1
(logistic, LSTR) and m = 2 (quadratic logistic, LSTR2). In the first case, the dynamics is
asymmetric and the two regimes are associated with small and large values of the transi-
tion variable relative to the threshold. On the contrary, in the case of a quadratic logistic
specification, the two regimes have similar structures—meaning that booms and busts have
similar dynamics—but the middle grounds are characterized by a different dynamics than

that in the extremes.

To specify the STR model, we follow the three-step procedure proposed by Terésvirta
(1994):

e In the first, specification step, we select the autoregressive lag in Equation (3) ac-

cording to residual properties.

e In the second step, we test the null hypothesis of linearity. Testing this hypothesis
consists in testing v = 0 in Equation (3). However, Equation (3) being only identified
under the alternative hypothesis, this is a nonstandard testing problem. To overcome
this issue, we follow Luukkonen et al. (1988) and estimate the auxiliary regression

(5) for all the considered transition variables:

3
ly = By + Z Bize; + uy (5)

i=1
where z, = (1, 2;)’, Z; being the vector containing the explanatory variables and the

8

lagged values of the endogenous one.® Testing the null hypothesis of linearity in

8The auxiliary regression (5) is retained if é; is an element of z;. If this is not the case, the auxiliary
regression takes the following form:

3
=Bz + > Bz +uy (6)
i=1



Equation (3) is then equivalent to a test of the hypothesis Hop : 1 = o = 53 =0
in Equation (5). This test is applied for each considered transition variable. If the
null of linearity is rejected for more than one potential transition variable, we then
select the transition variable as the variable with the strongest test rejection (i.e. the

smallest p-value).

e Once the linearity hypothesis has been rejected, the last step consists in the choice be-
tween the LSTR and LSTR2 specifications. To this end, we implement the following

test sequence as suggested by Terdsvirta (1994):

H03353=0

H02352 =0|53=0

H01151:0|52:53:0

If Hys is rejected, the LSTR specification is retained. If Hyz is accepted and Hyo
is rejected, the LSTR2 model is selected. Finally, not rejecting Hyz and Hgo, but

rejecting Hy, leads to the LSTR specification.

Once the choice of the nonlinear specification has been made and the STR model estimated,
we apply various misspecification tests: test of no residual autocorrelation (Terdsvirta
(1998)), LM-test of no remaining nonlinearity (Eitrheim and Terésvirta (1996)), ARCH-

LM test (Engle (1982)), and normality test (Jarque and Bera (1987)).



3 Data and stylized facts

We consider quarterly data over the 1986-2010 period for the following sample of 17 OECD
countries:” Australia, Belgium, Canada, Denmark, Finland, France, Germany, Ireland,
Italy, Japan, the Netherlands, Norway, Spain, Sweden, Switzerland, United Kingdom, and

the United States.

As previously mentioned, our analysis is based on the credit cycle and the business cycle—
which are our main variables of interest—and three control variables, namely house prices,

share prices and the interest rate.

3.1 Credit and business cycles variables

Consider first the credit cycle and business cycle variables. Regarding the credit variable,
the series correspond to credit from the banking sector to the private non-financial sector
(private credit) taken from the International Financial Statistics (IFS) database of the
IMF, except for Canada (source: Statistics Canada), and Norway for 2007Q1 to 2009Q4
(source: Norges Bank). These credit series exhibit important level shifts notably due to
changes in definitions. To account for this characteristic, we have adjusted the series for
these level shifts following the methodology proposed by Stock and Watson (2003): the
growth rate of the observation affected by the level shift is replaced by the median of the

growth rate of the two periods before and after the occurrence of the level shift (see also

9The starting date of our sample is quite usual in the literature dealing with credit dynamics (see e.g.,
Goodhart et al. (2004), Jiménez and Saurina (2006), Goodhart and Hofmann (2008) or Bouvatier et al.
(2012)). Indeed, it avoids potential biases induced by the major change in the paradigm governing the
conduct of monetary policy since the end of the 1970s (Goodhart et al. (2004), and Goodhart and Hofmann
(2008)), and corresponds to the end of the high inflation period that characterized the late 1970s and early
1980s.

10



Goodhart and Hofmann (2008)).1° In addition, credit aggregates are expressed in real
terms considering the consumer price index from the OECD database as deflator. Turning
to the GDP series, they are extracted from the OECD database and are expressed in real
terms. We derive credit cycle and business cycle variables by isolating the cyclical compo-
nents of credit and GDP series using the Hodrick-Prescott (HP) filter. The credit cycle is
therefore represented by the percentage credit gap (i.e. cyclical component divided by the

trend component), and the business cycle by the percentage output gap.!!

Table 1 presents some descriptive statistics on these percentage credit and output gaps
series. Countries are ranking according to the average size of their credit gap measured by
the mean of absolute values.'? Countries recording the more pronounced credit cycle are
Sweden, Ireland, Denmark and Spain. The high ranking position of Sweden and Denmark
mainly results from the financial cycle encountered by Nordic countries in the turn of the
1990’s (Englund (1999), Hansen (2003)). In particular, during the boom period, lending
increased by 73% in real terms from 1986 to 1990 in Sweden, and credit growth was 32% in
1986 in Denmark. The high ranking position of Ireland and Spain rather results from the
recent period. At the lower ranking position, we find Canada and Germany. The absence of
property price boom in Germany during the past decade (Agnello and Schuknecht (2009))
and the implementation of an unweighted leverage ratio since the early 1980’s in Canada

(Bordeleau et al. (2009)) are two particularities in these countries which could explain the

OFollowing Goodhart and Hofmann (2008), we have corrected for the following level shifts: Australia in
1989Q1 and 2002Q1; Belgium in 1992Q4 and 1999Q1; Canada in 2001Q4; Denmark in 1987Q4, 1991Q1,
and 2000Q3; Finland in 1999Q1; France in 1999Q1; Germany in 1990Q2 and 1999Q1; Italy in 1999Q1;
Ireland in 1995Q1 and 1999Q1; Japan in 1997Q4 and 2001Q4; Netherlands in 1988Q4; Spain in 1986Q1
and 1999Q1; Sweden in 1996Q1; Switzerland in 1996Q4; UK in 1986Q2; and USA in 2001Q4.

1Tt should be noticed that pre-detrended series obtained with the HP filter might result in data that
display spurious business-cycle-like comovements (see Cogley and Nason (1995)). However, as argued by
Pedersen (2001) among others, if one defines business cycles in terms of an ideal high pass filter, then the
HP filter cannot produce "spurious cycles", because it well approximates an ideal high pass filter. The
evidence is then far from conclusive.

12The ranking is quite similar if the average size is measured by the standard deviation (Ul}>'

11



lower size of the credit cycle.

The comparison of credit gaps to output gaps in Table 1 highlights that credit cycle is more
pronounced than business cycle. Indeed, the mean and the standard deviation for output
gaps are the highest for Finland (respectively at 0.401 and 0.520), while they reach respec-
tively 0.861 and 1.074 for Sweden regarding the credit gap. Furthermore, heterogeneity
among countries is more important concerning the credit cycle. The mean for credit gaps
ranges between 0.224 in Germany and 0.861 in Sweden, while it ranges between 0.167 in
Australia and 0.401 in Finland for output gaps. Credit and business cycles share however
a common characteristic concerning persistence; first-order autocorrelations in credit gaps

(p;,) and output gaps (pg,) being around 0.850 in most countries.

Figure 1 displays the correlations between credit and business cycles in the y-axis and the
credit gap size (i.e. the mean on absolute values) in the z-axis. Correlations between the
two cycles show an important heterogeneity across countries since they range between 0.103
for Denmark and 0.737 for Switzerland. Moreover, as shown in Figure 1, the correlation is
not clearly related to the credit gap size. For example, Sweden and Denmark recorded a
pronounced credit cycle but weakly correlated with the business cycle, while Canada and
Switzerland faced narrower credit cycles but these swings are highly correlated with the

business cycle.

The absence of clear positive correlation between credit and business cycles might hide
the existence of nonlinear relationships between the two variables. Indeed, if, for instance,
procyclicality becomes more important in times of booms or busts, the previous linear
correlations would not be able to capture this pattern. This highlights the importance of

allowing for asymmetries in the procyclical character of credit.

12



3.2 Control and transition variables

Regarding the control variables, the house price series corresponds to the Property Price
Index obtained from the Bank for International Settlements (BIS). The interest rate se-
ries is the money market rate taken from the OECD database, except for Japan (source:
IFS), and Denmark and Finland for which some points were missing for the year 1986 and
have been complemented using IFS. Finally, share price series are taken from the OECD
database (“all share” prices). As for credit and GDP series, we isolate the cyclical com-

ponent of our control variables in real terms using the HP filter.!3

More precisely, our
interest rate variable is the cyclical component deduced from the HP filter, and our share
and house prices variables are the percentage gaps obtained from the HP filter (i.e. cyclical

component divided by the trend component ).

Finally, we consider five sets of potential transition variables é:

e The various lagged credit determinants (up to lag 2), corresponding to the credit

A,

cycle (1), the business cycle (y), share prices (§), and house prices (fz)

e The lagged values (up to lag 2) of the variable é; corresponding to the first factor of

the principal components analysis (PCA) applied to the variables ¢ and L.

e The lagged values (up to lag 2) of the variable é; corresponding to the first factor of

the PCA applied to the variables y and h.

e The lagged values (up to lag 2) of the variable é; corresponding to the first factor of

the PCA applied to the variables 3 and s.

13See Bouvatier et al. (2012) for a justification of our chosen filtered method to estimate the “equilibrium”
value of the interest rate.
14Tt should be noticed that all the filtered series are, by definition, stationary.
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e The lagged values (up to lag 2) of the variable é, corresponding to the first factor of

the PCA applied to the variables i and 3.

Considering this large group of transition variables allows us to account for all possible
interactions between the different cycles. Indeed, nonlinearities in credit procyclicality
might not be exclusively related to business cycle phases but also to credit, property and
stock markets conditions. Examining variables l , h and § as potential transition variables
therefore allows to identify which cycle is the most appropriate to generate nonlinearities
in credit procyclicality. Furthermore, these nonlinearities might also result from the com-
bination of several economic conditions. For example, the effect of the business cycle on
the credit cycle could be reinforced when both property and share prices are booming. We
therefore use the first factor é; (i = 1, ...,4) of several PCA, which extracts the main source
of variation in the dataset, to identify these features and capture the common pattern in
the two cycle variables. For instance, considering é; as the transition variable suggests that

credit procyclicality depends on the common pattern shared by business and credit cycles.

4 Results

In order to investigate the potential nonlinear procyclical characteristic of credit, we first
test for linearity in Equation (2) using the various transition variables. The results, re-
ported in Table 2, reveal that linearity in the effect of output gap on credit gap cannot
be rejected at the 5% significance level in the following countries: Denmark, Germany,
Ireland, Italy, Japan, Sweden, and Switzerland. Results from the estimation of the linear
equations for these countries are presented in Table 3, which displays the estimates of both

Equation (1) (without control variables) and Equation (2) (with control variables).

14



From these linear estimations, we can distinguish the following situations. In a first group
of countries, namely Denmark and Switzerland, output gap does not have a significant ef-
fect on credit gap, whatever the considered specification. Turning to the other explanatory
variables, share prices significantly affect the credit gap for both countries, as well as the

control variables related to interest rates and house prices for Switzerland.

In a second group of countries, namely Germany, Ireland, Sweden and Japan, the impact
of output gap differs according to the specification. More precisely, output gap has the
expected positive effect for Germany, Ireland, Sweden in the specification without control
variables, and becomes non significant in Equation (2). In the case of Germany, our results
show counter-cyclical credit dynamics, refuting previous results based on linear specifica-
tions (Hofmann (2004)). Striking though these results are, this negative effect in Germany
may be explained by the behavior of both households and firms. More specifically, in times
of a transitory economic expansion, firms may switch from external to internal finance and

thus reduce their borrowing (Bernanke and Gertler (1995)).

Note that in these countries, the original significant impact of output gap in Equation (1)
mainly captures the effects of house prices—that are significant in Equation (2)—and not
a procyclical characteristic of credit per se. The apparent positive relationship between
credit and economic activity may thus arise because boom periods trigger increases in
property prices which, in turn, affect credit gap. Finally, in the case of Italy, the output

gap is an important determinant of credit gap, regardless of the specification.!®

Turning to the remaining countries for which the linearity hypothesis is rejected, let us

first focus on the most appropriate transition variable identified by the Terésvirta (1994)

5Remark that parameter ¢y represents the instantaneous effect of output gap on credit gap. The full
effect is given by ¢, /(1-¢y,1-¢1,2).

15



test. Results in Table 2 display important differences between countries, showing that the
economic conditions which lead to nonlinearities in credit cyclicality are heterogeneous.
For example, nonlinearities are driven by credit market conditions in Australia, Finland
and Spain (Z is the transition variable), and by property prices in the Netherlands and
Norway (}AL is the transition variable). In addition, nonlinearities can result from the com-
bination of different economic conditions. For instance, the variable é;—capturing the
interdependence between business and credit cycles—is the transition variable for Canada
and France. Consequently, the degree of credit procyclicality is modified when output
and credit gaps expand or contract simultaneously. On the whole, our findings show that
there is no common feature which drives nonlinearities in credit procyclicality; countries
particularities regarding the relative importance of credit, property and stock markets can

explain this heterogeneity in the selected transition variable.

Results from the estimation of Equation (3) are presented in Table 4.'6 We can distinguish
three groups of countries. Firstly, in Finland, the Netherlands, Norway and Spain, the
effect of output gap on credit gap decreases when the value of the transition variable
increases. These countries are characterized by asymmetries regarding boom and bust
periods, with changes in economic activity producing sharp adjustment in bank credit
during “bad” times. This effect however tends to dampen during boom periods. In the
Netherlands and Spain, the output gap effect reaches respectively 2.148 and 1.714 in bust
periods and drops respectively to 0.392 and 0.047 in boom phases.!”

In Finland and Norway, credit procyclicality is not so high during “bad” times. The output

16Standard tests concerning residual properties are also reported in Table 4. In addition, the LM-test of
Eitrheim and Terdsvirta (1996) indicate no remaining nonlinearity (the results are available upon request
to the authors).

7In the LSTR model, the effect of output gap on credit gap is given by ¢, in bust periods, and by ¢, +0,
in boom periods, representing the two extreme situations. In addition, recall that the link between credit
and output gaps is specified by a continuum of parameters, with the elasticity varying in time according
to the value of the transition function.

16



gap effect ranges respectively from 0.269 and 0.180 to -0.069 and -0.341. Credit procycli-
cality turns non significant during boom phases in Spain and Finland and credit becomes
even countercyclical in Norway. Furthermore, the threshold parameter (¢;) and the slope
parameter () indicate differences in the smoothness of the transition between the two
extreme regimes.'® Whereas the previous literature based on linear estimations (e.g. Hof-
mann (2004)) show procyclical credit in Finland, Spain, Netherlands and Norway, they fail
to capture the asymmetric effect in times of booms and busts. Our results underscore the

importance of correctly specifying the nonlinear effects under scrutiny.

Figure 2 depicts the transition function according to the value taken by the transition
variable, which illustrates more precisely the transition between the two regimes. In the
Netherlands, the threshold parameter (¢; = —0.507) is low comparing to Spain, Finland
and Norway for which this coefficient is respectively 0.158, 0.327 and 1.243. The Nether-
lands have also the highest slope parameter. As a result, the very high credit procyclicality
captured by ¢, = 2.148 characterizes few data points. The opposite situation is observed
for Norway, while the repartition between the two regimes is more balanced for Spain and
Finland. Figure 3 displays the time path of the transition function and therefore allows
to identify periods of high or low credit procyclicality. For instance, output gap sharply
affects credit gap in Spain after the 1992-3 European Monetary System crisis or after the
2007-9 financial crisis. The fall in the positive effect of output gap on credit gap when the
economy turns in a boom period suggests that the other significant determinants of the

credit cycle become relatively more prominent.

According to our results, property prices in Finland and the Netherlands, share prices in

¥However, it would be a mistake to judge the significance of these variables by means of its t-values. In
fact, as noticed by Terasvirta (1994), their ¢-statistics do not have their customary asymptotic ¢-distribution
under the hypothesis that v = 0 and ¢; = 0, due to identification problems.

17



Norway, and these two price series in Spain might be more relevant to explain short-run
credit dynamics than economic activity itself in boom periods for several reasons. First of
all, property accounts for a substantial share of household assets, so that changes in prop-
erty prices in boom periods may have a significant wealth effect on credit demand. Second,
rapid increases in house or share prices rise the availability of funds for those that can
pledge them as collateral (Jiménez and Saurina (2006)), affecting the borrowing capacity
of the private sector. Finally, increases in the value of assets that can serve as collateral
make banks more willing to extend loans, so that the supply of credit to the private sector

also increases (Hofmann (2004)).

In a second group of countries, namely, Australia, Belgium and France, the effect of output
gap on credit gap decreases in boom periods, as in the previous group, but also during
bust phases. Nonlinearities are therefore represented by a quadratic logistic transition
function (LSTR2), implying that credit procyclicality in booms and busts is characterized
by similar dynamics. Any increase or decrease in output gap has a relatively higher impact
on credit in “normal” times (i.e. periods which are neither booms nor busts) than during
“extreme” periods. Credit procyclicality in normal times, given by parameter ¢, is 0.544
in Australia, 0.810 in Belgium and 0.909 in France. Considering parameters ¢, + 6,,, this
effect turns non significant in Belgium and France during extreme periods, and credit gap
becomes even countercyclical in Australia. In these countries, factors such as house and
share prices play a greater role during the extreme states, putting forward the prevalence

of the financial factors over real ones during boom and bust periods.

More precisely, credit gaps are significantly impacted by property prices in Australia and
Belgium, while the three control variables are not significant in France. In this latter case,

credit gap becomes highly counter-cyclical during extreme periods. We have to be cautious

18



concerning the similar dynamics in booms and busts obtained with the LSTR2 model. The
threshold parameters ¢; and ¢y and Figure 2 show that the reduction of credit procyclicality
concerns rather bust periods than booms. Indeed, parameters c, are relatively high and
then few data points are classified in the extreme regime when the transition variable is
positive. Finally, it is worth mentioning that Australia, Belgium and France share a char-
acteristic with the previous group of countries. Credit procyclicality is significant when
the transition variable is around zero, i.e. when the economy is not in bust or boom peri-

ods. In extreme periods, output gap is not necessary a significant determinant of credit gap.

In the last group of countries, namely, Canada, the United States and the United Kingdom,
nonlinearities are also represented by a quadratic logistic transition function. However, con-
trary to the previous group, procyclicality becomes more important both in boom and bust
periods. More precisely, the output gap effect on credit gap in normal periods—measured
by parameter ¢,—is not significant for Canada and the United States. The size of this
effect during extreme periods (given by ¢, + 6,) rises and becomes significant. It reaches
0.374 in Canada and 0.413 in the United States. It is important to remark that our esti-
mations yield higher cyclicality in extreme periods, advancing that previous studies based
on linear estimations may have underestimated the real impact of the economic cycle. Our
results showing asymmetric cyclicality may have important policy implications in terms of

regulation.

Finally, concerning the United Kingdom, the output gap effect is always significant and
increases from 0.879 in normal times to 0.989 in extreme periods. It is worth mentioning
that in this country, extreme periods correspond to very rare events, suggesting that the
nonlinearity is caused just by a few points (see Figures 2 and 3). The transitions between

the two regimes are more frequent for Canada and the United States.
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5 Conclusion

Many industrialized countries experienced high credit expansion before the recent financial
turmoil, putting forward that understanding the mechanism underlying credit constitutes
an important challenge. Focusing on one of its main determinants in a short-run per-
spective, this paper examines the link between output gap and credit gap in a nonlinear
framework for 17 OECD countries over the 1986-2010 period. Relying on smooth transi-
tion regression models, we show that economic activity nonlinearly affects credit, in the
sense that output gap does not impact credit gap in the same magnitude depending on
economic conditions. More generally, our findings highlight that the cyclical character of
credit depends on whether the economy undergoes a boom, a bust or is in a “normal”
configuration. This result has important implications in terms of regulation, for instance

to identify which regulatory instrument is appropriate to curb bank lending.

More specifically, our findings show that different dynamics can be distinguished. Firstly,
we identify countries in which the effect of output gap on credit gap tends to dampen dur-
ing booms and also possibly during busts. In these countries—mnamely, Australia, Belgium,
France, Finland, the Netherlands, Norway, and Spain—asset prices prevail over economic
activity during some “extreme” states in the short-run dynamics of bank credit. Secondly,
the opposite dynamics can be found in Canada, the United Kingdom and the United
States. For these economies, procyclical effects are mild in “normal” periods and reach
their maximum during boom and bust phases. Thirdly, the output gap does not seem to
be a significant determinant of credit gap in Denmark, Germany, Ireland, Japan, Sweden

and Switzerland, whatever the economic conditions. Finally, we find differences between
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countries concerning the transition variable and the threshold parameters, suggesting that

the definition of “extreme” periods results from countries particularities.

This heterogeneity across both countries and regimes puts forward that there does not exist
a “one size fits all” policy or recommendation, even at the European level. Large output
gaps are not necessarily costly in terms of credit cyclicality in the sense that the effect of
the business cycle on credit cycle can dampen during boom and bust phases. Furthermore,
in many cases, the short-run bank credit behavior is mainly driven by other variables than
the business cycle, such as financial assets. Indeed, in addition to the wealth effect on
credit demand exerted by rising property prices, house and asset prices probably serve as
a collateral in booming periods, making banks more willing to extend loans and leading
to an increase in the supply of credit to the private sector. On the whole, our findings
show that understanding and assessing the short-run dynamics of bank credit is a rather
difficult task that requires paying a particular attention not only to the economic activity,

but also to financial factors.

A large set of macro-prudential policy tools appropriate to curb the credit cycle has been
highlighted following the recent financial crisis. Macro-prudential instruments included in
Basel 3 proposals, as for example the leverage ratio or the countercyclical capital buffer,
focus on banks’ balance sheets in order to affect credit supply. However, some other macro-
prudential policy tools propose to address directly the sources of financial imbalances (ECB
(2010)). For instance, imposing limits on loan-to-value or loan-to-income ratios could be
appropriate to curb credit during the build-up of financial imbalances. These regulatory
instruments could focus on a specific credit market segment or a specific category of banks’
customers. As a result, activating a home-loan-to-value ratio when property market are

overheated could be relevant if property prices are an important driver of the credit cycle
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during boom periods. The adoption of complementing measures to Basel 3 proposals
could be possible at the European Union level. Indeed, the European Systemic Risk Board
(ESRB) will have to support the improvment of the macro-prudential framework if the

banking sector is not resilient to financial imbalances.
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Correlation

Figure 1: Credit and business cycles correlation
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Figure 2: Transition function vs transition variable
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Figure 3: Transition function in time
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