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#### Abstract

We provide sufficient conditions for the existence of limit cycles of non-smooth perturbed planar centers, when the set of discontinuity is an algebraic variety. It is introduced a mechanism which allows us to deal with such system, even in higher dimension. The main tool used in this paper is the averaging method. Two applications are given in careful detail.


## 1. Introduction

The theory of discontinuous system has been developing at a very fast pace in recent years and it has become certainly an important frontiers between Mathematics, Physics, Engineering and other fields of science. The study of this kind of system is motivated by various applications. For instance, we may cite some problems in control theory [3], nonlinear oscillations [1, 20], non-smooth mechanics [6], economics [12, 16], biology [4], and others.

By the other hand, the knowledge of the existence or not of periodic solutions is very important for understanding the dynamics of the differential systems. One of the useful tools to detect such solutions is the averaging theory, which is a classical and matured tool that provides means to study the behavior of nonlinear smooth dynamical systems. We refer to the book of Sanders and Verhulst [21] and to the book of Verhulst [22] for a general introduction of this subject.

Buica and Llibre [7] generalize the averaging theory for studying periodic solutions of continuous differential systems using mainly the Brouwer degree. More recently, Llibre, Novaes and Teixeira [18], extended the averaging theory for studying periodic solutions of a class of discontinuous piecewise differential system, see Theorem 2. In what follows, we introduce the class of piecewise discontinuous system studied in [18].

Let $D$ be an open subset of $\mathbb{R}^{n}$. Let $X, Y: \mathbb{R} \times D \rightarrow \mathbb{R}^{n}$ be two continuous vector fields and $h: \mathbb{R} \times D \rightarrow \mathbb{R}$ be a $C^{1}$ function. We Assume that the functions

[^0]$h, X$ and $Y$ are $T$-periodic in the variable $t$. The set of discontinuity $h^{-1}(0)$ is denoted by $M$.

A Discontinuous Piecewise Differential System is defined as

$$
x^{\prime}(t)=Z(t, x)= \begin{cases}X(t, x) & \text { if } \quad h(t, x)>0  \tag{1}\\ Y(t, x) & \text { if } \quad h(t, x)<0\end{cases}
$$

We denote $Z=(X, Y)$.
Let the sign function be defined in $R \backslash\{0\}$ as

$$
\operatorname{sign}(u)=\left\{\begin{array}{ccc}
1 & \text { if } & u>0 \\
-1 & \text { if } & u<0
\end{array}\right.
$$

The piecewise discontinuous system (1) can be written, more conveniently, as

$$
\begin{equation*}
x^{\prime}(t)=Z(t, x)=Z_{1}(t, x)+\operatorname{sign}(h(t, x)) Z_{2}(t, x), \tag{2}
\end{equation*}
$$

where

$$
Z_{1}(t, x)=\frac{1}{2}(X(t, x)+Y(t, x)) \quad \text { and } \quad Z_{2}(t, x)=\frac{1}{2}(X(t, x)-Y(t, x)) .
$$

In [18], conditions for the existence of periodic solutions when the set of discontinuity $M$ is a regular manifold are exhibited (see Theorem 2). However, many applications deal with discontinuous system having the set of discontinuity as an algebraic variety, see for instance the book of Andronov, Vitt, and Khaikin [1] and the book of Barbashin [3]. In this paper, motivated by these problems, we develop a technique that allows us to extend the averaging method for studying the periodic solutions of a class of discontinuous piecewise differential system when the set of discontinuity is an algebraic variety.

In few words, our main result deals with discontinuous perturbation of degenerate and non-degenerate planar centers, where the set of discontinuity $M$ is an algebraic variety. Moreover, conditions for the existence of periodic solutions of such perturbed systems are presented.

We also provide two applications with careful details. The first one generalizes the problem of an $m$-piecewise discontinuous Liénard polynomial differential equation of degree $n$ proposed by Llibre and Teixeira [19]; the second application deals with a plane divided in a mesh, where each piece admits one of the two vector fields. For these system, the existence of periodic solutions is studied.

The paper is organized as follows. In Section 2 we present the main theorem of this paper and some other results. In Section 3 we present the averaging method that we shall use in this paper. In Section 4 we present the proofs of the results presented in Section 2. In Section 5 we present two applications.

## 2. Statement of the Main Result

Let $D$ be an open subset of $\mathbb{R}^{2}$. We consider the following planar discontinuous differential system

$$
\begin{align*}
x^{\prime}(t) & =X(x, y)+\varepsilon F_{1}(x, y),  \tag{3}\\
y^{\prime}(t) & =Y(x, y)+\varepsilon F_{2}(x, y),
\end{align*}
$$

with

$$
F_{i}(x, y)=F_{i, 1}(x, y)+\operatorname{sign}(h(x, y)) F_{i, 2}(x, y),
$$

where $X, Y, F_{i, j}: D \rightarrow \mathbb{R}^{2}$ for $i, j=1,2$ are continuous functions and $h: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is a a $C^{1}$ function.

Usually, 0 is assumed to be a regular value of the function $h$ which implies that $M=h^{-1}(0)$ is a regular manifold, see for instance Theorem 2 of this paper. Here, we assume that
(H1) the set of non-regular points in $M=h^{-1}(0)$ is bounded. In other words, if

$$
N=\{(x, y) \in M: \nabla h(x, y)=(0,0)\}
$$

we can choose $\delta>0$ such that $N \subset \overline{B_{\delta}(0,0)}$. Here, $\overline{B_{\delta}(0,0)} \subset \mathbb{R}^{2}$ is the closed ball with radius $\delta$ centered at $(0,0)$.

The idea of the proof of our main result consist in defining conveniently change of variables which drives some restriction of system (3) to a system whose the set of discontinuity is a regular manifold. For this goal, taking $\tilde{D}=\mathbb{S}^{1} \times \mathbb{R}^{+}$, and $\delta \geq 0$ (chosen in H1), we define the function $\Psi_{\delta}: \tilde{D} \rightarrow \mathbb{R}^{2}$ as

$$
\begin{equation*}
\Psi_{\delta}(\theta, r)=((r+\delta) \cos (\theta),(r+\delta) \sin (\theta)) . \tag{4}
\end{equation*}
$$

Clearly, this function is a diffeomorphism on its image $\Psi_{\delta}(\tilde{D})=D \backslash \overline{B_{\delta}(0,0)}$.
We use in this paper the Pullback notation for the change of variables. Given a function $H: \Psi_{\delta}(\tilde{D}) \rightarrow \mathbb{R}$ and $\delta>0$, let $\Psi_{\delta}^{*} H: \tilde{D} \rightarrow \mathbb{R}^{2}$ be defined as

$$
\Psi_{\delta}^{*} H(\theta, r)=H \circ \Psi_{\delta}(\theta, r) .
$$

For simplicity, we denote $\delta^{*} H(\theta, r)=\Psi_{\delta}^{*} H(\theta, r)$.
Remark 1. Consider $h(x, y)=\left(x^{2}-1\right)\left(y^{2}-1\right)$ and denote $M=h^{-1}(0)$. The set $M$ is represented by the bold lines in the Figure 1.

Proceeding with the change of variables, defined above, the set $\tilde{\mathcal{M}}=\left(\delta^{*} h\right)^{-1}(0)$, represented by the bold lines in the Figure 2, becomes a regular sub-manifold of $\tilde{D}=\mathbb{S}^{1} \times \mathbb{R}^{+}$.

The procedure can be replied for other kinds of system, even in higher dimension, by finding a conveniently change of variables.


Figure 1. $\quad M=h^{-1}(0) \subset D$.


Figure 2. $\tilde{\mathcal{M}}=\tilde{h}^{-1}(0) \subset \tilde{D}$.
Now, we define the averaged function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ as

$$
\begin{align*}
f(r)= & \int_{0}^{2 \pi}\left(\frac{\delta^{*} Y(\theta, r) \delta^{*} F_{1,1}(\theta, r)-\delta^{*} X(\theta, r) \delta^{*} F_{2,1}(\theta, r)}{\left(\cos (\theta) \delta^{*} Y(\theta, r)-\sin (\theta) \delta^{*} X(\theta, r)\right)^{2}} d \theta\right.  \tag{5}\\
& \left.+\operatorname{sign}\left(\delta^{*} h(\theta, r)\right) \frac{\delta^{*} Y(\theta, r) \delta^{*} F_{1,2}(\theta, r)-\delta^{*} X(\theta, r) \delta^{*} F_{2,2}(\theta, r)}{\left(\cos (\theta) \delta^{*} Y(\theta, r)-\sin (\theta) \delta^{*} X(\theta, r)\right)^{2}}\right) d \theta
\end{align*}
$$

We denote $\Sigma_{0}=D \backslash\left(M \cup \overline{B_{\delta}(0,0)}\right)$ and $\mathcal{M}=M \backslash \overline{B_{\delta}(0,0)}$. Note that $\mathcal{M}$ is an embedded sub-manifold in $D \subset \mathbb{R}^{2}$. Moreover, assume in addition that:
(H2) the functions $X$ and $Y$ satisfies

$$
\cos (\theta) \delta^{*} X(\theta, r)+\sin (\theta) \delta^{*} Y(\theta, r)=0
$$

(H3) $\langle\nabla h(x, y),(-y, x)\rangle \neq 0$ for all $(x, y) \in \overline{\mathcal{M}}$;
(H4) $F_{i, j}$, for $i, j=1,2$, and $h$ are locally Lipschitz with respect to any $(x, y) \in$ $D$;
(H5) for some $a \in \Sigma_{0}$ with $f(|a|-\delta)=0$, there exist a neighborhood $V$ of $a$ such that $f(|z|-\delta) \neq 0$ for all $z \in \bar{V} \backslash\{a\}$ and $d_{B}(f,|V|-\delta, 0) \neq 0$. Here, $|V|-\delta=\{|z|-\delta ; z \in V\} ;$
Observe that the Hypothesis H 3 is equivalent to $(-y, x) \notin T_{(x, y)} \mathcal{M}$.
The following proposition assures that the hypothesis H 2 is not empty.
Proposition 1. Consider the functions

$$
X(x, y)=\sum_{m=1}^{M} f_{m}(x, y) \quad \text { and } \quad Y(x, y)=\sum_{m=1}^{M} g_{m}(x, y),
$$

where

$$
f_{m}(x, y)=\sum_{i=0}^{m} a_{m, i} x^{m-i} y^{i} \quad \text { and } \quad g_{m}(x, y)=\sum_{i=0}^{m} b_{m, i} x^{m-i} y^{i} .
$$

Therefore, if $a_{m, 0}=b_{m, m}=0$ and $b_{m, i}=-a_{m, i+1}$ for $i=0,2, \cdots, m-1$ and for $m=1,2, \cdots, M$, then hypothesis $H 2$ holds for the function $X$ and $Y$.

Hypothesis H2 implies that the unperturbed system (3), i.e. $\varepsilon=0$, consist in a degenerate or non-degenerate (linear) planar center. We emphasize here that the unperturbed system does not cover all non-degenerate center.

Our main result, which provides conditions for the existence of periodic solutions of the small perturbation of a degenerate or non-degenerate planar center satisfying the hypothesis H2, is the following.
Theorem A. If H1 - H5 hold, then for $|\varepsilon|>0$ sufficiently small, there exists a periodic solution $(x(t, \varepsilon), y(t, \varepsilon))$ of system (3) such that $|(x(t, \varepsilon), y(t, \varepsilon))| \rightarrow|a|$ as $\varepsilon \rightarrow 0$, for every $t \in \mathbb{R}$.

The following corollary deals with perturbation of non-degenerate (linear) planar centers.

Corollary B. We consider the linear planar center $(X(x, y), Y(x, y))=(y,-x)$. The averaged function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is defined as

$$
\begin{align*}
f(r)= & \int_{0}^{2 \pi} \delta^{*} F_{1,1}(\theta, r) \cos (\theta)+\delta^{*} F_{2,1}(\theta, r) \sin (\theta) d \theta  \tag{6}\\
& +\int_{0}^{2 \pi} \operatorname{sign}\left(\delta^{*} h(\theta, r)\right)\left(\delta^{*} F_{1,2}(\theta, r) \cos (\theta)+\delta^{*} F_{2,2}(\theta, r) \sin (\theta)\right) d \theta
\end{align*}
$$

If H1, H3 - H5 hold, then for $|\varepsilon|>0$ sufficiently small, there exists a periodic solution $(x(t, \varepsilon), y(t, \varepsilon))$ of system (3) such that $|(x(t, \varepsilon), y(t, \varepsilon))| \rightarrow|a|$ as $\varepsilon \rightarrow 0$, for every $t \in \mathbb{R}$.

## 3. Basic results on averaging theory FOR PIECEWISE CONTINUOUS SYSTEMS

In this section we present the basic result needed for proving the main results of this paper.

Theorem 2. We consider the following discontinuous differential system

$$
\begin{equation*}
x^{\prime}(t)=\varepsilon F(t, x)+\varepsilon^{2} R(t, x, \varepsilon) \tag{7}
\end{equation*}
$$

with

$$
\begin{aligned}
& F(t, x)=F_{1}(t, x)+\operatorname{sign}(h(t, x)) F_{2}(t, x) \\
& R(t, x, \varepsilon)=R_{1}(t, x, \varepsilon)+\operatorname{sign}(h(t, x)) R_{2}(t, x, \varepsilon)
\end{aligned}
$$

where $F_{1}, F_{2}: \mathbb{R} \times D \rightarrow \mathbb{R}^{n}, R_{1}, R_{2}: \mathbb{R} \times D \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow \mathbb{R}^{n}$ and $h: \mathbb{R} \times D \rightarrow \mathbb{R}$ are continuous functions, $T$-periodic in the variable $t$ and $D$ is an open subset of $\mathbb{R}^{n}$. We also suppose that $h$ is a $C^{1}$ function having 0 as a regular value. Denote $M=h^{-1}(0), \Omega=\{0\} \times D \nsubseteq M$, and $\Omega_{0}=\Sigma \backslash M \neq \varnothing$. Consider the identification $z \equiv(0, z) \notin M$.

The averaged function $f: D \rightarrow \mathbb{R}^{n}$ is defined as

$$
\begin{equation*}
f(x)=\int_{0}^{T} F(t, x) d t \tag{8}
\end{equation*}
$$

We assume the following conditions:
(i) $F_{1}, F_{2}, R_{1}, R_{2}$ and $h$ are locally L-Lipschitz with respect to $x$;
(ii) for $a \in \Omega_{0}$ with $f(a)=0$, there exist a neighbourhood $V$ of a such that $f(z) \neq 0$ for all $z \in \bar{V} \backslash\{a\}$ and $d_{B}(f, V, 0) \neq 0$.
(iii) $\partial h / \partial t \neq 0$, for all $p \in M$.

Then, for $|\varepsilon|>0$ sufficiently small, there exists a $T$-periodic solution $x(\cdot, \varepsilon)$ of system (7) such that $x(0, \varepsilon) \rightarrow a$ as $\varepsilon \rightarrow 0$.

For a proof of Theorem 2 see [18].

## 4. Proofs of Proposition 1, Theorem A, and Corollary B

- Proof of Proposition 1. We denote $S(\theta, r)=\cos (\theta) \delta^{*} X(\theta, r)+\sin (\theta) \delta^{*} Y(\theta, r)$.

To prove the proposition we must show that $S \equiv 0$. So

$$
\begin{aligned}
S(\theta, r) & =\cos (\theta) \delta^{*} X(\theta, r)+\sin (\theta) \delta^{*} Y(\theta, r), \\
& =\cos (\theta) \delta^{*}\left(\sum_{m=1}^{M} f_{m}(\theta, r)\right)+\sin (\theta) \delta^{*}\left(\sum_{m=1}^{M} g_{m}(\theta, r)\right), \\
& =\sum_{m=1}^{M}\left(\cos (\theta) \delta^{*} f_{m}(\theta, r)+\sin (\theta) \delta^{*} g_{m}(\theta, r)\right), \\
& =\sum_{m=1}^{M} \sigma_{m}(\theta, r),
\end{aligned}
$$

where

$$
\sigma_{m}(\theta, r)=\cos (\theta) \delta^{*} f_{m}(\theta, r)+\sin (\theta) \delta^{*} g_{m}(\theta, r)
$$

for $m=1,2, \cdots, M$.
Now, if we assume that $b_{m, m}=a_{m, 0}=0$ and $b_{m, i}=-a_{m, i+1}$, for $i=0,2, \cdots, m-$ 1 and for $m=1,2, \cdots, M$, then $\sigma_{m} \equiv 0$. Indeed,

$$
\begin{aligned}
\sigma_{m}(\theta, r)= & \cos (\theta) \delta^{*} f_{m}(\theta, r)+\sin (\theta) \delta^{*} g_{m}(\theta, r), \\
= & \cos (\theta) \sum_{i=0}^{m} a_{m, i}(r+\delta)^{m-i} \cos ^{m-i}(\theta)(r+\delta)^{i} \sin ^{i}(\theta) \\
& +\sin (\theta) \sum_{i=0}^{m} b_{m, i}(r+\delta)^{m-i} \cos ^{m-i}(\theta)(r+\delta)^{i} \sin ^{i}(\theta), \\
= & (r+\delta)^{m}\left(\sum_{i=0}^{m} a_{m, i} \cos ^{m-i+1}(\theta) \sin ^{i}(\theta)+\sum_{i=0}^{m} b_{m, i} \cos ^{m-i}(\theta) \sin ^{i+1}(\theta)\right), \\
= & (r+\delta)^{m}\left(\sum_{i=1}^{m} a_{m, i} \cos ^{m-i+1}(\theta) \sin ^{i}(\theta)+\sum_{i=0}^{m-1} b_{m, i} \cos ^{m-i}(\theta) \sin ^{i+1}(\theta)\right) \\
& +(r+\delta)^{m}\left(a_{m, 0} \cos ^{m+1}(\theta)+b_{m, m} \sin ^{m+1}(\theta)\right), \\
= & (r+\delta)^{m}\left(\sum_{i=0}^{m-1}\left(a_{m, i+1}+b_{m, i}\right) \cos ^{m-i}(\theta) \sin ^{i+1}(\theta)\right), \\
= & 0 .
\end{aligned}
$$

Hence $\sigma_{m} \equiv 0$ for each $m=1,2, \cdots, M$. Therefore $S \equiv 0$.

- Proof of Theorem $A$. We consider the system (1) restricted to $\Psi_{\delta}(\tilde{D})$, i.e.

$$
\begin{equation*}
(\dot{x}(t), \dot{y}(t))=Z(x, y)=\left.\left(x+\varepsilon F^{1}(x, y),-y+\varepsilon F^{2}(x, y)\right)\right|_{\Psi(\tilde{D})} \tag{9}
\end{equation*}
$$

Since $\Psi_{\delta}: D \rightarrow \Psi_{\delta}(\tilde{D})$ is a diffeomorphism, thus the pullback $\delta^{*} Z(\theta, r): \tilde{D} \rightarrow$ $\mathbb{R}^{2}$ is well defined and the differential system

$$
\begin{equation*}
(\dot{\theta}(t), \dot{r}(t))=\delta^{*} Z(\theta, r), \tag{10}
\end{equation*}
$$

is equivalent to (9). Moreover,

$$
\begin{align*}
\dot{\theta}(t)= & \frac{\delta^{*} Y(\theta, r) \cos (\theta)-\delta^{*} X(\theta, r) \sin (\theta)}{r+\delta} \\
& +\varepsilon \frac{\delta^{*} F_{2}(\theta, r) \cos (\theta)-\delta^{*} F_{1}(\theta, r) \sin (\theta)}{r+\delta}  \tag{11}\\
\dot{r}(t)= & \varepsilon\left(\delta^{*} F_{1}(\theta, r) \cos (\theta)+\delta^{*} F_{2}(\theta, r) \sin (\theta)\right)
\end{align*}
$$

since $\delta^{*} X(\theta, r) \cos (\theta)+\delta^{*} Y(r, \theta) \sin (\theta)=0$.
We note that

$$
\begin{equation*}
\frac{\dot{r}(t)}{\dot{\theta}(t)}=-(r+\delta) \frac{\delta^{*} F_{1}(\theta, r) \cos (\theta)+\delta^{*} F_{2}(\theta, r) \sin (\theta)}{\delta^{*} F_{2}(\theta, r) \cos (\theta)-\delta^{*} F_{1}(\theta, r) \sin (\theta)}\left(\frac{z(\theta, r, \varepsilon)}{1-z(\theta, r, \varepsilon)}\right) \tag{12}
\end{equation*}
$$

where

$$
z(\theta, r, \varepsilon)=\varepsilon \frac{\delta^{*} F_{1}(\theta, r) \sin (\theta)-\delta^{*} F_{2}(\theta, r) \cos (\theta)}{\delta^{*} Y(\theta, r) \cos (\theta)-\delta^{*} X(\theta, r) \sin (\theta)}
$$

Now, taking $\theta$ as the new independent variable of (11), we obtain the expression of $d r(\theta) / d \theta$ by expanding $\dot{r}(t) / \dot{\theta}(t)$ in Taylor Series around $\varepsilon=0$ as

$$
\begin{equation*}
\frac{d r}{d \theta}(\theta)=\varepsilon \frac{\delta^{*} F_{1}(\theta, r) \cos (\theta)-\delta^{*} F_{2}(\theta, r) \sin (\theta)}{\left(\delta^{*} Y(\theta, r) \cos (\theta)-\delta^{*} X(\theta, r) \sin (\theta)\right)^{2}}+\varepsilon^{2} R(\theta, r, \varepsilon) . \tag{13}
\end{equation*}
$$

It is easy to see that hypothesis H3 implies that

$$
\delta^{*} Y(\theta, r) \cos (\theta)-\delta^{*} X(\theta, r) \sin (\theta) \neq 0,
$$

for $(\theta, r) \in \tilde{D}$. So expression (13) is well defined for every $(\theta, r) \in \tilde{D}$.
Moreover, given $\delta>0$ and $r_{0}>0$, there exists $\varepsilon\left(r_{0}\right)>0$ sufficiently small such that $|z(\theta, r, \varepsilon)|<1$ for all $(\theta, r) \in \mathbb{S}^{1} \times\left(0, r_{0}\right]$ and $\varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)$. Observe that we can take $r_{0}$ sufficiently big, such that all periodic solutions of the system (13) have their amplitudes smaller than $r_{0}$. Therefore, expanding the expression (12), we may write

$$
\varepsilon^{2} R(\theta, r, \varepsilon)=-(r+\delta) \frac{\delta^{*} F_{1}(\theta, r) \cos (\theta)+\delta^{*} F_{2}(\theta, r) \sin (\theta)}{\delta^{*} F_{2}(\theta, r) \cos (\theta)-\delta^{*} F_{1}(\theta, r) \sin (\theta)} \sum_{n=2}^{\infty} z(\theta, r, \varepsilon)^{n}
$$

which implies the following claim:
Claim 1. The function $R(\theta, r, \varepsilon)$ satisfies the hypotheses of Theorem 2.

To prove Claim 1 we have to find continuous functions

$$
R_{1}, R_{2}: \mathbb{S}^{1} \times\left(0, r_{0}\right] \times\left(-\varepsilon\left(r_{0}\right), \varepsilon\left(r_{0}\right)\right) \rightarrow \mathbb{R}^{2}
$$

$2 \pi$-periodic in the variable $\theta$ and locally Lipschitz with respect to $r$, such that

$$
R(\theta, r, \varepsilon)=R_{1}(\theta, r, \varepsilon)+\operatorname{sign}\left(\delta^{*} h(\theta, r)\right) R_{2}(\theta, r, \varepsilon)
$$

We note that

$$
\begin{equation*}
R(\theta, r, \varepsilon)=-(r+\delta)\left(\delta^{*} F_{1} \cos (\theta)+\delta^{*} F_{2} \sin (\theta)\right) \sum_{n=2}^{\infty} \varepsilon^{n-2} G_{n}(\theta, r), \tag{14}
\end{equation*}
$$

where

$$
G_{n}(\theta, r)=\frac{\left(\delta^{*} F_{2} \cos (\theta)-\delta^{*} F_{1} \sin (\theta)\right)^{n-1}}{\left(\delta^{*} Y \cos (\theta)-\delta^{*} X \sin (\theta)\right)^{n}}
$$

For simplicity, we are omitting the point $(\theta, r)$.
Applying the Binomial Formula, expression (14) becomes

$$
\begin{aligned}
R(\theta, r, \varepsilon)= & \sum_{n=2}^{\infty} \sum_{k=0}^{n-1} \varepsilon^{n-2} C_{k}^{n}(r) \cos ^{n-k} \theta \sin ^{k} \theta \frac{\left(\delta^{*} F_{1}\right)^{k+1}\left(\delta^{*} F_{2}\right)^{n-k-1}}{\left(\delta^{*} Y \cos \theta-\delta^{*} X \sin \theta\right)^{n}} \\
& +\sum_{n=2}^{\infty} \sum_{k=0}^{n-1} \varepsilon^{n-2} C_{k}^{n}(r) \cos ^{n-k-1} \theta \sin ^{k+1} \theta \frac{\left(\delta^{*} F_{1}\right)^{k}\left(\delta^{*} F_{2}\right)^{n-k}}{\left(\delta^{*} Y \cos \theta-\delta^{*} X \sin \theta\right)^{n}}
\end{aligned}
$$

with

$$
C_{k}^{n}(r)=\frac{(-1)^{k+1}}{(r+\delta)}\binom{n-1}{k} .
$$

Again, applying the Binomial Formula in $\left(\delta^{*} F_{i}\right)^{a}$, for $i=1,2$ and $a \in \mathbb{N}$, we obtain

$$
\begin{aligned}
\left(\delta^{*} F_{i}\right)^{a}= & \underbrace{\sum_{l=0}^{\lfloor a / 2\rfloor}\binom{a}{2 l}\left(\delta^{*} F_{i, 1}\right)^{a-2 l}\left(\delta^{*} F_{i, 2}\right)^{2 l}}_{P_{i}^{a}} \\
& +\operatorname{sign}\left(\delta^{*} h\right) \underbrace{\lceil a / 2\rceil-1}_{Q_{i}^{a}} \sum_{a}^{\sum_{l=0}^{a}\binom{a}{2 l+1}\left(\delta^{*} F_{i, 1}\right)^{a-2 l-1}\left(\delta^{*} F_{i_{2}}\right)^{2 l+1}} .
\end{aligned}
$$

Here, $\lfloor u\rfloor$ denotes as usual the greatest integer less than or equal to $u$; and $\lceil u\rceil$ denotes as usual the smallest integer greater than or equal to $u$.

Since

$$
\left(\delta^{*} F_{1}\right)^{a}\left(\delta^{*} F_{2}\right)^{b}=P_{1}^{a} P_{2}^{b}+Q_{1}^{a} Q_{2}^{b}+\operatorname{sign}\left(\delta^{*} h\right)\left(P_{1}^{a} Q_{2}^{b}+P_{2}^{b} Q_{1}^{a}\right),
$$

it follows that $R(\theta, r, \varepsilon)=R_{1}(\theta, r, \varepsilon)+\operatorname{sign}\left(\delta^{*} h(\theta, r)\right) R_{2}(\theta, r, \varepsilon)$, where

$$
\begin{aligned}
R_{1}(\theta, r, \varepsilon) & =\sum_{n=2}^{\infty} \sum_{k=0}^{n-1} \varepsilon^{n-2} C_{k}^{n}(r) \cos ^{n-k}(\theta) \sin ^{k}(\theta) \frac{P_{k+1}^{1} P_{n-k-1}^{2}+Q_{k+1}^{1} Q_{n-k-1}^{2}}{\left(\delta^{*} Y \cos \theta-\delta^{*} X \sin \theta\right)^{n}} \\
& +\sum_{n=2}^{\infty} \sum_{k=0}^{n-1} \varepsilon^{n-2} C_{k}^{n}(r) \cos ^{n-k-1}(\theta) \sin ^{k+1}(\theta) \frac{P_{k}^{1} P_{n-k}^{2}+Q_{k}^{1} Q_{n-k}^{2}}{\left(\delta^{*} Y \cos \theta-\delta^{*} X \sin \theta\right)^{n}},
\end{aligned}
$$

and

$$
\begin{aligned}
R_{2}(\theta, r, \varepsilon) & =\sum_{n=2}^{\infty} \sum_{k=0}^{n-1} \varepsilon^{n-2} C_{k}^{n}(r) \cos ^{n-k}(\theta) \sin ^{k}(\theta) \frac{P_{k+1}^{1} Q_{n-k-1}^{2}+P_{n-k-1}^{2} Q_{k+1}^{1}}{\left(\delta^{*} Y \cos \theta-\delta^{*} X \sin \theta\right)^{n}} \\
& +\sum_{n=2}^{\infty} \sum_{k=0}^{n-1} \varepsilon^{n-2} C_{k}^{n}(r) \cos ^{n-k-1}(\theta) \sin ^{k+1}(\theta) \frac{P_{k}^{1} Q_{n-k}^{2}+P_{n-k}^{2} Q_{k}^{1}}{\left(\delta^{*} Y \cos \theta-\delta^{*} X \sin \theta\right)^{n}} .
\end{aligned}
$$

Moreover, it is easy to see that the function $R_{1}$ and $R_{2}$ are locally Lipschitz in the variable $r$.

Now, rewriting the system 13, by making explicit the sign function, we obtain

$$
\begin{equation*}
\frac{d r}{d \theta}(\theta)=\varepsilon\left(G^{1}(\theta, r)+\operatorname{sign}\left(\delta^{*} h(\theta, r)\right) G^{2}(\theta, r)\right)+\varepsilon^{2} R(\theta, r, \varepsilon) \tag{15}
\end{equation*}
$$

where

$$
G^{1}(\theta, r)=\frac{\delta^{*} Y(\theta, r) \delta^{*} F_{1,1}(\theta, r)-\delta^{*} X(\theta, r) \delta^{*} F_{2,1}(\theta, r) \sin (\theta)}{\left(\delta^{*} Y(\theta, r) \cos (\theta)-\delta^{*} X(\theta, r) \sin (\theta)\right)^{2}}
$$

and

$$
G^{2}(\theta, r)=\frac{\delta^{*} Y(\theta, r) \delta^{*} F_{1,2}(\theta, r)-\delta^{*} X(\theta, r) \delta^{*} F_{2,2}(\theta, r) \sin (\theta)}{\left(\delta^{*} Y(\theta, r) \cos (\theta)-\delta^{*} X(\theta, r) \sin (\theta)\right)^{2}} .
$$

In order, to apply Theorem 2 in the system (15) we shall verify hypothesis (iii). For this, we prove the following claim:
Claim 2. If $\tilde{\mathcal{M}}=\left(\delta^{*} h\right)^{-1}(0)$, then $\left(\partial\left(\delta^{*} h\right) / \partial \theta\right)(\theta, r) \neq 0$ for all $(\theta, r) \in \tilde{\mathcal{M}}$.
Observe that $\tilde{\mathcal{M}}=\left\{(\theta, r) \in \tilde{D}: \Psi_{\delta}(\theta, r) \in \mathcal{M}\right\}$. We take $(\theta, r) \in \tilde{\mathcal{M}}$, and denote $(\tilde{x}, \tilde{y})=\Psi_{\delta}(\theta, r) \in \mathcal{M}$. So

$$
\begin{aligned}
\frac{\partial}{\partial \theta} \delta^{*} h(\theta, r) & =\frac{\partial}{\partial \theta}\left(h \circ \Psi_{\delta}\right)(\theta, r), \\
& =\left\langle\nabla h\left(\Psi_{\delta}(\theta, r)\right),(-(r+\delta) \sin (\theta),(r+\delta) \cos (\theta))\right\rangle, \\
& =\langle\nabla h(\tilde{x}, \tilde{y}),(-\tilde{y}, \tilde{x})\rangle \neq 0 .
\end{aligned}
$$

Therefore, by Claims 1 and 2, the hypotheses (i) and (iii) of Theorem 2 hold for the system (15). Clearly, the hypothesis H 2 of Theorem A implies the hypothesis (ii) of Theorem 2. Hence, applying Theorem 2, we conclude that for $|\varepsilon|>0$ sufficiently small, there exists a $2 \pi$-periodic solution $\theta \mapsto r(\theta, \varepsilon)$ of system (13) such that $r(0, \varepsilon) \rightarrow|a|$ as $\varepsilon \rightarrow 0$. Which implies that for $|\varepsilon|>0$ sufficiently
small, there exists a periodic solution $(x(t, \varepsilon), y(t, \varepsilon))$ of system (1) such that $|(x(t, \varepsilon), y(t, \varepsilon))| \rightarrow|a|$ as $\varepsilon \rightarrow 0$ for every $t \in \mathbb{R}$.

- Proof of Corollary B. Corollary B is an immediate consequence of Proposition 1 and Theorem A.


## 5. Applications

5.1. Application 1. In [19], Llibre and Teixeira have introduced the following $m$-piecewise discontinuous Liénard polynomial differential equation of degree $n$ :

$$
\begin{align*}
& \dot{x}=y+\operatorname{sgn}\left(g_{m}(x, y)\right) F_{n}(x),  \tag{16}\\
& \dot{y}=-x,
\end{align*}
$$

where $F(x)=c_{0}+c_{1} x+\ldots+c_{n} x^{n}$ and the zero set of the function $\operatorname{sgn}\left(g_{m}(x, y)\right)$ with $m=2,4,6, \ldots$ is the product of $m / 2$ straight lines passing through the origin of coordinates dividing the plane in sectors of angle $2 \pi / \mathrm{m}$.

Here, we shall study an generalization of this problem.
Given $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{m}\right) \in \mathbb{T}^{m}$ ( $m$-Torus), with $m=2,4,6, \ldots$, such that $0 \leq \alpha_{1}<\alpha_{2}<\cdots<\alpha_{m} \leq 2 \pi$, we consider a function $h_{\alpha}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ such that

$$
\begin{equation*}
\delta^{*} h_{\alpha}(\theta, r)=\left(\theta-\alpha_{1}\right)\left(\theta-\alpha_{2}\right) \cdots\left(\theta-\alpha_{m}\right) . \tag{17}
\end{equation*}
$$

Thus the set of discontinuity $M=h_{\alpha}{ }^{-1}(0)$ is represented, partially, by the bold lines in the Figure 3.


Figure 3. $\quad M=h_{\alpha}{ }^{-1}(0) \subset \mathbb{R}^{2}$.

We stress that only the behavior of the set $M$ outside the ball $\overline{B_{\delta}(0,0)}$ is considered. Formally,

$$
M=\bigcup_{i=1}^{m} L_{i}
$$

where $L_{i} \cap\left(B_{\delta}(0,0)\right)^{c}$ is the segment starting at the point $\left(\delta \cos \left(\alpha_{i}\right), \delta \sin \left(\alpha_{i}\right)\right)$, which is supported by the line starting at the point $(0,0)$ and passing through $\left(\delta \cos \left(\alpha_{i}\right), \delta \sin \left(\alpha_{i}\right)\right)$, for $i=1,2, \ldots, m$.

We call by an $\alpha$-piecewise discontinuous Liénard polynomial differential equation of degree $n$ the following system

$$
\begin{align*}
& \dot{x}=y+\operatorname{sgn}\left(h_{\alpha}(x, y)\right) F_{n}(x)  \tag{18}\\
& \dot{y}=-x
\end{align*}
$$

Now, consider the condition
(C) $L_{i}$ is a straight line starting at the point $(0,0)$ and passing through $\left(\delta \cos \left(\alpha_{i}\right), \delta \sin \left(\alpha_{i}\right)\right)$, for $i=1,2, \ldots, m$.

Assuming condition C , we define $H(m, n)$ as the lower upper bound for the maximum number of limit cycles of the system (18) for any $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{m}\right) \in$ $\mathbb{T}^{m}$ ( $m$-Torus), with $m=2,4,6, \ldots$, such that $0 \leq \alpha_{1}<\alpha_{2}<\cdots<\alpha_{m} \leq 2 \pi$.

Such kind of problem is fairly known in the literature and its origin is based in the 16th Hilbert's problem [13], see for instance: Écalle [10]; Ilyashenko [14]; Ilyashenko and Panov [15]; Lins, de Melo and Pugh [17]; Dumortier, Panazzolo and Roussarie [9]; and De Maesschalck and Dumortier [8].

We present, in the following theorem, a lower bound for $H(m, n)$.
Theorem 3. The inequality $H(m, n) \geq n$ hold for $m=2,4,6, \cdots$ and $n \in \mathbb{N}$.
Here, we shall give in detail a proof of Theorem 3 for $m=2$ and $n \in \mathbb{N}$. The proof of Theorem 3 for all $m=2,4,6, \ldots$ will follow similary.

Clearly, taking $\alpha_{2}=\alpha_{1}+\pi$ the system (18) becomes a $2-$ piecewise discontinuous Liénard polynomial differential equation, for what, Llibre and Teixeira [19] has proved that $\lfloor n / 2\rfloor$ is a lower bound for the maximum number of limit cycles of this system when $\alpha_{1}=\pi / 2$. In the following proposition, we assure that this result holds for every $\alpha_{1} \in(0, \pi)$.

Proposition 4. Assume that $\alpha_{2}=\alpha_{1}+\pi$ and $\alpha_{1} \in(0, \pi)$. Then $\lfloor n / 2\rfloor$ is a lower bound for the maximum number of limit cycles of the differential system (18).

When the symmetry $\alpha_{2}=\alpha_{1}+\pi$ is broken, many others limit cycles can appear, as we can see in the following proposition.
Proposition 5. We take $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ and assume that one of the following hypotheses holds:
(a) (i) $\sin \left(\alpha_{1}\right) \cos \left(\alpha_{1}\right) \geq 0$, (ii) $\sin \left(\alpha_{2}\right) \cos \left(\alpha_{2}\right) \leq 0$, and $\alpha_{2}-\alpha_{1}<$ pi. Moreover, one of inequalities (i) or (ii) is strictly;
(b) (j) $\sin \left(\alpha_{1}\right) \cos \left(\alpha_{1}\right) \leq 0$, (jj) $\sin \left(\alpha_{2}\right) \cos \left(\alpha_{2}\right) \geq 0$, and $\alpha_{2}-\alpha_{1}>$ pi. Moreover, one of inequalities ( $j$ ) or ( $j \mathrm{j}$ ) is strictly.
Then $n$ is a lower bound for the maximum number of limit cycles of the differential system (18).

Note that: all points $\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{T}^{2}$ such that $\left(\alpha_{1}, \alpha_{2}\right) \in(0, \pi / 2) \times(\pi / 2, \pi)$ or $\left(\alpha_{1}, \alpha_{2}\right) \in(\pi, 3 \pi / 2) \times(3 \pi / 2,2 \pi)$ satisfy hypothesis (a), moreover both inequalities (i) and (ii) are strictly; all points $\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{T}^{2}$ such that $\left(\alpha_{1}, \alpha_{2}\right) \in(\pi / 2, \pi) \times$ $\left(\alpha_{1}+\pi, 2 \pi\right)$ satisfy hypothesis (b), moreover both inequalities ( j ) and ( jj ) are strictly.

Clearly, Proposition 5 implies the inequality $H(2, n) \geq n$. Thus, once proved Proposition 5, the Theorem 3 is valid for $m=2$.

To prove Propositions 4 and 5, and Theorem 3 we recall the Descartes Theorem about the number of zeros of a real polynomial (see [5]).

Descartes Theorem Consider the real polynomial $p(x)=a_{i_{1}} x^{i_{1}}+a_{i_{2}} x^{i_{2}}+\cdots+$ $a_{i_{r}} x^{i_{r}}$ with $0 \leq i_{1}<i_{2}<\cdots<i_{r}$ and $a_{i_{j}} \neq 0$ real constants for $j \in\{1,2, \cdots, r\}$. When $a_{i_{j}} a_{i_{j+1}}<0$, we say that $a_{i_{j}}$ and $a_{i_{j+1}}$ have a variation of sign. If the number of variations of signs is $m$, then $p(x)$ has at most $m$ positive real roots. Moreover, it is always possible to choose the coefficients of $p(x)$ in such a way that $p(x)$ has exactly $r-1$ positive real roots.

Firstly, we prove the Proposition 5, since its proof will be used to prove Proposition 4 and Theorem 3.

- Proof of Proposition 5. To prove that $N$ is a lower bound for the maximum number of limit cycles of the system (18) we shall find a polynomial function $F_{n}(x)$ of degree $n$ such that the differential system (18) has $N$ limit cycles. Thus, taking $F_{n}(x)=\varepsilon P_{n}(x)$, with $P_{n}(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n}$, the system (18) becomes

$$
\begin{align*}
& \dot{x}=y+\varepsilon \operatorname{sgn}\left(h_{\alpha}(x, y)\right) P_{n}(x),  \tag{19}\\
& \dot{y}=-x .
\end{align*}
$$

In order to prove the proposition we have to identify in the system (18) the elements of Corollary B, thus

$$
F_{1,1}(x, y)=F_{2,1}(x, y)=F_{2,2}(x, y)=0,
$$

and

$$
F_{1,2}(x, y)=P_{n}(x),
$$

Computing the averaged function (6), for the system (19), we have that

$$
\begin{aligned}
f(r)= & \int_{0}^{2 \pi} \delta^{*} F_{1,1}(\theta, r) \cos (\theta)+\delta^{*} F_{2,1}(\theta, r) \sin (\theta) d \theta \\
& +\int_{0}^{2 \pi} \operatorname{sign}\left(\delta^{*} h(\theta, r)\right)\left(\delta^{*} F_{1,2}(\theta, r) \cos (\theta)+\delta^{*} F_{2,2}(\theta, r) \sin (\theta)\right) d \theta, \\
= & \int_{0}^{2 \pi} \cos (\theta) P_{n}((r+\delta) \cos (\theta)) \operatorname{sign}\left(\left(\theta-\alpha_{1}\right)\left(\theta-\alpha_{2}\right)\right) d \theta, \\
= & \sum_{l=0}^{n} a_{l}(r+\delta)^{l} \int_{0}^{2 \pi} \cos ^{l+1}(\theta) \operatorname{sign}\left(\left(\theta-\alpha_{1}\right)\left(\theta-\alpha_{2}\right)\right) d \theta, \\
= & \sum_{l=0}^{n} a_{l}(r+\delta)^{l}\left(\int_{0}^{\alpha_{1}} \cos ^{l+1}(\theta) d \theta-\int_{\alpha_{1}}^{\alpha_{2}} \cos ^{l+1}(\theta) d \theta+\int_{\alpha_{2}}^{2 \pi} \cos ^{l+1}(\theta) d \theta\right), \\
= & \sum_{l=0}^{n} a_{l} b_{l}(r+\delta)^{l},
\end{aligned}
$$

with

$$
b_{l}=\int_{0}^{\alpha_{1}} \cos ^{l+1}(\theta) d \theta-\int_{\alpha_{1}}^{\alpha_{2}} \cos ^{l+1}(\theta) d \theta+\int_{\alpha_{2}}^{2 \pi} \cos ^{l+1}(\theta) d \theta .
$$

So, for $l=0,1$, it is easy to see that

$$
\begin{aligned}
& b_{0}=2 \sin \left(\alpha_{1}\right)-2 \sin \left(\alpha_{2}\right), \\
& b_{1}=\alpha_{1}-\alpha_{2}+\pi+\cos \left(\alpha_{1}\right) \sin \left(\alpha_{1}\right)-\cos \left(\alpha_{2}\right) \sin \left(\alpha_{2}\right) .
\end{aligned}
$$

Now, using the identity, for $l>0$,

$$
\int \cos ^{l+1}(\theta) d \theta=\frac{\cos ^{l}(\theta) \sin (\theta)}{l+1}+\frac{l}{l+1} \int \cos ^{l-1}(\theta) d \theta
$$

we conclude that, for $l>1$,

$$
\begin{aligned}
b_{l}= & \int_{0}^{\alpha_{1}} \cos ^{l+1}(\theta) d \theta-\int_{\alpha_{1}}^{\alpha_{2}} \cos ^{l+1}(\theta) d \theta+\int_{\alpha_{2}}^{2 \pi} \cos ^{l+1}(\theta) d \theta, \\
= & \frac{\cos ^{l}\left(\alpha_{1}\right) \sin \left(\alpha_{1}\right)}{l+1}+\frac{l}{l+1} \int_{0}^{\alpha_{1}} \cos ^{l-1}(\theta) d \theta \\
& -\frac{\cos ^{l}\left(\alpha_{2}\right) \sin \left(\alpha_{2}\right)}{l+1}+\frac{\cos ^{l}\left(\alpha_{1}\right) \sin \left(\alpha_{1}\right)}{l}-\frac{l}{l+1} \int_{\alpha_{1}}^{\alpha_{2}} \cos ^{l-1}(\theta) d \theta \\
& -\frac{\cos ^{l}\left(\alpha_{2}\right) \sin \left(\alpha_{2}\right)}{l+1}+\frac{l}{l+1} \int_{\alpha_{2}}^{2 \pi} \cos ^{l-1}(\theta) d \theta, \\
= & \frac{2}{l+1}\left(\cos ^{l}\left(\alpha_{1}\right) \sin \left(\alpha_{1}\right)-\cos ^{l}\left(\alpha_{2}\right) \sin \left(\alpha_{2}\right)\right) \\
& +\frac{l}{l+1}\left(\int_{0}^{\alpha_{1}} \cos ^{l-1}(\theta) d \theta-\int_{\alpha_{1}}^{\alpha_{2}} \cos ^{l-1}(\theta) d \theta+\int_{\alpha_{2}}^{2 \pi} \cos ^{l-1}(\theta) d \theta\right), \\
= & \frac{2}{l+1}\left(\cos ^{l}\left(\alpha_{1}\right) \sin \left(\alpha_{1}\right)-\cos ^{l}\left(\alpha_{2}\right) \sin \left(\alpha_{2}\right)\right)+\frac{l}{l+1} b_{l-2} .
\end{aligned}
$$

Proceeding by induction under $l$, we have that, for $l \geq 0$,

$$
b_{2 l}=\frac{2 \sin \left(\alpha_{1}\right)}{2 l+1} \sum_{j=0}^{l} D_{1}(l, j) \cos ^{2 j}\left(\alpha_{1}\right)-\frac{2 \sin \left(\alpha_{2}\right)}{2 l+1} \sum_{j=0}^{l} D_{1}(l, j) \cos ^{2 j}\left(\alpha_{2}\right),
$$

and

$$
\begin{aligned}
b_{2 l+1}= & \frac{\sin \left(\alpha_{1}\right)}{l+1} \sum_{j=0}^{l} D_{2}(l, j) \cos ^{2 j+1}\left(\alpha_{1}\right)-\frac{\sin \left(\alpha_{2}\right)}{l+1} \sum_{j=0}^{l} D_{2}(l, j) \cos ^{2 j+1}\left(\alpha_{2}\right) \\
& +2 \frac{(2 l+1)!!}{(2 l+2)!!}\left(\alpha_{1}-\alpha_{2}+\pi\right),
\end{aligned}
$$

where

$$
\begin{equation*}
D_{1}(p, q)=\frac{(2 p)!!(2 q-1)!!}{(2 q)!!(2 p-1)!!} \quad \text { and } \quad D_{2}(p, q)=\frac{(2 p+1)!!(2 q)!!}{(2 q+1)!!(2 p)!!}, \tag{20}
\end{equation*}
$$

for $p, q \in \mathbb{Z}$. Here, $n!$ !, for $n \in \mathbb{N}$, denotes as usual the Double Factorial:

$$
\begin{aligned}
(2 n+1)!! & =1 \cdot 3 \cdot 5 \cdots(2 n+1), \\
(2 n)!! & =2 \cdot 4 \cdot 6 \cdots(2 n) .
\end{aligned}
$$

Following Arfken [2], these are related to the regular factorial function by

$$
\begin{equation*}
(2 n)!!=2^{n} n!\quad \text { and } \quad(2 n+1)!!=\frac{(2 n+1)!}{2^{n} n!} . \tag{21}
\end{equation*}
$$

It is also defined $(-1)!!=1$, a special case that does not follow from equation (21).

Each hypothesis, (a) and (b), implies that $b_{l} \neq 0$ for $l=0,1,2, \ldots, n$. By Descartes Theorem and choosing the coefficients $a_{l}$ conveniently the polynomial $g(r)=f(r-\delta)$ has $n$ positive roots $r_{k}$ for $k=1,2, \ldots, n$. Therefore $f^{\prime}\left(r_{k}\right) \neq 0$ for $k=1,2, \ldots, n$, since the polynomial has degree $n$. Now, we choose $\delta>0$ such that the circles of radius $r_{k}$, for $k=1,2, \ldots, n$, are contained in $\Sigma_{0}$. Hence, by Corollary B, for $|\varepsilon|>0$ sufficiently small the differential equation (19) will have $n$ limit cycles near the circles of radius $r_{k}$ for $k=1,2, \ldots, n$. Hence, the proposition is proved.

- Proof of Proposition 4. Since $\alpha_{2}=\alpha_{1}+\pi$ and $\alpha_{1} \in(0, \pi)$, we have that $\cos \left(\alpha_{2}\right)=-\cos \left(\alpha_{1}\right)$ and $\sin \left(\alpha_{2}\right)=-\sin \left(\alpha_{1}\right)$ with $\sin (\alpha) \neq 0$. Therefore

$$
b_{2 l}=\frac{4 \sin \left(\alpha_{1}\right)}{2 l+1} \sum_{j=0}^{l} D_{1}(l, j) \cos ^{2 j}\left(\alpha_{1}\right) \neq 0,
$$

and $b_{2 l+1}=0$ for all $l=0,1, \cdots,\lceil n / 2\rceil-1$.
By Descartes Theorem and choosing the coefficients $a_{l}$ conveniently the polynomial $g(r)=f(r-\delta)$ has $\lfloor n / 2\rfloor$ positive roots $r_{k}$ for $k=1,2, \ldots,\lfloor n / 2\rfloor$. Clearly the other roots of that polynomial of degree $2\lfloor n / 2\rfloor$ are $-r_{k}$ for $l=0,1,2, \ldots,\lfloor n / 2\rfloor$. Therefore $f^{\prime}\left(r_{k}\right) \neq 0$ for $k=1,2, \ldots,\lfloor n / 2\rfloor$. Now, choose $\delta>0$ such that the circles of radius $r_{k}$, for $k=1,2, \ldots,\lfloor n / 2\rfloor$, are contained in $\Sigma_{0}$. Hence, by Corollary B, for $|\varepsilon|>0$ sufficiently small the differential equation (19) will have $\lfloor n / 2\rfloor$ limit cycles near the circles of radius $r_{k}$ for $k=1,2, \ldots,\lfloor n / 2\rfloor$. Hence, the proposition is proved.

- Proof of Theorem 3. We take $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{m}\right) \in \mathbb{T}^{m}$ ( $m$-Torus), with $m=$ $2,4,6, \ldots$, such that $0<\alpha_{1}<\alpha_{2}<\cdots<\alpha_{m}<2 \pi$, and denote $\alpha_{0}=0$ and $\alpha_{m+1}=2 \pi$. For $F_{n}(x)=\varepsilon P_{n}(x)$, with $P_{n}(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n}$, the system (18) becomes

$$
\begin{align*}
& \dot{x}=y+\varepsilon \operatorname{sgn}\left(h_{\alpha}(x, y)\right) P_{n}(x),  \tag{22}\\
& \dot{y}=-x .
\end{align*}
$$

Computing the averaged function (6), for the system (22), we have that

$$
f(r)=\sum_{l=0}^{n} a_{l} b_{l}(r+\delta)^{l},
$$

with

$$
b_{l}=\sum_{i=0}^{m}(-1)^{i} \int_{\alpha_{i}}^{\alpha_{i+1}} \cos ^{l+1}(\theta) d \theta .
$$

So, for $l=0,1$, it is easy to see that

$$
b_{0}=2 \sum_{i=1}^{m / 2}\left(\sin \left(\alpha_{2 i-1}\right)-\sin \left(\alpha_{2 i}\right)\right),
$$

and

$$
b_{1}=\sum_{i=1}^{m / 2}\left(\sin \left(\alpha_{2 i-1}\right) \cos \left(\alpha_{2 i-1}\right)-\sin \left(\alpha_{2 i}\right) \cos \left(\alpha_{2 i}\right)\right)+\pi+\sum_{i=1}^{m / 2}\left(\alpha_{2 i-1}-\alpha_{2 i}\right) .
$$

Proceeding analogously to the proof of Proposition 4, we obtain

$$
b_{l}=\frac{2}{l+1} \sum_{i=1}^{m / 2}\left(\sin \left(\alpha_{2 i-1}\right) \cos ^{l}\left(\alpha_{2 i-1}\right)-\sin \left(\alpha_{2 i}\right) \cos ^{l}\left(\alpha_{2 i}\right)\right)+\frac{l}{l+1} b_{l-2} .
$$

By induction under $l$, we have that, for $l=0,1, \ldots,\lfloor n / 2\rfloor$,

$$
\begin{aligned}
b_{2 l}= & \frac{2}{2 l+1} \sum_{i=1}^{m / 2} \sum_{j=0}^{l} D_{1}(l, j) \sin \left(\alpha_{2 i-1}\right) \cos ^{2 j}\left(\alpha_{2 i-1}\right) \\
& -\frac{2}{2 l+1} \sum_{i=1}^{m / 2} \sum_{j=0}^{l} D_{1}(l, j) \sin \left(\alpha_{2 i}\right) \cos ^{2 j}\left(\alpha_{2 i}\right),
\end{aligned}
$$

and, for $l=0,1, \ldots,\lceil n / 2\rceil-1$,

$$
\begin{aligned}
b_{2 l+1}= & \frac{2}{2 l+1} \sum_{i=1}^{m / 2} \sum_{j=0}^{l} D_{2}(l, j) \sin \left(\alpha_{2 i-1}\right) \cos ^{2 j+1}\left(\alpha_{2 i-1}\right) \\
& -\frac{2}{2 l+1} \sum_{i=1}^{m / 2} \sum_{j=0}^{l} D_{2}(l, j) \sin \left(\alpha_{2 i}\right) \cos ^{2 j+1}\left(\alpha_{2 i}\right) \\
& 2 \frac{(2 l+1)!!}{(2 l+2)!!}\left(\pi+\sum_{i=1}^{m / 2}\left(\alpha_{2 i-1}-\alpha_{2 i}\right)\right),
\end{aligned}
$$

where $D_{1}$ and $D_{2}$ are defined in (20).
Now, we take the sequence $\left(\beta_{i}\right)_{i \in \mathbb{N}} \subset[\pi / 4, \pi / 2)$ such that

$$
\beta_{i}=\frac{\pi}{2}-\frac{\pi}{4 i} .
$$

Thus, for every $s>1$, we have that

$$
1>\frac{\cos \left(\beta_{i+1}\right)}{\cos \left(\beta_{i}\right)}>\left(\frac{\cos \left(\beta_{i+1}\right)}{\cos \left(\beta_{i}\right)}\right)^{s}>0 .
$$

Moreover, for every $i \in \mathbb{N}$, it follows that

$$
\sin \left(\frac{\pi}{2 i}\right)>\sin \left(\frac{\pi}{2(i+1)}\right)>0
$$

Therefore

$$
\frac{\cos \left(\beta_{i}\right)}{\cos \left(\alpha_{i+1}\right)} \frac{\sin \left(\beta_{i}\right)}{\sin \left(\beta_{i+1}\right)}=\frac{\sin \left(\frac{\pi}{2 i}\right)}{\sin \left(\frac{\pi}{2(i+1)}\right)}>1
$$

Hence, for $i \in \mathbb{N}$

$$
\frac{\sin \left(\beta_{i}\right)}{\sin \left(\beta_{i+1}\right)}>\frac{\cos \left(\beta_{i+1}\right)}{\cos \left(\beta_{i}\right)}
$$

So, for $s>1$,

$$
\frac{\sin \left(\beta_{2 i-1}\right)}{\sin \left(\beta_{2 i}\right)}>\frac{\cos \left(\beta_{2 i}\right)}{\cos \left(\alpha_{2 i-1}\right)}>\left(\frac{\cos \left(\beta_{2 i}\right)}{\cos \left(\beta_{2 i-1}\right)}\right)^{s},
$$

which implies that

$$
\sin \left(\beta_{2 i-1}\right) \cos ^{s}\left(\beta_{2 i-1}\right)>\sin \left(\beta_{2 i}\right) \cos ^{s}\left(\alpha_{2 i}\right) .
$$

Choosing $\alpha_{i}=\beta_{i}$, for $i=1,2, \ldots, m$, and $s=2 j$, for $j=0,1, \ldots, l$, we have that $b_{2 l}>0$, for $l=0,1, \ldots,\lfloor n / 2\rfloor$. Now, choosing $s=2 j+1$, for $j=0,1, \ldots, l$, we have that

$$
\sum_{i=1}^{m / 2}\left(\alpha_{2 i-1}-\alpha_{2 i}\right)<\sum_{i=1}^{\infty}\left(\beta_{2 i-1}-\beta_{2 i}\right)=-\frac{\ln (2)}{4} \pi
$$

So,

$$
2 \frac{(2 l+1)!!}{(2 l+2)!!}\left(\pi+\sum_{i=1}^{m / 2}\left(\alpha_{2 i-1}-\alpha_{2 i}\right)\right)>0 .
$$

Therefor $b_{2 l+1}>0$, for $l=0,1, \cdots,\lceil n / 2\rceil-1$.
Since $b_{l} \neq 0$ for $l=0,1, \ldots, n$, by Descartes Theorem and choosing the coefficients $a_{l}$ conveniently the polynomial $g(r)=f(r-\delta)$ has $n$ positive roots $r_{k}$ for $k=1,2, \ldots, n$. Therefore $f^{\prime}\left(r_{k}\right) \neq 0$ for $k=1,2, \ldots, n$, since the polynomial has degree $n$. Now, we choose $\delta>0$ such that the circles of radius $r_{k}$, for $k=1,2, \ldots, n$, are contained in $\Sigma_{0}$. Hence, by Corollary B, for $|\varepsilon|>0$ sufficiently small the differential equation (22) will have $n$ limit cycles near the circles of radius $r_{k}$ for $k=1,2, \ldots, n$. Hence, the Theorem 3 is proved.
5.2. Application 2. Consider the function $h(x, y)=\left(x^{2}-1\right)\left(y^{2}-1\right)$. Thus the set of discontinuity $M=h^{-1}(0)$ is represented by the bold lines in the Figure 1.

Now, consider the equation

$$
\begin{equation*}
x^{\prime \prime}(t)=-x^{\prime}+\varepsilon y \operatorname{sign}\left(h\left(x, x^{\prime}\right)\right) . \tag{23}
\end{equation*}
$$

Proposition 6. For $|\varepsilon|>0$ sufficiently small there exist a periodic solution $x(t, \varepsilon)$ of the system (23) such that $\mid\left(x(0, \varepsilon), x^{\prime}(0, \varepsilon) \mid \rightarrow \sqrt{4+2 \sqrt{2}}\right.$ as $\varepsilon \rightarrow 0$.

- Proof. Firstly, we have to identify the elements of Corollary B in the system (23). Thus

$$
F_{1}^{1}(x, y)=F_{2}^{1}(x, y)=F_{1}^{2}(x, y)=0 \quad \text { and } \quad F_{2}^{2}(x, y)=y .
$$

The averaged function of the system (23) is given by

$$
f(|a|+\sqrt{2})=(2 \sqrt{2}+|a|)(\pi+8 \operatorname{arccsc}(2 \sqrt{2}+|a|)),
$$

which has $|a|=\sqrt{4+2 \sqrt{2}}$ as a solution. Moreover

$$
\left.\frac{d f}{d r}(r)\right|_{r=\sqrt{4+2 \sqrt{2}}-\sqrt{2}}=8(\sqrt{2}-1) \neq 0 .
$$

Thus hypothesis H5 of Corollary B holds. Clearly, hypothesis H1 - H4 also hold. Hence, by Corollary B, the proof has been concluded.

## References

[1] A. A. Andronov, A.A. Vitt and S. E. Khaikin, Theory of oscillators, International Series of Monographs In Physics 4 (1966), Pergamon Press.
[2] G. Arfken Mathematical Methods for Physicists, 3rd ed., Orlando, FL: Academic Press.
[3] E. A. Barbashin, Introduction to the Theory of Stability (T. Lukes, Ed.), Noordhoff, Groningen, 1970.
[4] A. D. Bazykin, Nonlinear Dynamics of Interacting Populations, River-Edge, NJ: World Scientific, (1998).
[5] I.S. Berezin and N.P. Zhidkov, Computing Methods, Volume II, Pergamon Press, Oxford, 1964.
[6] B. Brogliato, Nonsmooth Mechanics, New York: Springer-Verlag, 1999.
[7] A. Buica and J. Llibre, Averaging methods for finding periodic orbits via Brouwer degree, Bulletin des Sciences Mathemàtiques 128 (2004), 7-22.
[8] P. De Maesschalck and F. Dumortier, Classical Liénard equation of degree $n \geq 6$ can have $\left[\frac{n-1}{2}\right]+2$ limit cycles, preprint, 2010.
[9] F. Dumortier, D. Panazzolo and R. Roussarie, More limit cycles than expected in Liénard equations, Proc. Amer. Math. Soc. 135 (2007), 1895-1904.
[10] J. Écalle, Introduction aux fonctions analysables et preuve constructive de la conjecture de Dulac, Hermann, 1992.
[11] A. F. Filippov, Differential equations with discontinuous righthand side, Mathematics and Its Applications, Kluwer Academic Publishers, Dordrecht, 1988.
[12] C. Henry, Differential equations with discontinuous righthand side for planning procedure, J. Econom. Theory 4 (1972), 541-551.
[13] D. Hilbert, Mathematische Probleme, Lecture, Second Internat. Congr. Math. (Paris, 1900), Nachr. Ges. Wiss. G"ttingen Math. Phys. KL. (1900), 253-297; English transl., Bull. Amer. Math. Soc. 8 (1902), 437-479.
[14] Yu. Ilyashenko, Finiteness Theorems for Limit Cycles, Translations of Math. Monographs 94, Amer. Math. Soc., 1991.
[15] Yu. Ilyashenko and A. Panov, Some upper estimates of the number of limit cycles of planar vector fields with applications to Liénard equations, Moscow Math. J. 1 (2001), 583-599.
[16] T. Ito A Filippov solution of a system of differential equations with discontinuous righthand sides, Economic Letters 4 (1979), 349354.
[17] A. Lins, W. de Melo and C.C. Pugh, On Liénard's Equation, Lecture Notes in Math. 597, Springer, Berlin, 1977, pp 335-357.
[18] J. Llibre, D.D. Novaes and M.A. Teixeira, Averaging methods for studying the periodic orbits of discontinuous differential systems, arXiv:1205.4211 [math.DS]
[19] J. Llibre and M.A. Teixeira, Limit cycles for $m$-piecewise discontinuous polynomial Liénard differential equations, IMECC-UNICAMP: Campinas, Brazil, Rep. RP02/13, 2013.
[20] N. Minorski, Nonlinear Oscillations, Van Nostrand, New York, 1962.
[21] J. A. Sanders and F. Verhulst, Averaging Methods in Nonlinear Dynamical Systems, Applied Mathematical Sciences vol 59, Berlin: Springer, (1985).
[22] F. Verhulst, Nonlinear dierential equations and dynamical systems, Universitext, Springer, 1991.

1 Departamento de Matematica, Universidade Estadual de Campinas, Caixa Postal 6065, 13083-859, Campinas, SP, Brazil

E-mail address: ddnovaes@gmail.com


[^0]:    2010 Mathematics Subject Classification. 37G15, 37C80, 37C30.
    Key words and phrases. averaging method, algebraic varieties, periodic solutions, planar centers.

