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Abstract

C. Bishop in [Bis, Theorem 17.1] constructs an example of an entire function f in
class B with at least two grand orbits of oscillating wandering domains. In this paper
we show that his example has exactly two such orbits, that is, f has no unexpected
wandering domains. We apply this result to the classical problem of relating the Julia
sets of composite functions with the Julia set of its members. More precisely, we show
the existence of two entire maps f and g in class B such that the Fatou set of f ◦ g
has a wandering domain, while all Fatou components of f or g are preperiodic. This
complements a result of A. Singh in [Sin03, Theorem 4] and results of W. Bergweiler
and A.Hinkkanen in [BH99] related to this problem.
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1 Introduction

The systematic global study of the phase portrait of dynamical systems given by the iterates
of holomorphic maps of the complex plane goes back to the work of Pierre Fatou and Gaston
Julia, at the beginning of the twentieth century. They developed a theory based on the
concept of normal families and described precisely what nowadays is known as the Fatou and
Julia sets.

If f : C → C is a transcendental entire function (similar definitions apply if f is a rational
function on the Riemann sphere, or if f is a transcendental meromorphic function on the
complex plane), the Julia set, J (f), is defined as the set of points z ∈ C for which the family
of iterates {fn}n>0 fails to be normal in the sense of Montel in every neighborhood of z;
that is, if V is a neighborhood of a point in the Julia set, the infinite union of iterates of V
must cover the whole plane with the exception of, at most, two points. By definition J (f)
is closed and it can be proven that it is infinite [Erè89]. Its complementary domains in C, if
any, are called Fatou domains or Fatou components and the union of all those components is
called the Fatou set, denoted by F(f). Both, the Julia and Fatou sets, are invariant under f
and under all branches of f−1, hence they form a natural dynamical partition of the complex
plane. For a general discussion about their properties for both rational and transcendental
dynamics see for example [EL92, Ber93, Mil06, BF13].

It follows that Fatou components correspond to maximal domains on which the dynamics
of f are in some sense tame or non chaotic. In the language of sequences, if U is a Fatou
component then the family of iterates {fn|U}n>0 has a subsequence {fnk |U}k>0 which, in
compact subsets of U , converges uniformly to either a holomorphic map g or to infinity.
Moreover, due to the rigidity of holomorphic maps, the possible limit functions g reduce to
either constants or irrational rotations in U . More precisely, one can show that there are
potentially few possibilities. If U is a Fatou component then U is periodic if fn(U) ⊂ U for
some n ∈ N, but otherwise U is

• wandering if fn(U) ∩ fm(U) = ∅ for all integers n 6= m, or

• preperiodic if it is eventually mapped into a periodic component.

For a general entire transcendental map, periodic components can only be basins of attrac-
tion of attracting or parabolic cycles, Siegel disks or Baker domains (also known as parabolic
domains at infinity), depending on the limit behavior of the convergent subsequences. We
refer to any of the references above for precise definitions. In this paper we shall concentrate
mainly on wandering domains, rather than (pre)periodic components.

Most types of periodic Fatou components are somehow associated to the orbit of a singular
value of f . We say that v is a singular value of f if not all branches of f−1 are well defined
in every sufficiently small neighborhood of f . Let S(f) denote the set of singular values of
f , which is closed. For rational maps the set S(f) is finite and formed exclusively by critical
values, that is by images of critical points which are zeros of f ′. Transcendental maps may
additionally have asymptotic values i.e. points which morally have some of their preimages
at infinity (like v = 0 for the exponential map), or limit points of critical and asymptotic
values. Some special classes of transcendental maps are more likely to dynamically resemble
polynomial or rational dynamics, namely the Speiser class, S, of maps for which S(f) is finite
(also known as critically finite maps); or the Eremenko-Lyubich’s class, B, of maps for which
S(f) is bounded.

It was shown by Sullivan [Sul85] in 1985 that rational maps have no wandering domains.
He proved this major result using quasiconformal analysis, showing that if a rational map had
a wandering domain, the space of quasiconformal deformations would have infinite dimension,
contradicting the fact that the space of rational maps of degree d is finite dimensional.
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Right after Sullivan’s non wandering Theorem, Golberg and Keen [GK86], and Eremenko
and Lyubich [EL92], independently, generalized Sullivan’s argument to show that wandering
domains are not allowed either for transcendental entire maps in class S. See also [Bak84].

Despite these negative results, it is well known that wandering domains are possible for
transcendental entire functions in general. The first example of a wandering domain was
given by Baker [Bak76] and later Herman [Her84] proposed a systematic way of constructing
wandering domains by means of lifting transcendental maps in C \ {0}. On the other hand,
if U is a multiply connected Fatou domain, then it should be a wandering domain [Bak84].
The wandering domains constructed in [Bak63, Bak76] happen to be multiply connected
(nowadays known as Baker-wandering domain). His examples have been the seed of a large
series of papers on multiply connected wandering domains. See [KS08, BRS13] and references
therein.

It was proven by Fatou [Fat19, Section 28], that if U is a wandering domain of f , all
limit functions of any convergent subsequence {fnk |U}k>0 are constant, say a ∈ Ĉ. Later on,
Baker [Bak70] proved that if a ∈ Ĉ is a limit function then either a = ∞ or a ∈ J (f) ∩ E
where

E :=
⋃

s∈S(f)

⋃

n>0

fn(s)

is the post-singular set. This result was improved later in [BHK+93] by showing that either
a = ∞ or a ∈ J (f)∩E′ where E′ denotes the derived set of E (i.e., finite limit points of E).
As an application of this result, it is easy to deduce that f(z) = exp(z) has no wandering
domains (and hence J (f) = C) since, on the one hand, E′ = ∅ and, on the other hand, the
expansivity of the map to the right implies that a cannot be ∞. Consequently, wandering
domains can be classified in terms of their constant limit functions as escaping if fn|U → ∞
as n → +∞ (locally uniformly in U), oscillating if there exist strictly increasing sequences
(nk)k>0 and (mk)k>0 such that fnk |U → ∞ and fmk |U → a ∈ C as k → +∞, and (orbitally)
bounded if ∞ is not the limit function of any convergent subsequence {fnk |U}k>0 (i.e, all
limit functions are finite). All previously mentioned examples where of the first kind and it
was not until 1987 that Eremenko and Lyubich [EL87] gave an example of a transcendental
entire function with a wandering domain of the second kind with infinitely many different
finite constant limit functions. This example was constructed using approximation theory
and hence it is not explicit. As of today it is still an open question whether orbitally bounded
wandering domains exist.

Fatou components of functions in class B are always simply connected, and therefore
such maps have no Baker-wandering domain. Even more, it was proven in [EL92] that
J (f) = I(f), where I(f) is the escaping set, i.e. the set of points whose orbit escapes to
∞. Hence in class B there are no escaping wandering domains. Recently, however, two new
results have opened new lights about the existence of wandering domains in class B. These
results are relevant in the paper at hand.

In [MBRG13] Rempe-Gillen and Mihaljević-Brandt give a set of conditions for a function,
under which wandering domains can be discarded. Since in class B any wandering domain
should have some finite limit functions, they conjecture that if the orbit of all singular values
converge uniformly to infinity, i.e. if

lim
n→+∞

inf
s∈S(f)

|fn(s)| = +∞

then f has no wandering domains. They prove that this is indeed the case if f satisfies a
certain somewhat technical condition. One of the key tools they use to prove their remarkable
result is [MBRG13, Theorem 4.1] (see also Theorem 2.8) which we shall use in our proofs.

The second breakthrough appears in [Bis] where Bishop gives a constructive method to
build transcendental entire functions in class B, with certain control on their singular set
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and, potentially, on their dynamics. Roughly speaking, Bishop’s main theorem is as follows
(see Section 2 for details). Let T be an unbounded connected bipartite graph embedded in C
and let {τj}j be a collection of conformal maps from every connected component Ωj of C \T
onto either the right half plane Hr or the unit disk D. Let {σj}j be a collection of certain
holomorphic maps (chosen conveniently) from τj(Ωj) ∈ {Hr,D} into C. Then there exists a
transcendental entire function f which coincides with σ ◦ τ outside a certain neighborhood of
T . Moreover: (i) f is in class B and all its singular set belongs to D∪{−1,+1}; (ii) f sends
(a slight enlargement of) T to [−1, 1] ∪ S1; and (iii) the vertices of T are the critical points
of f with critical values in ±1. See [Bis] and Sections 2 and 3 of this paper for details.

Bishop’s construction method can be used to provide examples of many different phe-
nomena. In particular, he adapts it to prove the following.

Theorem 1.1 ([Bis, Theorem 17.1]). There exists a transcendental entire function f in class
B such that f has two grand orbits of oscillating wandering domains.

We remark that Bishop’s example is not a negative answer to the mentioned conjecture of
Rempe-Gillen and Mihaljević-Brandt since infinitely many of the critical points are contained
in the oscillating wandering domains.

The first goal in this paper is to prove the following result concerning the map f in
Theorem 1.1.

Theorem A. Let f be given by Theorem 1.1. Then f has exactly two grand orbits of
wandering domains.

We informally say that f has no unexpected wandering domains. To prove Theorem A
we shall use some ideas developed in [MBRG13] (see Section 4).

Our second goal is to show what we believe is an interesting application of the previous
result to the dynamics of composite functions. Given two holomorphic maps f and g we
consider the relationship between the Fatou and Julia sets of f and g, and that of g ◦ f or
f ◦ g. One particular case is when f and g commute. i.e., f ◦ g = g ◦ f . It was proven
by Baker [Bak84] that if f and g are commuting rational maps then J (f) = J (g), but it
is still an open problem to prove the same property for commuting entire transcendental
functions. The best partial result is due to Bergweiler and Hinkkanen [BH99] who proved
that J (f) = J (g) whenever f and g have no wandering domains (their result implies this
statement).

For the general case (that is without assumming that f and g commute), Bergweiler and
Wang [BW98] proved that for every z ∈ C, z ∈ J (f ◦ g) if and only if g(z) ∈ J (g ◦ f).
Moreover if U is a component of F(f ◦ g) and V is the component of F(g ◦ f) that contains
g(U), then U is wandering for f ◦ g if and only if V is wandering for g ◦ f . A natural
question to ask is whether the composition of two maps may have wandering domains if none
of the members do. Related to this question, Singh [Sin03, Theorem 4] proved that there
exist two transcendental entire functions f and g and a domain U ⊂ C such that U lies in
periodic Fatou components of f , g, and g ◦ f , but lies in a wandering domain of f ◦ g. Sing’s
result, proved by approximaton theory, does not provide any information about the possible
existence of other wandering domains for f or g, nor about the global nature of the maps.
We give a complete answer to the problem by proving the following theorem.

Theorem B. There exist two transcendental entire functions f and g in class B such that
f ◦ g has two grand orbits of wandering domains even though all Fatou components of f and
g are preperiodic.

The proof of Theorem B (see Section 5) consists of a subtle modification of Bishop’s
construction in Theorem 1.1, and additionally uses also Theorem A. In order to present the
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proof properly we previously explain Bishop’s example (see Section 3), adding some explicit
arguments and details to the original construction, in places where we believe they can help
the reader to understand the delicate construction.

The structure of the paper is as follows. In Section 2 we introduce notation, state Bishop’s
general folding theorem and Rempe-Gillen-Mihaljević-Brandt’s key lemma, together with
some useful results in complex analysis that are used throughout the paper. In Section 3 we
revise Bishop’s wandering example. Finally, theorems A and B are proved in Sections 4 and
5, respectively.
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2 Preliminaries

2.1 Bishop’s theorem

This subsection is mainly devoted to state a slightly simplified version of Bishop’s Theorem
1.1 [Bis, Theorem 7.1] which is enough for our purposes. The goal of this theorem is to
provide sufficient conditions to guarantee the existence of entire functions in class B with a
prescribed distribution of critical points. We refer the reader to the original source [Bis] for
the proof and for a much deeper discussion of its contents, motivation and difficulties.

As we mentioned in the introduction, Bishop applied this theorem to provide a long list of
interesting examples (and counter-examples) of many different phenomena. We shall discuss
one of them, concerning the existence of wandering domains in class B, in plenty of detail in
Section 3.

Let T be an unbounded connected bipartite graph with vertice labels in {−1,+1}. Then
the connected components of C \ T are simply connected domains in C. We denote by R-
components (respectively D-components) the unbounded (respectively bounded) components
of C \ T . We define a neighborhood of the graph given by

T (r) :=
⋃

e edge of T

{
z ∈ C | dist(z, e) < r diam(e)

}
,

where dist and diam denote the euclidian distance and diameter respectively.

Definition 2.1. We say that T has uniformly bounded geometry if there exists an universal
constant M > 1 such that

(i) the edges of T are C2 with uniform bounds;

(ii) the angles between two adjacent edges are uniformly bounded away from zero;

(iii) for every two adjacent edges e and e′, 1
M 6 diam(e)

diam(e′) 6 M ;

(iv) for every two non-adjacent edges e and e′, diam(e)
dist(e,e′) 6 M .

We denote by Hr = {z = x + iy ∈ C |x > 0} the right half plane and by D = {z ∈
C | |z| < 1} the unit disk. For each connected component Ωj of C \ T , let τj : Ωj → ∆j be
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the Riemann map where ∆j = Hr or ∆j = D depending on whether Ωj is an unbounded
or bounded component. We shall denote by τ the global map defined on ∪jΩj such that
τ |Ωj

= τj . Each edge e of T is the common boundary of at most two complementary
domains but corresponds via τ to exactly two intervals on ∂Hr, or one interval on ∂Hr and
one in ∂D (see condition (i) in Theorem 2.2). So it makes sense to define the τ -size of an
edge e as the minimum among the lengths of the two images of e by τ . We call ∆ = ∆j the
standard domain for Ωj . Next step is to build a map from the standard domain to C.

If ∆ = D we define σ : D → D to be the map z → zd with d > 2, possibly followed by a
quasiconformal map ρ : D → D which sends 0 to some w ∈ D and it is the identity on ∂D.
The resulting map σ ◦ τ : Ωj → D will have w as a critical value.

If ∆ = Hr the definition of σ : Hr → C is more delicate. We first divide ∂Hr into intervals
I of length 2π and extremes (or vertices) in 2πiZ. These intervals will correspond, after
Bishop’s folding construction, to the images of the edges of T ′ ⊃ T (where T ′ is T plus
some decorations all of them contained in a sufficiently small neighborhood T (r0) of T ) by
a suitable quasiconformal deformation η of τ . Second we define σ on ∂Hr. There will be
only two cases to consider: either I is identified with a common arc of two R-components in
which case we define σ(iy) := cosh(iy) for every iy ∈ I, or I is identified with as a common
arc of one R-component and one D-component, in which case we define σ(iy) := exp(iy) for
every iy ∈ I. Finally we extend σ to Hr as a quasiconformal map which equals cosh(x+ iy)
for x > 2π.

Theorem 2.2 ([Bis, Theorem 7.1]). Let T be an unbounded connected graph and let τ be a
conformal map defined on each complementary domain C \ T , as above. Assume that

(i) D-components only share edges with R-components;

(ii) T is bipartite and has uniformly bounded geometry;

(iii) the map τ on a D-component with 2n edges maps the vertices to 2n-th roots of unity;

(iv) on R-components the τ -sizes of all edges is > π (it is enough that the τ -sizes are
uniformly bounded from below).

Then there is r0 > 0, an entire transcendental function f , and a K-quasiconformal map φ of
the plane, with K depending only in M , so that f ◦φ−1 = σ ◦ τ off T (r0). Moreover, the only
singular values of f are ±1 (critical values coming from the vertices of T ) and the critical
values assigned by the D-components.

The main difficulty in Bishop’s construction is to define η (and T ′) in such a way that
σ ◦ η is a quasiregular map, or equivalently, to show that σ ◦ η is continuous across T ′. Once
this is done, the Measurable Riemann mapping Theorem can be applied to obtain φ, which
integrates the almost complex structure induced by σ ◦ η, so that f := σ ◦ τ ◦ φ is entire and
in class B.

In Section 3, we shall see how Bishop applies and modifies this construction to provide
an example of a map in class B with wandering domains.

2.2 Other tools

The following results are used in Section 3. The first one is the well-known Koebe’s distorsion
Theorem.

Theorem 2.3 ([Pom75, Theorem 1.6 and Corollary 1.4]). Let F be a univalent function in
the unit disk D such that F (0) = 0 and F ′(0) = 1. Then
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(a) ∀z ∈ D,
|z|

(1 + |z|)2 6 |F (z)| 6 |z|
(1− |z|)2 ;

(b) ∀z ∈ D,
1− |z|

(1 + |z|)3 6 |F ′(z)| 6 1 + |z|
(1− |z|)3 ;

(c)
1

4
6 dist(0, ∂F (D)) 6 1. In particular F (D) contains a disk of radius 1/4.

As explained above the key idea behind Theorem 2.2 is to obtain the desired entire
function f as the composition of a quasiregular map σ ◦ η, and the quasiconformal map φ
given by the Riemann mapping Theorem, that is f := (σ ◦ η) ◦ φ. In particular, f and σ ◦ η
are not conjugate to each other. As it turns out, we shall have an explicit expression for σ◦η,
at least in the domains where the relevant dynamics occurs so, in order to have a control
on the dynamics of f we need certain control on φ. The results that follow will be used to
show that, in the cases we are interested in, we may assume that φ is arbitrarily close to the
identity.

Definition 2.4. A measurable set E ⊂ R2 is said to be (ε, h)-thin if ε > 0, h : [0,∞) → [0, 1]
is a decreasing function such that

∀n > 1,

∫ +∞

0

h(r)rndr < +∞,

and
∀z ∈ E, area (E ∩D(z, 1)) 6 εh(|z|)

where D(z, 1) is the euclidean disk centered at z of radius 1.

Notice that h(r) := exp(−ar) with a > 0 satisfies the conditions on h.
Roughly speaking the next result states that if Φ : R2 → R2 is a K-quasiconformal map

with dilatation µ supported on a small planar set then we may expect Φ to be close to a
conformal map in C, and so, close to the identity after normalization.

Theorem 2.5 (Bishop, personal communication). Suppose Φ : R2 → R2 is K-quasiconformal
and is normalized to fix 0 and 1. Let E be the support of the dilatation of Φ (possibly
unbounded) and assume that E is (ε, h)-thin. Then

∀z, w ∈ R2, (1− Ceβ)|z − w| − Ceβ 6 |Φ(z)− Φ(w)| 6 (1 + Ceβ)|z − w|+ eβ (1)

where C and β only depend on K and h.

As a consequence of the above result, under suitable conditions on the behaviour and
smoothness of Φ in a neighborhood of the real line, we may easily deduce some bounds on
the derivative of the map that we will directly apply later.

Corollary 2.6. Suppose Φ : R2 → R2 is a K-quasiconformal map which is conformal in the
strip S = {x + iy ∈ C | |y| < 1} and satisfies Φ(0) = 0, Φ(1) = 1 and Φ(R) = R. Let E be
the support of the dilatation of Φ and assume that E is (ε, h)-thin. If ε is sufficiently small
(depending on K and h), then

∀x ∈ R,
1

C
6 |Φ′(x)| 6 C

where C > 0 only depends on K, h and ε (but C does not depends on the particular map Φ).
Moreover if we fix K and h then C → 1 as ε → 0.
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Proof. Let x ∈ R. Since D(x, 1) ⊂ S. From Theorem 2.3 applied to (Φ(z+ x)−Φ(x))/Φ′(x)
we have

|Φ′(x)| ≃ dist
(
Φ(x), ∂Φ(D(x, 1))

)
.

However taking z = x and w ∈ ∂D(x, 1) in (1), we also have dist (Φ(x), ∂Φ(D(x, 1))) ≃ 1.
This shows the first claim.

On the other hand, when ε is small, applying again (1), we have (1−δ)S ⊂ Φ(S) ⊂ (1+δ)S
where δ is small and tends to zero with ε. Hence, Φ converges to the identity in S.

Remark 2.7. In some later applications the K-quasiconformal map Φ of the previous results
is the integrator of the quasiregular map σ ◦ η given by the Measurable Riemann mapping
Theorem normalized so that Φ(0) = 0 and Φ′(∞) = 1.

We end this section by stating a lemma which we shall use to prove Theorem A.

Theorem 2.8 ([MBRG13, Theorem 4.1]). Let U be a hyperbolic Riemann surface and denote
by distU the hyperbolic distance in U . Let U ′ ⊂ U be open and let f : U ′ → U be a holomorphic
covering map. Assume that there is an open connected set W ⊂ U ′ such that fn(W ) ⊂ U ′ for
every n > 0. Furthermore, let D ⊂ U be open and suppose there is a subsequence of positive
integers (nk)k>1 such that fnk(W ) ⊂ D for every k > 1 and distU (f

nk(W ), U \D) → +∞
as k → +∞. Then

distU (f
nk−1(W ), U \ f−1(D)) → +∞ as k → +∞.

3 Bishop’s example

This section is an account of [Bis, Section 17], where the author first gives an application
of Theorem 2.2 (c.f. [Bis, Theorem 7.1]) to construct a family of entire functions in class
B depending on infinitely many parameters (see Theorem 3.1). Then he choses suitable
parameters in order to ensure that the resulting function has oscillating wandering domains,
thus proving Theorem 1.1.

We include some details of the proof of this result, that were left to the reader in the
original paper, since, on the one hand, they are the cornerstone in the proof of Theorems
A and Theorem B and, on the other hand, they would help to built other examples as an
application of Bishop’s Theorem (c.f. [Bis, Theorem 7.1]). So, although this section has
nothing significantly new from Bishop’s paper [Bis] we understand it is interesting in itself.

3.1 The prototype map

Consider the open half strip

S+ :=
{
x+ iy ∈ C | x > 0 and |y| < π

2

}
.

The set S+ is mapped biholomorphically onto the right half plane Hr = {z = x + iy ∈ C |
x > 0} by z 7→ sinh(z), thus by z 7→ λ sinh(z) as well where λ ∈ πN⋆ is a parameter to be
fixed later (and N⋆ = N \ {0}). Then Hr is mapped conformally (but not biholomorphically)
onto C\[−1,+1] by z 7→ cosh(z). Following the notation in [Bis], we denote by (σ ◦ τ)|S+

the composition z 7→ cosh(λ sinh(z)). Remark that this map extends continuously to the
boundary, sending ∂S+ onto the imaginary axis and then onto the real segment [−1,+1].
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On the horizontal rays of ∂S+, we need to pick out some points (an ± iπ/2)n>1 which
are sent into {−1,+1} by (σ ◦ τ)|S+ , and so that an is close to nπ for every n > 1. More
precisely, the real parts (an)n>1 are defined as follows:

∀n > 1, an := cosh−1

(
π

λ

[
λ

π
cosh(nπ)

])

where [x] stands for the integer part of any real number x. It is straightforward to show
that cosh(λ sinh(an ± iπ/2)) ∈ {−1,+1} and nπ > an > nπ − 10−1 for every n > 1 (because
λ ∈ πN⋆).

Now, consider the following open disks:

∀n > 1, Dn := {z ∈ C | |z − zn| < 1} where zn := an + iπ.

Notice that these domains do not intersect S+, and are pairwise disjoint according to the
definition of (an)n>1. Every domain Dn is biholomorphically mapped onto the unit disk
D = {z ∈ C | |z| < 1} by z 7→ z − zn. Define a quasiregular map from D onto itself of the
form z 7→ ρn(z

dn) where dn ∈ 2N⋆ is a parameter to be fixed later and ρn : D → D is a
quasiconformal map so that

• ρn(z) = z for every z ∈ ∂D;

• ρn(0) = wn where wn is a parameter to be fixed later in a neighborhood N1/2 of 1/2
which does not depend on n and is fixed so that N1/2 ⊂ D;

• ρn is conformal on 3
4D;

• ρn is Kρ-quasiconformal on D where the dilation Kρ > 1 does not depend on n.

To fix ideas, we may define ρn to be ρn(z) := δz+wn on D(0, 3/4) = {z ∈ C | |z| 6 3/4}, and
to be the linear interpolation ρn(z) := z(4|z|−3)+(δz+wn)(4−4|z|) on A3/4 = {z ∈ C | 3/4 6
|z| 6 1}, where δ = dist(N1/2, ∂D) > 0 in order that ρn(D(0, 3/4)) = D(wn, 3δ/4) ⊂ D.
Since the Beltrami coefficient of ρn is supported on A3/4, and the modulus of the annulus
ρn(A3/4) = {z ∈ C | 3δ/4 < |z − wn| < 1} is uniformly bounded from above and below, it
is straightforward to show that the dilatation of ρn is uniformly bounded from above by a
universal constant Kρ > 1 which only depends on δ.

Following the notation in [Bis], we denote by (σ◦τ)|Dn
the composition z 7→ ρn((z−zn)

dn)
for every n > 1. Notice that the dilatation of (σ ◦ τ)|Dn

is uniformly bounded from above by
Kρ and it is supported on

{
z ∈ C |

(
3

4

)1/dn

< |z − zn| < 1

}
. (2)

Figure 1 summarizes the whole construction above.
The following result states that we can extend the maps (σ ◦ τ)|S+ and (σ ◦ τ)|Dn

to a
quasiregular map defined on the whole complex plane. That provides an entire function f
after composing with the integrating map of the pullback of the standard complex structure.
The function f is actually the prototype map which, for a certain choice of parameters
(λ, (dn)n>1, (wn)n>1), has an oscillating wandering domain.

Theorem 3.1. For every choice of the parameters (λ, (dn)n>1, (wn)n>1) such that λ ∈ πN⋆,
dn ∈ 2N⋆, and wn ∈ N1/2 for all n > 1, there exists a transcendental entire function f and
a quasiconformal map φ : C → C such that
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S0 S1 S2 S3

D1 D2 D3 D4

S+

Figure 2: The graph T with some first labelled vertices.

On ∂S+ ⊂ T , we define the vertices of T to be the points which are sent into {−1,+1}
by the composition (σ ◦ τ)|S+ : z 7→ cosh(λ sinh(z)). These vertices are of the form:
{
i sin−1

(π
λ
k
)

/ k ∈ Z and − λ

π
6 k 6 λ

π

}
∪
{
cosh−1

(π
λ
k
)
± i

π

2
/ k ∈ Z and k > λ

π

}
.

In particular, notice that the branching points ±iπ/2 are vertices of T since λ ∈ πN⋆, and
the branching points (an ± iπ/2)n>1 are vertices of T as well. By using classical properties
of the maps sin−1 and cosh−1, it is straightforward to show the following estimates

∀ 2 6 k 6 λ

π
, 1 6

sin−1
(
π
λk

)
− sin−1

(
π
λ (k − 1)

)

sin−1
(
π
λ (k − 1)

)
− sin−1

(
π
λ (k − 2)

) 6
√
2

2−
√
2

∀ k > λ

π
, 1 >

cosh−1
(
π
λ (k + 2)

)
− cosh−1

(
π
λ (k + 1)

)

cosh−1
(
π
λ (k + 1)

)
− cosh−1

(
π
λk

) > cosh−1(3)

cosh−1(2)
− 1

1 6
sin−1

(
π
λ

λ
π

)
− sin−1

(
π
λ (

λ
π − 1)

)

cosh−1
(
π
λ (

λ
π + 1)

)
− cosh−1

(
π
λ

λ
π

) 6 π/2

cosh−1(2)
.

From these estimates we obtain items (iii) and (iv) in Definition 2.1 for every pair of
edges in ∂S+.

Similarly, on every ∂Dn ⊂ T , we define the vertices of T to be the points which are sent
into {−1,+1} by the composition (σ ◦ τ)|Dn

: z 7→ ρn((z − zn)
dn). Taking into account that

ρn is the identity map on ∂D, these vertices are precisely the translated 2dn-th roots of unity.
Notice that the branching points zn ± i are vertices of T since dn is even. Moreover, items
(iii) and (iv) in Definition 2.1 hold for every pair of edges in ∂Dn because they have equal
diameter less than 2π/2dn 6 π.

We also label every vertex defined above by either −1 or +1 according to its image by
the composition σ ◦ τ .

Now, consider the vertical segment in T which connects ∂Dn to ∂S+. It has constant
length equal to π/2−1 while the edges connected at both ends, which are zn−i = an+i(π−1)
and an+iπ/2, have lengths comparable to ℓn = 2π/2dn and Ln = cosh−1(cosh(nπ)+π/λ)−nπ
respectively (because an is close to nπ). If ℓn and Ln are comparable, it is enough to subdivide
the segment into finitely many edges of comparable lengths, taking care that two adjacent
additional vertices have different label in {−1,+1} (adding one extra edge if necessary).
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So we may assume, without loss of generality, that ℓn = o(Ln). The idea is to introduce
additional labelled vertices in order that the lengths of the first edges from ∂Dn, namely
from an + i(π − 1), are in a geometric progression of uniformly constant ratio, say 2. More
precisely, we define these additional vertices to be as follows

an + i(π − 1− ℓn)
an + i(π − 1− ℓn − 2ℓn)
an + i(π − 1− ℓn − 2ℓn − 4ℓn)
. . .
an + i(π − 1− ℓn − 2ℓn − 4ℓn − · · · − 2kℓn)
. . .

and we end this geometric progression after finitely many edges as soon as the length of the
last edge, which is of the form 2kℓn, is comparable to Ln. The assumption ℓn = o(Ln) ensures
that the additional vertices so defined are not outside the vertical segment of constant length
joining Dn and S+. Then, we subdivide the residual segment into finitely many edges of
lengths comparable with Ln, taking care that two adjacent additional vertices have different
label in {−1,+1} (adding one extra edge if necessary). By construction, these edges satisfy
items (iii) and (iv) in Definition 2.1.

On the vertical rays starting at every vertex zn + i and going straight up to infinity, it is
enough to add infinitely many additional labelled vertices, spaced with constant length equal
to 2π/2dn, ensuring that two adjacent additional vertices have different label in {−1,+1}.
For the vertical ray in the imaginary axis, starting at iπ/2 and going straight up to infinity,
we proceed as well with labelled vertices separated by constant distance equal to π/2 −
sin−1(1 − π/λ). Finally, we complete the set of vertices of T by symmetry with respect to
both the real and imaginary axes. Therefore, the unbounded connected graph T is bipartite
and has uniformly bounded geometry. So, condition (ii) in Theorem 2.2 is also satisfied.

The third condition in Theorem 2.2 is satisfied by construction. It remains to check
condition (iv), which requires that every connected component Ω of C \ T is mapped bi-
holomorphically onto either Hr or D, by a map τ |Ω such that τ |−1

Ω extends continuously to
the boundary, and each connected component of the preimage under τ |−1

Ω of every edge in T
(called a τ -image) has length > π.

Recall that τ |S+ : z 7→ λ sinh(z) maps S+ onto Hr biholomorphically, extends continuously
to the boundary, and sends every edge in ∂S+ ⊂ T onto a vertical segment of length π in ∂Hr.
Similarly, every τ |Dn

: z 7→ z − zn maps Dn onto D biholomorphically, extends continuously
to the boundary, and sends every edge in ∂Dn ⊂ T onto a half circle of length π in ∂D.

Now fix n > 0 and consider the almost half strip Sn. Notice that diam(e) is uniformly
bounded away from 0 for every edge e in ∂Sn ⊂ T provided that n is fixed. The domain Sn

is mapped onto S+ by a biholomorphism, say φn : Sn → S+, which extends continuously
to the boundary. Since Sn differs from a straight half strip only in a compact set of the
complex plane, we can show that z 7→ φn(z) tends uniformly to an affine transformation,
as the imaginary part of z tends to +∞ (for instance by using the estimations in [War42]).
In particular diam(φn(e)) is uniformly bounded away from 0 for every edge e in ∂Sn ⊂ T .
By using properties of the map sinh, the same holds as well for diam(sinh(φn(e))) where the
composition z 7→ sinh(φn(z)) maps Sn onto Hr biholomorphically. Therefore, there exists a
positive real number λn large enough so that the map τ |Sn

: z 7→ λn sinh(φn(z)) satisfies the
assumption.

At this point we may apply Theorem 2.2 to conclude statements (a)-(d) in Theorem
3.1. Notice that no quasiconformal foldings occur in S+ and (Dn)n>1 (because the length of
every τ -image is exactly π), and the dilatation of φ is uniformly bounded above by a universal
constant K > 1, which only depends on the upper bound Kρ > 1 for the dilation of every
ρn, and on the universal constant M > 1 which appears in the geometrical properties of T .
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3.3 Proof of Theorem 1.1

Following [Bis, Section 17], we explain in this subsection how to choose the parameters in
Theorem 3.1 in order to obtain an entire function in class B with an oscillating wandering
domain, thus proving Theorem 1.1. The results here are very relevant for the proof of
Theorem A and especially of Theorem B.

Let (λ, (dn)n>1, (wn)n>1) be some parameters satisfying (a)-(d) in Theorem 3.1. Remark
that the orbit of 1

2 under iteration of f stays in the positive real line by (b) and (d). The
following result states that, under a certain condition, this orbit actually escapes to infinity.
That allows us to construct infinitely many tiny disks very close to 1/2 which follow its orbit
for arbitrary many iterates before they enter in some of the disks (Dn)n>1.

Lemma 3.2. Let f and φ as in Theorem 3.1 for any choice of parameters (λ, (dn)n>1,
(wn)n>1). If the following condition holds:

∀x > 0,
dφ

dx
(x) > 10

λ
, (3)

then the orbit of 1/2 under iteration of f escapes to infinity, and there exists a sequence of
euclidean disks (Un)n>1, together with a subsequence of positive integers (pn)n>1 such that
for every n > 1:

(a) Un has radius 0.009( d
dxf

n(1/2))−1 with ( d
dxf

n(1/2))−1 6 50−n/n!;

(b) Un is contained in the disk centered at 1/2 and of radius 20( d
dxf

n(1/2))−1;

(c) fk(Un) ⊂ S+ for every 0 6 k 6 n− 1, and

(d) fn(Un) ⊂ 1
4D̃n where 1

4D̃n := {z ∈ C | |z − zpn
| 6 1/4}.

Proof. Denote by (xk = fk(1/2))k>0 the orbit of 1/2 under iteration of f . We claim that if
condition (3) holds then

∀k > 0, xk+1 − xk > 11 and
d

dx
f(xk) > 50. (4)

Indeed, from statement (b) in Theorem 3.1, we get for every x > 0

d

dx
f(x) =

d

dx
cosh(λ sinh(φ(x)))

= sinh(λ sinh(φ(x)))λ cosh(φ(x))
d

dx
φ(x)

> λφ(x)λ
d

dx
φ(x)

by using the facts that sinh(t) > t and cosh(t) > 1 for every t > 0. Furthermore, integrating
condition (3) gives φ(x) > 10

λ x (since φ(0) = 0 from statement (d) in Theorem 3.1). Therefore

d

dx
f(x) > 100x and f(x) > 50x2 − f(0) = 50x2 − 1.

In particular, the orbit (xk)k>0 of 1/2 escapes to infinity, d
dxf

n(1/2) > 50nn! for every n > 1
by using the chain rule, and it is straightforward to prove (4).

Define every pn so that |xn − apn
| is minimal. According to the definition of (an)n>1,

(pn)n>1 is a strictly increasing sequence of positive integers.
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Now fix n > 1, and remark that 1
4D̃n := D(apn + iπ, 1/4) ⊂ D(xn, 5) since |xn − apn | 6

(π + 10−1)/2. It follows from the first estimate in (4) that D(xn, 10) does not intersect D,
and hence contains no critical values of f according to (c) in Theorem 3.1. Therefore f has
a univalent inverse branch on D(xn, 10) that maps D(xn, 5) onto a neighborhood of xn−1.
By using (a) from Theorem 2.3, this neighborhood is contained in the disk centered at xn−1

of radius

10
5/10

(1− 5/10)2

(
d

dx
f−1(xn)

)
= 20

(
d

dx
f(xn−1)

)−1

which is less than π/2 according to the second estimate in (4). In particular, 1
4D̃n has a

preimage under f in S+ ∩D(xn−1, 5).

Repeating this process n times gives a preimage of 1
4D̃n under fn close to x0 = 1/2. By

using (a) from Theorem 2.3, this preimage is contained in a disk centered at 1/2 of radius

10
5/10

(1− 5/10)2

(
d

dx
(fn)−1(xn)

)
= 20

(
d

dx
fn

(
1

2

))−1

.

Moreover, using (c) and then (b) from Theorem 2.3, this preimage contains a disk of radius

1

4
· 1
4

(
d

dz
(fn)−1(zpn

)

)
> 1

16
· 1− 5/10

(1 + 5/10)3

(
d

dx
(fn)−1(xn)

)
> 0.009

(
d

dx
fn

(
1

2

))−1

.

Lemma 3.3. There exist a positive real number λ0 ∈ πN⋆ and an exponentially increasing
sequence (d0n)n>1 in 2N⋆ such that for every choice of parameters (λ, (dn)n>1, (wn)n>1) with
λ > λ0 and dn > d0n for every n > 1, condition (3) in Lemma 3.2 holds, and hence the
euclidean disks (Un)n>1 exist.

Proof. The proof is a direct consequence of Theorem 2.5. Let ε := 1 and h(x) := exp(−x). It
follows from the definition of T (r) (see Subsection 2.1) and the construction of the graph T
in the previous subsection that as λ and the (dn)n>1 increase, the area of the neighborhood
T (r0) of the graph T decreases. Indeed, on the one hand, as λ increases, the vertices of the
graph on the boundary of S+ get exponentially close to each other (because of the definition
of τ(z) = λ sinh(z) on S+). On the other hand if the (dn)n>1 increase, the vertices on the
boundary of the (Dn)n>1 also get close to each other and the support of the dilatation of the
map σ ◦ τ given by (2) is getting exponentially small with the (dn)n>1.

Taking this into account we claim that there exist λ0 ∈ πN⋆ and α > 0 such that if λ > λ0

and dn > d0n := 2[exp(αn)] then T (r0) (the support of the dilatation of φ) satisfies

area (T (r0) ∩D(z, 1)) 6 exp(−R), (5)

no matter the value of the (wn)n>1 in N1/2. So, the dilatation of φ occurs on a set which
is (1, h)-thin. Moreover we also have that φ is conformal in S+. Consequently Theorem 2.5
implies that |φ′(x)| > 1/C for all x ∈ R with C not depending on the parameters. Up to
replacing λ0 by a real number in πN⋆ larger than max{λ0, 10C}, condition (3) is satisfied.

Let
(
λ0, (d0n)n>1, (w

0
n := 1/2)n>1

)
be a choice of parameters coming from Lemma 3.3. We

are going to modify the parameters ((d0n)n>1, (w
0
n)n>1) but λ0 will be fixed from now on.

We consider the (n + 1)-th iterate of every Un by f . Statement (d) of Lemma 3.2 gives
fn(Un) ⊂ 1

4D̃n. If follows from Theorem 2.5 that φ is close to the identity, so we have
φ( 14D̃n) ⊂ 1

2D̃n. Then it follows from (b) in Theorem 3.1, and from the definition of the
quasiconformal map ρn, that fn+1(Un) ⊂ D(w0

pn
, (1/2)dpn ) (by applying Schwarz lemma to
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z 7→ ρn(z) − w0
n). We are going to adjust d0pn

and w0
pn

in order that fn+1(Un) ⊂ Un+1.
For this, we need the two following lemmas. The first one deals with the (dpn

)n>1 while the
second one deals with the (wpn

)n>1 (and modify, if necessary, the (dpn
)n>1 again).

Lemma 3.4. Let
(
λ0, (d0n)n>1, (w

0
n := 1/2)n>1

)
. Then there exists a sequence of positive

real numbers (rn)n>1 such that for every new choice of parameters (dn)n>1 with dn > d0n for
every n > 1, the corresponding maps f and φ satisfy condition (3) as well, and

∀n > 1, 0.009

(
d

dx
fn

(
1

2

))−1

> rn.

In particular, we may assume that for all those parameters, every euclidean disk Un in Lemma
3.2 has radius larger or equal than rn, and consequently we may choose dpn

such that
(
1

2

)dpn

< rn+1. (6)

Proof. For every n > 1, let (dkn)j>1 be any increasing sequence of positive integers so that
djn > d0n for all j > 1. The dilation of the corresponding integrating function φj (we write φj

to denote the integrating function corresponding to the sequence (djn)n>1) remains uniformly
bounded by K (see (d) in Theorem 3.1) while, again from construction, its the support is
getting smaller with j. Consequently we can take a subsequence (φjℓ)ℓ>1 that converges
uniformly to a K-quasiconformal map Φ in compact subsets of C. Since fj = (σ ◦ η)j ◦ φj

with (σ ◦ η)j(z) = cosh(λ sinh(z)) in S+ we also have that (fjℓ)ℓ>1 converges in compact
subsets of S+. In particular for all possible choices of sequence (djn)j>1 the (rjn)j>1 have
a positive lower bound for each n > 1. Hence we may chose a sequence (dn)n>1 so that
(dpn)n>1 satisfies (6).

We assume Un ⊂ N1/2 for all n (if necessary we just consider n large enough so that this
happens). From (6) we have chosen the dpn in such a way that the open disk Un is mapped
under fn+1 inside an euclidean disk centered at 1/2 and of radius strictly less than rn+1,
which in turn is strictly less than the diameter of Un+1. Let w′

n be the center of the disk Un.
To finish the proof of Theorem 1.1 we should modify f so that

fn+1(Un) ⊂ D(w′
n+1, (1/2)

dpn ) ⊂ D(w′
n+1, rn+1) ⊂ Un+1.

This is proved recursively in the following lemma.

Lemma 3.5. There exists a transcendental entire function f in class B coming from Theorem
3.1 for a choice of the parameters (λ, (dn)n>1, (wn)>1) which satisfies condition (3) in Lemma
3.2, such that for every n > N large enough

fn+1(Un) ⊂ Un+1.

In particular, the euclidean disks (Un)n>N , for N large enough, lie in wandering Fatou
domains for f .

Proof. Let
(
λ0, (dn)n>1, (w

0
n := 1/2)n>1

)
be a choice of parameters given by Lemma 3.4. We

will adjust the parameters recursively. Assume we are in step n > 1. We want to modify
ρpn

so that it sends 0 to w′
n+1 instead of sending 0 to w0

pn
= 1/2 (see (b) of Theorem 3.1).

Doing this, it is clear from Lemma 3.4 that f( 14D̃n+1) ⊂ Un+1 but we need to be sure that
still fn+1(Un+1) ⊂ 1

4D̃n+1.
Of course the introduced modification caused a correction on the definition of φ (and

hence in the definition of f). However the new complex dilatation associated to this slight
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modification of ρpn
is concentrated on an annulus of area as small as we wish by considering,

if necessary, a larger dpn
(see (2)). Using again Theorem 2.5 this implies that φ is as close

as we wish to the identity in the whole plane; in particular the correction is less than tn ≪ 1
in every disk of radius 1 centered at {x0, x1, . . . , xn+1}.

Since tn is as small as we wish and the definition of f has not changed in S+, we have
that still fn+1(Un+1) ⊂ 1

4D̃n+1 for the new f . Notice that at this step of the construction
we cannot guarantee that (the new) f satisfies statement (d) in Lemma 3.2 for every n > 1,
since slightly modifications (may) have a huge influence on the iterates in the long term, but
we are sure that this is true until then n-th step, and this is all we need.

Now we repeat the argument with ρpn+1
. Doing this procedure, we modify the definition

of f in every disk of radius 1 centered at each (xk)k>0 infinitely often (one at each step of the
recursive process) by the quantity of tn. If we choose the sequence tn so that the sum over
all n’s is less than a prefixed ε > 0 we are sure that the limit function under this procedure
will satisfy statement (d) in Lemma 3.2 for every n > 1, that is

fn+1(Un) ⊂ Un+1,

as desired.

Proof of Theorem 1.1. It is a straightforward consequence of Lemma 3.5 above.

4 Proof of Theorem A

Let f be the map obtained from Lemma 3.5. Recall that every critical value wn lies in
f( 14D̃n) since Dn = D(zn, 1) and wn = f(zn). For every n > 1, assume that either wn = 1

2
or f( 14Dn) ⊂ ∪m>1Um. Our goal is to prove that any wandering domain W of f , if it exists,
eventually intersects, under iteration, the (Un)n>1, or their symmetric sets with respect to the
real axis (see Lemma 4.3). In particular, if the parameters (λ, (dn)n>1, (wn)n>1) are chosen
as explained in the previous section, the only wandering domains of f are the preimages of
the Fatou components which contain the (Un)n>1, and their symmetric ones with respect to
the real axis. This will establish Theorem A.

We denote by A⋆ the union of any subset A of the complex plane with its symmetric set
with respect to the real axis, equivalently z ∈ A⋆ ⇐⇒ z ∈ A or z ∈ A.

The first step of the proof deals with the limit functions of the iterates of f restricted to
any wandering domain.

Lemma 4.1. Let W be a wandering domain of f . Then there exist two subsequences of
positive integers (nk)k>1 and (mk)k>1 such that fnk |W → 1

2 as k → +∞ and fnk−1(W ) ⊂
D⋆

mk
for every k > 1.

Proof. It is known that all limit functions of (fn|W )n>1 are constant (see [Fat19, Section
28]). Since f is in class B, it follows from [EL92, Theorem 1] that at least one of these
constant limit functions is finite. Moreover Baker [Bak70] showed that the finite constant
limit functions are in the closure of the postsingular set E. This result was improved later in
[BHK+93] showing that such limit must be in the derived set E′ of the postsingular set. In
our case E′ = {f ℓ( 12 )}ℓ>0, but this is not enough to deduce that 1

2 is a constant limit function.
However, this will come from the fact that 1

2 is the only critical value in E′, following the
proof in [Bak70].

Indeed, let a = f ℓ( 12 ) be a constant limit function of (fn|W )n>1 for some fixed ℓ > 0,
and let (nk)k>1 be a subsequence of positive integers such that fnk |W → a as k → +∞. Let
Na be a small neighborhood of a disjoint from the orbit of +1 (and hence −1 as well), say
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Na = f ℓ(N1/2). Assume by contradiction that for every nk large enough, the inverse branch
Gnk

= (fnk |W )−1, which maps fnk(W ) ⊂ Na onto W , is well defined and may be extended
analytically to Na. It follows from [Bak70, Lemma 1] that the Gnk

for nk large enough form
a normal family. Without loss of generality, we may assume that Gnk

→ G uniformly on Na

as k → +∞ where G is holomorphic. Now let z be any point in W , and define znk
∈ Na

to be fnk(z) for every nk large enough. It follows that z = Gnk
(znk

) tends to the constant
G(a) for every z ∈ W , which is a contradiction.

Therefore, up to taking a subsubsequence (nk)k>1 if necessary, we may assume without
loss of generality that Gnk

is not well defined on Na for every k > 1. Equivalently, there exists
0 6 ℓk < nk such that at least one critical point of f belongs to the connected component
of (f ℓk+1)−1(Na) which contains fnk−ℓk−1(W ). Such a critical point can not be mapped
to −1 or +1 since Na is disjoint from the orbit of +1 by definition. The critical point is
thus of the form zmk

or zmk
for some mk > 1, and the corresponding critical value wmk

or
wmk

belongs to the connected component of (f ℓk)−1(Na) which contains fnk−ℓk(W ). Up
to taking a subsubsequence (nk)k>1 if necessary, we may assume without loss of generality
that (mk)k>1 is a strictly increasing sequence, and the critical value wmk

or wmk
is in the

connected component of (f ℓ)−1(Na) which contains 1
2 (because wn → 1

2 as n → +∞ and
a = f ℓ( 12 )), namely in N1/2. It follows that ℓk = ℓ for every k > 1 and fnk−ℓ(W ) → 1

2 as
k → +∞ by continuity of f ℓ. Finally, for every nk large enough, fnk−ℓ−1(W ) lies in the
connected component of f−1(N1/2) containing zmk

or zmk
, hence in D⋆

mk
.

Notice that the proof above works regardless of how the parameters (λ, (dn)n>1, (wn)n>1)
are fixed (as long as condition (3) in Lemma 3.2 holds). It only uses the fact that wn → 1

2
as n → +∞.

Now we can apply the tool introduced by Mihaljević-Brandt and Rempe-Gillen [MBRG13]
to discard the existence of wandering domains in certain regions of the plane (see discussion
in introduction of this paper). The argument splits in two lemmata.

Lemma 4.2. For every n > 1, assume that either wn = 1
2 or f( 14Dn) ⊂ ∪m>1Um. Let

(nk)k>1 be as in Lemma 4.1 for a wandering domain W , and let A be the following closed
set

A :=
]
−∞,−1

2

]
∪
[1
2
,+∞

[
∪

⋃

n>1

n⋃

k=0

fk(U⋆
n).

If fn(W ) ∩A = ∅ for every n > 0, then

distU
(
fnk−1(W ), U \ f−1(D)

)
→ +∞ as k → +∞,

where distU denotes the hyperbolic distance in U := C \A.

Proof. This is a direct application of [MBRG13, Theorem 4.1] (see Theorem 2.8). Indeed,
from the definition of f and the (Un)n>1 it follows that f(A) ⊂ A. Moreover A contains all
the critical values of f by assumption. Therefore, if U denotes the hyperbolic domain C \A,
we have U ′ := f−1(U) ⊂ U and f |f−1(U) : U ′ → U is a holomorphic covering map. From
Lemma 4.1, fnk(W ) ⊂ D for every nk large enough. Moreover, distU (fnk(W ), U \D) → +∞
as k → +∞ because distU (f

nk(W ), ∂D) is uniformly bounded away from 0 while fnk |W →
1
2 ∈ ∂U as k → +∞. The proof is concluded by applying Theorem 2.8.

The following lemma concludes the proof of Theorem A.

Lemma 4.3. Let W be a wandering domain of f and assume, for every n > 1, that either
wn = 1

2 or f( 14Dn) ⊂ ∪m>1Um. Then there exist integers n,m > 1 such that fn(W )∩U⋆
m 6= ∅.
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Proof. Assume by contradiction that fn(W ) ∩ U⋆
m = ∅ for every n,m > 1. Since every

point of the real axis escapes to infinity under iteration, fn(W ) is disjoint from the real axis
for every n > 0. It follows that fn(W ) ∩ A = ∅ for every n > 0 and Lemma 4.2 can be
applied. Moreover, from Lemma 4.1, fnk−1(W ) lies in some D⋆

mk
for every k > 1. Therefore

D⋆
mk

must contain some connected component of A, namely of the form f jk(U⋆
jk
) ⊂ D̃⋆

jk

for some jk > 1. Thus, we have fnk−1(W ) ⊂ D⋆
mk

= D̃⋆
jk

for every k > 1. Using Lemma
4.2 again, it turns out that fnk−1(W ) must intersect 1

4D̃
⋆
jk

for nk large enough. Indeed
the Euclidean distance between fnk−1(W ) and the boundary of the connected component
of f−1(D) which contains fnk−1(W ) remains bounded, therefore Lemma 4.2 implies that
fnk−1(W ) is arbitrarily close to ∂A ∩ D̃⋆

jk
which is contained in 1

4D̃
⋆
jk

by definition of the
disks (Un)n>1 (see Lemma 3.2). Consequently fnk(W ) intersects f( 14D̃

⋆
jk
) ⊂ ∪m>1U

⋆
m by

assumption, which is a contradiction.

5 Proof of Theorem B

The proof is divided in two steps. We first use machinery from Section 3 to produce two
transcendental entire functions f and g in class B such that there is a domain which lies in
a periodic Fatou domain for f and g but lies in a wandering domain for f ◦ g (compare with
[Sin03, Theorem 4]). This is the aim of Lemma 5.1. Then we show that f and g have no
wandering Fatou domains anywhere in all C, concluding the proof of Theorem B. To prove
the latter we shall proceed as in Section 4, see Lemma 5.2.

Lemma 5.1. There exist two transcendental entire functions f and g in class B coming from
Theorem 3.1 for two choices of the parameters (λ, (dn)n>1, (wn)>1) which satisfy condition
(3) in Lemma 3.2, with corresponding sequences of euclidean disks (Uf

n )n>1 and (Ug
n)n>1

respectively and same subsequence of positive integers (pn)n>1, such that for every n > N
large enough Un := Uf

n ∩ Ug
n is not empty and





f4n+1(U4n ) ⊂ U4n

f4n+2(U4n+1) ⊂ U4n+1

f4n+3(U4n+2) ⊂ U4n+3

f4n+4(U4n+3) ⊂ U4n+4

,





g4n+1(U4n ) ⊂ U4n+1

g4n+2(U4n+1) ⊂ U4n+2

g4n+3(U4n+2) ⊂ U4n+2

g4n+4(U4n+3) ⊂ U4n+3

,

(f ◦ g)8n+5(U4n) ⊂ U4n+4, and
{

(g ◦ f)2n(U4n) ⊂ f−1(U4n)
(g ◦ f)8n+5

(
f−1(U4n)

)
⊂ f−1(U4n+4)

.

In particular, the open sets (Un)n>4N lie in periodic Fatou domains for f and g, but lie in
wandering Fatou domains for f ◦ g and g ◦ f .

Proof. Let
(
λ0, (dn)n>1, (w

0
n := 1/2)n>1

)
be a choice of parameters given by Lemma 3.4. We

will adjust the parameters recursively to get two choices of parameters
(
λ0, (dn)n>1, (w

f
n)n>1

)

and
(
λ0, (dn)n>1, (w

g
n)n>1

)
corresponding to f and g respectively. We can exactly proceed

as in the proof of Lemma 3.5, modifying every ρpn so that it sends 0 to the center of the
euclidean disk which corresponds to the combinatorics described above. Of course, we can
chose larger dpn

for both f and g if necessary. Taking care that the sum over all corrections
is smaller that a prefixed ε > 0, we obtain two transcendental entire functions such that for
every n > N large enough Un := Uf

n ∩ Ug
n is not empty and





f4n+1(Uf
4n ) ⊂ Uf

4n

f4n+2(Uf
4n+1) ⊂ Uf

4n+1

f4n+3(Uf
4n+2) ⊂ Uf

4n+3

f4n+4(Uf
4n+3) ⊂ Uf

4n+4

,





g4n+1(Ug
4n ) ⊂ Ug

4n+1

g4n+2(Ug
4n+1) ⊂ Ug

4n+2

g4n+3(Ug
4n+2) ⊂ Ug

4n+2

g4n+4(Ug
4n+3) ⊂ Ug

4n+3

.
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The proof of the last statment is shown in Figure 3.
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Figure 3: Sketch (out of scale) of the action of f and g.

In Section 4, we proved that Bishop’s example (coming from Theorem 3.1 like f and g
above) has no unexpected wandering domains (Theorem A). Using similar arguments we
prove the following.

Lemma 5.2. The two transcendental entire functions f and g coming from Lemma 5.1 have
no wandering Fatou domains.

Proof. If we denote by Af (respectively Ag) the closed set defined in Lemma 4.2 for f
(respectively for g), we still have f(Af ) ⊂ Af (respectively g(Ag) ⊂ Ag) because of Lemma
5.1. This ensures that an analogue of Lemma 4.2 holds and the proof is complete.
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