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Tecnologia
excloent:
quan les

maquines ens
discriminen

Masclistes, sexistes, homofobes...

Les maquines inanimades que hi ha darrere

de la tecnologia també tenen prejudicis

NEREIDA CARRILLO
BARCELONA

nexercicirapid mostra

que la tecnologia no

només no és infal-lible,

sind que pot arribar a

ser masclista. Si bus-
quem a Google Imatges la paraula
CEO,notrobarem capdonafinsala
dissetena fotografiainomés cincen
els 50 primersresultats. No és I'ini-
caprovadelamisoginiadel popular
cercador. Un estudi de la Universi-
tat Carnegie Mellon constata que
Google mostra molt més als homes
que no pas ales dones ofertes de fei-
na executiva ben remunerada. La
discriminacid tecnologica abraca
també laraca,lareligidil’orientaci6
sexual. Per que les maquines, inani-
mades i insensibles, també rebut-
genimarginen?

Enric Puig Punyet, filosof i im-
pulsorde’associacié Institut Inter-
net, lamenta que la discriminacio
del vell mon s’hagi escolat a les no-
ves eines, pero també que hi hagi
noves maneres d’excloure. Algunes
d’elles son les que emanen dels algo-
ritmes: “Abans la discriminacio es
podiadetectar. El problemadels al-
goritmes és la seva aura de misteri.
Se’ns amaga la carrega ideologica
quehihaenel fons”. Queelsalgorit-
mes ens marginin no és una qiies-
ti6 de poca importancia. La nostra
vida diaria depén de decisions que
prenen les maquines. Elles deter-
minen quina ruta agafarem, quines
persones de I’apli de lligar coneixe-

remi, finsitot, siens concediran un
credito ensacceptaraunaassegura-
dora. “Esimportant garantir que les
decisions es prendran sense biaixos
que van contra els drets humans”,
assenyala el director de la Catedra
Unesco de Privadesa de Dades a la
URYV, Josep Domingo Ferrer.
“Sabem que les decisions huma-
nes poden ser subjectives, pero es-
perem que les decisions preses per
les maquines siguin millors, perque
esbasen en dades objectives”, expli-
ca Sara Hajian, analista de dades al
centre tecnologic Eurecat. Diversos
estudis, pero, han demostrat el con-
trari, i alguns investigadors han co-
mengcataposar-hiremei. AEurecat,
juntament amb investigadors de la
UPFilaUniversitat Tecnicade Ber-
lin, han creat un algoritme per evitar
discriminacions en la cerca de per-
sones online. L’eina permet reorga-
nitzar els resultats de manera que
s’evitilamarginacio sense afectarla

Alaimatge
inferior es pot
veure com

les imatges
d’homes s6n
majoritaries si
busquem la
paraula CEO
ainternet.
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validesa del ranquing. Al grup de re-
cercaencapcalat per Domingo tam-
bé han dissenyat algoritmes de cor-
reccio que eliminen els biaixos.

Una marginacié historica
Elsalgoritmes funcionen analitzant
molta informacid, les anomenades
dades d’entrenament, a partirde les
quals extreuen conclusionsiles re-
gles que s’aplicaran. El problema és
que l’algoritme pot fer encreua-
mentsindesitjables,com araqueels
negres no tornen els credits. “Quan
entrenes un algoritme per prendre
decisions, I’algoritme no sap quines
variables son politicament correc-
tes. El que fa és mirar de trobar dre-
ceres per encertar-la al maxim”, ex-
plicaaquest professordela URV.“La
discriminacio no és intencionada,
pero éslaconseqiienciade tot el pro-
cés”, aclareix Hajian. La investiga-
dora afegeix que sovint la margina-
ci6 s’originaperquelesdadesde que
beuen els algoritmes reflecteixen
una discriminacio historica. Si les
discriminacions del passat guien les
decisions del present,lamarginacio
es perpetua. “Cal depurar les dades
d’entrenament de manera que ens
assegurem que no s’aprendran re-
gles basades en atributs sensibles”,
proposa Domingo. Afegeix que un
algoritme amb biaixos, encara que
sigui molt eficac, “no és legitim”.
De vegades la discriminaci6 de
les maquines és indirecta, es produ-
eix per variables aparentment neu-
tres com el codi postal o el nom. Es
el que vapassaraAirbnb. La Univer-
sitat de Harvard va demostrar que
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els usuaris amb cognoms afroame-
ricans tenien menys possibilitats de
ser acceptats com a hostes que els
de cognoms blancs. Comporta-
ments com aquest van propiciar
una ferotge campanya a les xarxes
amb el hashtag #AirbnbWhile-
Black. Alguns tuitaires negres de-
nunciaven, per exemple, que quan
llogaven apartaments els veins tru-
caven ala policia perqueé creien que
hi entraven lladres. També s’han
detectat comportaments racistes
enalgoritmes de prediccié de delic-
tes o a Flickr, que als inicis de la se-
vaeinadereconeixement d’imatges
etiquetava els negres coma animals.

Igualtat o secret industrial

Tantles marginacions directes com
indirectes son invisibles en la soci-
etat. Les noves formes d’exclusi6 del
segle XXI sén més dificils de copsar
iaturar. Cap banc dira al client que
no se li concedeix el credit per la se-
varaca o religio. Ni ensenyara com
funcionael seualgoritme. Ho consi-
deren secret industrial. En alguns
casos lesempresesrectifiquenipro-
meten accions per no perdre la con-
fianca dels usuaris, clau per al seu
negoci. Es el que va fer Airbnb, que
va anunciar que se sotmetria a un
examen del govern sobre discrimi-
nacié racial. També YouTube es va
disculpariva rectificar el seu algo-
ritme quan alguns membresdelaco-
munitat LGTBIvan detectar que els
seus videos no apareixien en el mo-
derestringit. Per atendre la diversi-
tatdelasocietat, els emojis han anat
incloentlarepresentacio de diverses
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Cal parar atencio
ales dades
que mostrem

Els experts lamenten la vulnera-
bilitat dels ciutadans. S’hi pot fer
poc, pero per comencar cal saber
queles maquines no sén neutres.
“No hem de creure en la infal-li-
bilitat dels algoritmes i hem de
reclamar que no tot es transfor-
mi en una qiiestio tecnologica”,
explica el filosof Enric Puig Pu-
nyet. Per a I’analista de dades
d’Eurecat Sara Hajian, cal ser
conscient dels usos que es poden
donar a les dades que revelem i
aconsella que no en mostrem
massa. “No m’importa, per
exemple, que la gent sapiga de
quin pais soc; pero no vull que
ningu prengui la decisi6 de no
contractar-me basada en el meu
pais d’origen”, afirma Hajian.
Les empreses no nomeés disposen
delainformacid personal que els
facilitem o la que és accessible a
la xarxa, sin6 també de tot tipus
de dades compilades pels anome-
nats data brokers, dedicats a la
venda d’informacié. Algunes em-
preses adquireixen el seu mate-
rial per entrenar millor els algo-
ritmes i que ’encertin més.

races i religions. Pero malgrat
aquest tipus d’iniciatives, els experts
coincideixen que els biaixos conti-
nuen sent-hi.

Les lleis espanyoles ja prohibei-
xen la discriminacio per raons com
arael genere, lareligio olesidees po-
litiques. Enlapractica, en el cas dels
algoritmes, com explica I’advocat i
professor de dreticiéncia politicade
1laUOC Pere Vidal, resultadificil de-
nunciar-ho: “S"ha d’aportar una pe-
ricial informatica que acrediti que
I’algoritme utilitza aquest tipus de
parametres. Es complicat aportar
aquests indicis”. Els experts recla-
men al’administracié que posielfo-
cus en el big data. “Per reconciliar
el secret industrial amb la transpa-
rencia caldra que hi hagi una auto-
ritatinterposada”, assegura Domin-
go. Defensa que ’administracio tin-
gui accés als budells dels algoritmes
pervetllar perlaigualtat. Per a Haji-
an, calen solucions tant tecniques
com politiquesijuridiques: “Neces-
sitem construir tecnologia que esti-
gui dissenyada especificament per
evitar la discriminacié”.

Elnoureglamenteuropeude pro-
teccid de dades, que entrara en vigor
el maig del 2018, prohibeix especi-
ficament discriminacions en els pro-
cessos de presa de decisions auto-
matitzats. Els experts estan a I’ex-
pectativa de com s’aplicara, de com
vetllaral’administracio perlaigual-
taten el big dataide siles empreses
esmenaran els biaixos. Mentrestant,
’'usuari pot fer poc més que ser cons-
cientde ’animadversio que de vega-
des li professen les maquines. s




