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LIMIT CYCLES IN UNIFORM ISOCHRONOUS CENTERS OF
DISCONTINUOUS DIFFERENTIAL SYSTEMS WITH FOUR ZONES
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ABSTRACT. We apply the averaging theory of first order for discontinuous differential
systems to study the bifurcation of limit cycles from the periodic orbits of the uniform
isochronous center of the differential systems & = —y + 22, § = = + zy, and © =
—y + 2%y, ¥ = x 4+ zy? when they are perturbed inside the class of all discontinuous
quadratic and cubic polynomials differential systems, respectively. We consider the case
where the plane is split in four zones by the straight lines z = 0 and y = 0.

In our work we have twice the number of limit cycles obtained in a previous work for
discontinuous quadratic systems and 5 more limit cycles than those achieved in a prior
result for discontinuous cubic systems with a uniform isochronous center at the origin.
Comparing our results with those presented for the continuous quadratic and cubic cases
we obtained 8 and 9 more limit cycles respectively.

1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS

Suppose that ¢ € R? is a center of a polynomial differential system in R%. Without
loss of generality we can assume that ¢ is at the origin of coordinates. Then ¢ is an
isochronous center if there exists a neighborhood U, of ¢ such that all periodic orbits
in U, have the same period. An isochronous center is uniform if in polar coordinates
x = rcos, y = rsind it can be written as 7 = G(0,7), 0 = k, k € R\ {0}, for further
details see [9]. A singular point ¢ is a weak focus if it is a center for the linearized system
at ¢ and this singular point is not a center.

Consider the planar polynomial differential system of degree n

iz—y+$f(l‘,y), y:x+yf(a?,y), (1)

where f(z,y) is a polynomial in z and y of degree n — 1 and f(0,0) = 0. This differential
system has only one singular point at the origin, which is a center for the linear part of
the system. Moreover, the solutions of (1) move around the origin with constant angular
speed and therefore, the origin is either a uniform isochronous center or a weak focus.

Isochronicity is important in a myriad of fields such as Physics, Chemistry, Biology and
Engineering. It also has relation to the existence and uniqueness of solutions for some
perturbation problems. Moreover, isochronicity is relevant in stability theory because the
periodic solutions of the central region is Lyapunov stable if and only if the adjoining
periodic solutions are isochronous, further details on these topics can be found in [7].
In the last decades, the bifurcation of limit cycles from uniform isochronous centers has
attracted attention of several authors, see for instance [1, 10, 11, 15, 17].

In this paper, we investigate the birth of limit cycles from a uniform isochronous center
of discontinuous piecewise quadratic and cubic differential systems with four zones formed
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when the plane is divided by two perpendicular straight lines. To the best of our knowledge
this is the first work that analyzes the bifurcation of limit cycles under these conditions.

More precisely, we split the plane in four quadrants by the straight lines x = 0 and
y = 0. Let Q;,i = 1,...,4 denote the quadrant 4, that is, Q1 = {(z,y) € R*/z,y >
0},Qs = {(z,y) € R*/x < 0,y > 0},Q3 = {(z,y) € R?/x,y < 0} and Q4 = {(z,y) €
R?/z > 0,y < 0}.

Applying the averaging theory of first order we investigate the number of limit cycles
which can bifurcate from the periodic orbits of the uniform isochronous center of the
following quadratic and cubic differential systems.

i=—y+az* ¢=z+uy, (2)
i=-y+2’y, U=+, (3)

when they are perturbed inside the classes of the following discontinuous quadratic and
cubic polynomial differential systems

Xj(z,y) =Y} (x,y) if (z,y) € Q;, (4)
with ¢ = 1,...,4 denoting the quadrant @);, and j = 2 (quadratic case) or j = 3 (cubic

case) that is, 4
; —y +a® +ep'(z,y
}/2 (I, y) = 1,( ) )
r+ay+eq'(z,y)
i —y+ 2%y +er'(z,y)
Y. = .
5 () ( z+ay? +esi(z,y) )
where ¢ is a real small parameter, and

3

2 2 3
i i gk i i Gk i i Gk i i gk
p = E Gy, 4 = E bjkxya r= E Cixk’Y S, S = E djkl’y-

j+k=1 j+k=1 JjH+k=1 Jj+k=1

In what follows we state our main results.

Theorem 1. For |e| # 0 sufficiently small there exist discontinuous piecewise quadratic
polynomial differential systems (4), with j = 2, which have at least 10 limit cycles
bifurcating from the periodic orbits of the uniform isochronous center of system (2).

Theorem 2. For |e| # 0 sufficiently small there exist discontinuous piecewise cubic
polynomial differential systems (4), with j = 3, which have at least 12 limit cycles
bifurcating from the periodic orbits of the uniform isochronous center of system (3).

We remark that the lower bounds for the number of limit cycles provided in Theorems 1
and 2 were obtained using the averaging theory of first order. These results could possibly
be improved using higher orders of the averaging method, for further details see [15].

The limit cycles that bifurcate from the origin of (1) when it is perturbed inside some
classes of continuous polynomial differential systems have been intensively investigated,
see [6] and the several references therein. In [5], using results from Bautin [2], it is proved
that at most 2 limit cycles bifurcate from the periodic orbits of the uniform isochronous
center of the quadratic differential system (2). Applying the averaging theory, in [4] it is
showed that at least 2 limit cycles bifurcate from the periodic orbits of that center, when
it is perturbed inside the class of all polynomial differential systems of degree 2. For the
cubic polynomial differential systems (3), in [12] it is proved that in both cases of limit
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cycles bifurcating either from the periodic orbits or from the uniform isochronous center
itself, the maximum number of limit cycles is 3, applying averaging theory of order 1 and
6, respectively.

In the real world, a large number of phenomena can only be modeled by discontinuous
differential equations, for instance see [3] and the references therein. Hence, the study of
limit cycles of discontinuous piecewise differential systems has been significantly increasing
in recent years. In [17] it has been proved that at least 5 limit cycles bifurcate from the
periodic orbits of the uniform isochronous center of (2) when it is perturbed inside the class
of all discontinuous quadratic differential systems with the straight line of discontinuity
y = 0. In [12] it is showed that using the averaging theory of order 6, the maximum number
of limit cycles that can appear in a Hopf bifurcation at the uniform isochronous center of
system (1), for n = 3, is 5, and this number can be reached. In the same work, the authors
proved that for system (3), using the averaging method of first order, the maximum
number of limit cycles that can bifurcate from the periodic solutions surrounding the
center is 7, and this number can be reached. In both cases studied in [12], the considered
discontinuous systems were formed by two cubic polynomial differential systems separated
by the straight line y = 0.

In other words, in some sense we extend the works presented in the last two paragraphs
for continuous and discontinuous quadratic and cubic polynomial differential systems.
We recall that the largest number of limit cycles achieved in these previous works were
5 for quadratic differential systems and 7 for cubic differential systems, both in the case
of discontinuous polynomial perturbations. Therefore, our work provides results which
double the number of limit cycles obtained in previous results for quadratic systems and
increase in 5 the number of limit cycles achieved in prior results for cubic systems with a
uniform isochronous center.

In short, the results on the number of limit cycles that can bifurcate from the periodic
orbits of the uniform isochronous center of quadratic differential system (2) and of the
cubic differential system (3) when these systems are perturbed respectively inside the class
of all continuous and discontinuous quadratic and cubic polynomial differential systems
are summarized in Table 1.

Case Number of limit cycles for
system (2) | system (3)
Continuous 2 3
Discontinuous with 2 zones 5 7
Discontinuous with 4 zones 10 12

TABLE 1. Number of limit cycles for continuous and discontinuous
quadratic and cubic differential systems

This work is part of a general program for investigating the dynamics of polynomial
piecewise discontinuous vector fields in which computer algebra is combined with singularity
theory of mappings, algebraic geometry and numerical techniques. This general program
aims to find some models where the following questions are addressed. (i) When is
a typical singularity topologically equivalent to a regular center? (i) How about the
isochronicity of such a center? (ii7) When does a polynomial perturbation in a polynomial
differential system produce limit cycles? For further information, see for instance [20].
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We remark that there exist some works that address the problem of estimating the
number of limit cycles from the periodic orbits of a uniform isochronous center of planar
quartic polynomial differential systems, see for instance [14]. Nevertheless, to the extent
of our knowledge these works only investigate some particular families of quartic systems.

2. PRELIMINARY RESULTS

In this section we present the main results we shall use to investigate the discontinuous
piecewise quadratic and cubic differential systems (4). The next result is well-known.
Further details about it can be found in [13].

Proposition 3. [13] Suppose that a differential polynomial system of degree n in R?* has
a center that can be placed without loss of generality at the origin of coordinates. Then
this center is uniform isochronous if and only if by applying a rescaling of time and a
linear change of variables this system can be written as

x:_y+xf(x7y>v y:x+yf(xuy>a
where f(x,y) is a polynomial in x and y of degree n — 1, and f(0,0) = 0.

We recall that from Proposition 3 and from the fact that

(—y+af(z.y) + (@ +yflz.y) =@ +y) 1+ [ (z,y) >0 if (z,y) #(0,0)
it follows that the uniform isochronous center at the origin of coordinates is the only finite
singular point of systems (2) and (3) (in fact this result is valid for any system (1)) and
hence we only need to analyze the bifurcation of limit cycles from the periodic orbits of
such center in those differential systems.

A quadratic polynomial differential system with a uniform isochronous center can
always be written under the form (2), after a rescaling of time and a linear change of
coordinates, see [19].

For the case of cubic differential systems with a uniform isochronous center, there is
the following result due to Collins [8].

Theorem 4. [8] A cubic polynomial differential system in R?* with a uniform isochronous
center that can be placed without loss of generality at the origin can be reduced to one of
the two following expressions.

T = _y(l_x2)7 y:l’(l—l—yQ), (5)
i=—y+a’+ Ax%y, §=ax+ay+ Azy’ (6)
where A € R is a parameter.

We remark that using these prior results we were able to study the bifurcation of
limit cycles from the periodic orbits of any quadratic differential system with a uniform
isochronous center, and of every cubic differential systems with a uniform isochronous
center which can be reduced to the form (5) after a change of coordinates and a rescaling
of time.

The following result is the first-order averaging theory for discontinuous piecewise
differential systems developed in [16].

Let D C R? be an open subset and S' = R/T for a period T > 0. Furthermore let (S,,)
be a finite sequence of open disjoint subsets of S' x D, with n = 1,..., M. We assume
that the boundaries of each S, are piecewise C*—embedded hypersurfaces, for k > 1.
In addition we suppose that all S,, together cover the set S' x D, and we denote by X
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the union of all boundaries of S,. Finally, consider A C S* x D and let x4(¢,x) be the
characteristic function defined as

[ 1, if (t,x) € A,
xalt;z) = { 0, if (t,7) ¢ A.

Theorem 5. [16] Consider the following discontinuous piecewise differential system

o' (t) = eFy(t,x) + 2 R(t, x,€), (7)
with
M .
F1<t7 $) = ZXg](t,:L’)Ff(t, $)a
j=1
M
R(t,z,¢) = x5 (tx) R (t,x),
j=1
where F? : S' x D — R R - S' x D x (—gg,0) = RY for j = 1,..., M are continuous

functions, T—periodic in the variable t and D is an open subset of R%.
We define the averaging function f; : D — R% as

fl(z):/o Fi(t, z)dt. (8)

Moreover, assume the following hypotheses.

(HC) There exists C' C D an open bounded subset such that for each z € C the curve
{(t,2) : t € S'} reaches transversely the set ¥ and only at generic points of
discontinuity.

(Hal) For j =1,..., M the continuous functions Ff and R are T —periodic with respect
to t and locally Lipschitz with respect to x. In addition the boundaries of S;, for
j=1,..., M, are piecewise C*—embedded hypersurfaces, k > 1.

(Ha2) For a* € C with fi(a*) = 0, there exists a neighborhood U C C' of a* such that
fi(2) #0 for all z € U\ {a*} and dp(f1,U,0) # 0.

Then for |e| # 0 sufficiently small there exists a T—periodic solution z(t,e) of system (7)
such that z(0,e) — a* as e — 0.

We note that in this paper the set ¥ referred in Theorem 5 is given by the inverse image
of zero by the function w(z,y) = zy, i.e., ¥ = w(0).
Consider a planar differential system

ZJISZP(SU,y), y:Q(l',y), (9)
with P,Q : R? — R continuous functions and suppose that this system has a continuous
family of period solutions {I'y} C {(z,y) : H(x,y) = h,hy < h < hy}, where H is a first
integral of (9).

Now suppose that we perturb (9) as follows
j?ZP(Z',y)—}—Ep([E,y), QZQ(x,y)+€q(96,y), (10)
with p, ¢ : R? — R continuous functions.

Then for || # 0 sufficiently small, in order to study the bifurcation of limit cycles in
(10) applying the averaging theory, it is necessary to put this system into the standard
configuration (7). The next result provides a method to do that.
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Theorem 6. [4] Consider the unperturbed system (9) and its first integral H. Assume that
for all (x,y) in the period annulus formed by the ovals {I'}}, we have xQ(z,y)—yP(z,y) #

0. Moreover, for all R € (v/hi,v/hy) and all 6 € [0,27), let p = (v/hi,Vha) x [0,27) —

[0,00) be a continuous function such that
H(p(R,0)cosb, p(R,0)sin ) = R?.

Then the differential equation which describes the dependence between the square root of
the energy R = Vh and the angle 0 for the perturbed system (10) is

dR  p(x® +4*)(Qp — Pq)

g =F SR(Qr — Py) + O(?) (11)

where x = p(R,0)cos0, y = p(R,0) sin, and p = p(z,y) is the integrating factor
corresponding to the first integral H of (9).

In order to determine the number of zeros of the averaging function (8) we shall apply
the following result, for a proof of it see for instance the Proposition 1 of the Appendix
A of [18].

Proposition 7. Let I be an interval of R and let fo, ..., fn : I — R be analytic functions
linearly independent, that is, if E?:o a;fi(s) = 0 then ag = ... = ag, = 0. Then there
exist s1,...,8, € I and Xo, ..., N\, € R such that for every j € {1,...,n} we have

f(sj) = Z Aifi(s;) = 0.

In other words, there exist values of A\g,..., A\, € R and sq,...,s, € I such that f, which
is a linear combination of n + 1 linearly independent functions, has n simple roots.

3. PROOF OoF THEOREM 1

We recall that the period annulus of a center ¢ is the largest set of continuous periodic
solutions surrounding ¢, and having ¢ itself as its inner boundary.

Consider the first integral H = (z?4y?)/(1+%?) and its corresponding integrating factor
p=1/(1+y)? in the period annulus of the uniform isochronous center of the quadratic
differential system (2). This system system has the invariant straight line y = —1, and
therefore the minimal distance between the outer boundary of the period annulus of the
center and the center itself is 1.

Setting hy = 0, hy = 1 and taking p(R,0) = R/(1 — Rsin@), for 0 < R < 1, 0 € [0, 27),
the hypotheses of Theorem 6 are satisfied. Therefore, applying Theorem 6 we can write
system (2) as

dR  Ai(0,a,b)R + B'(,a,b)R? + C(0,a, b) R®

- c 5(1 — Rsn0) +O(), (12)
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for (z,y) € @', i =1,...,4 and where
AY0,a,b) =al,cos® O + (2ah, + biy) cosOsin 6 + b, sin® 0,
B'(0,a,b) =(ab, — biy) cos® O — (a}, — a}, + bly, — bby) cos® §sin f—
(2al, — apy + 204, — bl,) cos O sin® @ — (2b), — bl,) sin® 6,
C'(0,a,b) = — by, cos™ O + (b}, — b}, cos® Osin O + (b, — by — bly)
cos® fsin? 0 + (b%, — b,) cos O sin® 6 + (b, — by) sin 0,
with a = (aék)j+k:17.,.72, b= (b;-k)jJrk:Lm,Q, andi=1,...,4.

The hypotheses of Theorem 5 are satisfied by the discontinuous differential system (12).
Hence we shall study the zeros of the averaging function f : (0,1) — R.

do

AR =S / Ai(0, a,b)R + B'(0,0,0)F + C'(0, 0, b)
a (i-1z 2(1 — Rsind)

Calculating these integrals we have

17
R)=> g
j=1

with

T

il :Z(ah + a’%l + 5a‘i’1 - 3az111 + b%o - b(112 + bgo - ng + 5b§0 - 5632 - 3b§0 + 3532):

V2 :§(ah + a%o - a(l)z + a%l - ago + a(2)2 - 26&1 - ago + agz + a20 %2 bh + b
b(1)2 + b%1 + b%o - bgz + b§1 - 2b§0 + 2b32 - béﬁ)’
1

V3 :g(w(aio - a%l + a%o - a’%l + 5ai1”0 - 5“?1 - 3“110 + 3a1111 + b(l)l - 3b§0 + btl)z + b31
3630 + bgz + 5b31 - 15530 + 5b32 - 3(b31 - 3b§0 + béQ)) + 4aé1 + 2@0 - Qa(l)z_
4“31 - 2“30 + 2“(2)2 + 2“31 + ago - ‘ISQ - 2%11 - ago + aéz + Qb%o - 26%1 - 25%0‘1‘
203, + by — bYy — bl + biy),
1

4 :5(_5%0 — byy + b1y — bag + by + big — gy — by — b3y + by + by + 205,
b}y + 250 — 2bg, — bl + b1y,

1

V5= = 5”(“%1 + a:151 + b%o - b(1)2 + bgo - ng)v
1 ) ) ;

Ve 257(6&1 + afl + 2550 - béz + 2530 - b82)7

1
Vo= 5”@0 + b3),
Vs =ay; — afy + afy — aiy + byy — by — by + by + b3y — by — b3y + b,
Yo = — ah + a%l - a?l + azlll - Qbéo + béz + ngo - b(2)2 - ngo + boz + 2520 - bgw
Y10 = — ah + ai’l - béo + bl + b3 - 582,
Y11 =ay; — afy + 2byy — by, — 265 + by,
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3 1
Y12 =bg — by,
1 2 3 4
Y13 =byy — g + by — by,

1
_ 1 1 2 2 1 2
Y14 =5 (A9 — Agy — 59 + agg — byy +b71),

2
1
15 :5(_@0 + a%o + bh - b%l)a
Y16 25( go - a82 - ago + aéz - b?l + 5%1)7
1
Ak :E(_ago + ago + b:fl - b%l)
-1 =1 =R = R?
gl_R’ go =1, g3 = ) ga = )
B 1 B R B R?
P RC R TR i

_ arctan ﬂ = L arctan ﬂ
*TRI-R -r) P Vi—R I-R)’

1 R R R
= ———arctan | — |, = ——arctan | — |,
N n(m) m= A" n(m)

R? ¢ R R? ; [1+R
= ———=arctan | ——; = ———=—arctan —
912 N T—R2) 913 - 2 —R)

In(l—-R In(1+ R
J1a = %7 g5 = Rln(l _R)7 gi6 = %,

All the calculations were made using the software Mathematica. We identify the following
relations among the coefficients of f.

gir=RIn(1+ R).

Y5+v%+77 =0, Yyot+yi+mn2=0, s+ +r3=0,

3m
Y1 = 2Ty + Y5 — LA 2my10 + 27714 — 27716 = 0.

Taking into account these relations, the function f can be written as.

f(R) =Gy 4+ 72Ge + 73G3 + 7Gys + 1G5 + 1%6Gs + 1sG7 + 79Gs + 710G + 111G1o+
Y4G11 + 715G12 + 717Gs,

where
1
G =g+ %91& Gy = g2 — gie, Gs = g3, Gy = ga,
1 3
Gs =95 — g7+ %9167 Ge = g6 — 97, G7 =093 — 913 — §916> Gs = g9 — 13, (13)
Gy = g10 — 912 — Y16, Gio =911 — 12, Gui = g1a + gues G2 = gis,

Gi3 = 17

Moreover, applying the trigonometric identity
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2 arctan ﬂ — arctan L _r
1-R Vi—Rrz) 2

for 0 < R < 1, we identify the following linear combinations

gG5 2G4+ Gy =0, gcﬁ —9Gs+ Gy = 0.

The 11 functions G; : (0,1) — R, i € {1,2,3,4,5,6,7,8,11,12,13} given in (13) are
linearly independent. Indeed we have the following Taylor expansions in the variable R,
around R = 0, for these functions

1 n 1 R n R* R} R? R® RS R" R® R R

R 27 47 6w 8w + 100 127 - 147 167 * 187 207w + 227
]{11 ]%12 }%13 }%14 }%15

+————+-——-—+0(R"Y),
247 26m 28w 30w 32w

R RZ RB R4 R5 RG R? RS R9 RIO Rll R12

Gy =R*+ O (R"),
G5=}%+%+(%—%)R+§+(—§—%)R3+%+(—%—é)f?%
6 8 10
12 14
<%+ﬁ)}2“+;—ﬁ+<—2;—28—%)}313+§)—ﬂ+

(LYo (.

32768 327
R} RS RT 5R° TR 21RB  33RV ”
GG_R_7_§_E_ 128 256 1024 2048 +O(RY),

m 1 3 5R? 3 57\, 37R 1 3m\ 5
G7—@+é+(1—6*§>3+ﬂ+(§‘3—2>3 " 120 *(E‘@)R‘

19RS . ( 3 137?) R 53R® ( 3 177 ) RO _ 2161 R0

120 64 512 504 \80 1024 27720
1497 g 2217T1R? (3 Thr e 405R14+
32 4096 360360 112 8192 8008

3 957 . 6

(135~ Tor00s) B+ O (7).
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TnRY  64R'YZ?  217RY  128RY  337RP Lo (RlG)
1024 3465 4096 9009 8192 ’
R3 R5 R7 RQ Rll R13 R15
G4=—-R-—~—~ -~ _- _ - _= _ = _Z L0O(RS
i >3 15 6 7 s towy

R3 R4 RS RG R? RS RQ RlO Rll R12 R13

S R T T A S A U T
%—%+O(R16),
G13=R2_R;3+£4_R_5+i6_R;?+£8_R_9+R_N_R_H+R_H_R_B+
Y 215 3 4 ) 6 7 8 9 10 11 12
Jf—g—%+0(316).

From the above Taylor expansions we construct the 11 x 11 matrix M, which is the
coefficient matrix of the variables R, i = —1,...,10. After that, using the Mathematica
command RowReduce we computed the reduced row echelon form of M resulting in the
identity square matrix of order 11. Mathematica also provided the rank of M, which is
11 as expected.

Since the 11 functions G, for i € {1,2,3,4,5,6,7,8,11,12,13} given in (13) are linearly
independent, by Proposition 7 there exist a linear combination of these functions with at
least 10 zeros. In addition, the coefficients of the functions G; are linearly independent,
because their Jacobian matrix in the variables a’, bl,, for 1 <j+k <2andi=1,...,4
has maximum rank, which is 11. Thus there exist R; € (0,1),1 =1,...,10 and coefficients
A, Ui, 1< j+k<2,i=1,...,4such that f(R;) =0forl=1,...,10.

In summary there exist discontinuous quadratic polynomial differential systems (4)
with 7 = 2 having at least 10 limit cycles which bifurcate from the periodic orbits of the
uniform isochronous center of system (2), applying the averaging theory of first order for
discontinuous piecewise differential systems. This completes the proof of Theorem 1.

4. PROOF OF THEOREM 2

The proof of this theorem follows the steps of Theorem 1 presented in Section 3. In
the period annulus of the uniform isochronous center of the cubic differential system (3),
consider the first integral H = (2% + y?)/(1 — 2*) and its corresponding integrating factor
p = 1/(x* — 1)2. Setting h; = 0, hy = 1 and taking p(R,0) = R/(1 + R%cos?0), for
0 < R < 1,0 € [0,2r) we fulfill the hypotheses of Theorem 6. Therefore applying
Theorem 6 we change system (3) into the form

an : ' ' 2 i 3 ; 1
= ? ? 7 D’L
d9 ~ 2(1+ R?cos20) (A"(0,a,b)R+ B'(0,a,b)R* + C'(0,a,b)R* + D*(0, a, b)R*+ "

E'(B,a,b)R°) + O(e?),
for (z,y) € Q',i=1,...,4, and where

A0, a,b) =at, cos® 0 + (af, + bl,) cosOsin O + b, sin? 6,
B'(0,a,b) =V'1 + R?cos? 0 [ab, cos” 0 + (aj; + b)) cos® @sinf + (af, + bf;) cos fsin® 6+

b, sin® 0],
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C'(0, a,b) =(2a}, + aby) cos® 0 + (2af, + aby + bl + by) cos® Osin 6 + (aly + aly + by, + by)
cos? Osin® 0 + (ab, + abs + bly) cos @ sin® § + b, sin® 6,
D'(0,a,b) =V1 + R?cos? 0 [ay, cos® 0 + a}y cos” Osin 6 + (aby + af,) cos® 0 sin® 6+
aj; cos” Osin® 0 + al, cos O sin 6]
EN0,a,b) =(aty + ak,) cos® O + (ab, + aby,) cos® Osin § + (a}, + aby + aly) cos* O sin® O+
(ab, + ab, + abs) cos® Osin® 0 + a', cos® O sin® 6 + ay, cos O sin® 6,
with a = (aék)ﬁk:l

7777777777

We remark that the differential system (3) has the invariant straight lines x = +1, and
therefore the minimal distance between the outer boundary of the period annulus of the
center and the center itself is 1.

Since the hypotheses of Theorem 5 are fulfilled by the discontinuous differential system
(14), we shall study the zeros of the averaging function f: (0,1) — R.

4

_ 2 1 i i 2 i 3
=3 /( T T Toors ACaDR BOehR +COabR

D'(0,a,b)R* + (0, a,b)R%) db.

Proceeding in a similar way as in Section 3 for the proof of Theorem 1, that is, integrating
(15) and finding all the linear combinations among the coefficients of the resulting functions
in R we obtain an expression for f(R) in terms of the coefficients a’,, b5, 1 < j+k <3,
1=1,...,4 and R.

13
F(R) = (@ Vi) Ui(R).
=1
The first m(aék, b;k) for 1 <j+4+k<3,i=1,...,4 are the following.

M1 :g(Z(atl)l @y — agy — ag, — Ay + gy + ag, + a3y — gy — gy — Ay + gy + bigt
byo — biy — bl — Dy + by + by + b3y — by — by — bzg + by) + m(agy — agy + 3ajy+
aly — agy + 3aly + afy — ago + 3at, + ajy — ago + 3ai, + by, + by — 3bgy + by + 05, —
3bs + by + b3y — 3bily + by + by — 3by)),

1
2 :Z(a%o — apy — a3y + agy — a3(4) + agy + asy — agy),

1
o 1 1 1 2 2 2 3 3 3 4 4 4 1
3 —g(ﬂ(alo + a3 + Ay + ajy + azg + ajy + ajy + Az + Ajp + Ay + Azg + a12) + 2(%1+
1 1 2 2 2 3 3 3 4 4 4
gy — Qg — gy — Ay + Gpg + agy + a5y — agy — agy — gy + agz)),

L 2 3 4 1 1 2 2 3 3 4 4
Ha :Z(a“ +ajy — ayy — ajy + byy — byy + byg — bpy — by + bgy — bag + by,
1
s :Zﬂ(ailao — ayy + a3y — aiy + a3y — agy + a3 — agy — by + byg — b3y + by — iy + bj3—

b3y + bys)-
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We do not explicitly provide all the expressions of y; for [ = 1,...,13 because they are
too long. The coefficients y; are linearly independent since the Jacobian matrix of these

coefficients in a’y, b%, for 1 < j+k <3,i=1,...,4 has maximum rank, which is 13.
The expressions of the U;(R), I = 1,...,13 are the following.
inh R
U, = R, U, = R, Us = R, Up=vVR+1- —arcsg ,
VR2+1-1
V=Y U= RVETHL, U= RVREFL, U= Rarcsinh R,
1 log (R? + 1
Ug = <}—% — R3) arccanh R —1, U= R (R2 + 1) arctanh R, Up; = %,
Ui, = Rlog (R* +1), Uiz = R?log (R* + 1) .
(16)
From the Taylor expansions in the variable R, around R = 0, of the functions U;, i =
1,...,13 given in (16) we construct the square coefficient matrix N of the variables R’
1 =1,...,13. The expressions of the Taylor expansions of these functions are very long

so we omit them. Since the reduced row echelon form of N is the identity square matrix
of order 13 we conclude that the 13 functions U; are linearly independent. We also
calculated the rank of IV, obtaining 13 as expected. All the calculations were made using
Mathematica.

By Proposition 7 there exist a linear combination of the functions U;, i = 1,...,13
with at least 12 zeros. Hence there exist R; € (0,1),1=1,...,12 and coefficients a’;, b,
1<j+k<3,i=1,...,4such that f(R)=0forl=1,...,12.

In short, applying the averaging theory of first order for discontinuous piecewise differential
systems, there exist discontinuous cubic polynomial differential systems (4) with j = 3
having at least 12 limit cycles which bifurcate from the periodic orbits of the uniform
isochronous center of system (3). This completes the proof of Theorem 2.

5. CONCLUSION AND FUTURE WORKS

Applying the averaging method of first order for discontinuous differential systems we
improved previous results about the number of limit cycles that bifurcate from the periodic
orbits of the uniform isochronous center of systems (2) and (3).

More precisely, we perturbed the differential systems (2) and (3) respectively inside all
discontinuous quadratic and cubic differential systems with the straight lines of discontinuity
x =0 and y = 0. Comparing our results with previous results for discontinuous quadratic
and cubic differential systems with one straight line of discontinuity we obtained in each
case b more limit cycles surrounding the origin, and comparing with the continuous
quadratic and cubic cases we obtained 8 and 9 more limit cycles respectively, see Table 1.

Due to the lack of a clear pattern in the functions obtained in the cases of one and two
straight lines of discontinuity in the studied systems we do not believe that it is possible
to obtain a general result relating the number of lines of discontinuity and the number
of limit cycles for discontinuous polynomial differential systems in the plane, using the
averaging theory.

In future works we intend to study discontinuous differential systems with more straight
lines of discontinuity. We also aim to seek other methods, besides the averaging theory,
in order to improve the results obtained so far. Moreover we want to investigate the
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existence of a possible relation between the birth of limit cycles and the rotation of the
lines of discontinuity by a fixed angle a.
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