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é els seients d’avid ve-

tats. No arriba a la nota

exigida al sistema de

ranquing social, en que

els que son a prop del 5
podenviatjar en primera classe, ac-
cedir als recursos de la sanitatillo-
gar els apartaments més exclusius.
Necessita més likes, més felicitat
aparentada per pujar en I’ascensor
de les xarxes socials. Aquesta esce-
na, extreta de la série Black mirror,
podria passar alaXinadel 2020. La
Lacie delaficcio distopica d’aques-
taserie es podriadir Lian o Wenite-
nir els mateixos problemes: que se li
barriel pasal tren o al’educacio per-
que té una puntuacio baixa al siste-
ma de credit social que el Partit Co-
munista Xines esta testanti pretén
generalitzar i fer obligatori d’aqui
dos anys perals 1,3 bilions de perso-
nes que poblen el pais. Larealitat xi-
nesaestaapuntde superarlapopu-
lar ficcio britanica.

“Black mirror fa un retrat exage-
rat del que ja esta passant”, assegu-
rendesde Criptica, un col-lectiu que
promoulasobiraniadigital. El siste-
maderanquing social del gegant asi-
atic controlai avalua els seus ciuta-
dans: els apuja la nota si compren
productes amb el vistiplau del regim
iels hi abaixa, per exemple, si tenen
impagaments o critiquen I’estat. Els
experts lamenten les nefastes con-
seqiiéncies d’aquest sistema i aler-
ten que, a Europa, sense que en si-
guem gaire conscients, ja hi ha me-
todes similars. La doctora en socio-
logia i investigadora de I'Institut
d’Innovacié Social d’Esade Liliana
Arroyo considera que aquesta inici-
ativaimposa el control social, gene-
rapensament homogeniicoartalli-
bertats. {Caminem cap a una socie-
tat orwelliana 2.0? Per a Arroyo, “es
tractad’unsistemaen que tothom és
sospitds de partidaien que la cohe-
sid social és una cosa fingida”.

Controlar a través del plaer

“Retornem a una cosa molt tribal,
que és el castig public”, indica Arro-
yo, ja que tothom podra veure, per
exemple, sialgi es quedasense tau-
laenunrestaurant perbaixa puntu-
acio. Des de Criptica, insisteixen en
laidea de control social a través de
laintel-ligeéncia artificial i el big da-
ta. “Laludificacio no és més que una
disciplina 2.0, tal com la definia Mi-
chel Foucault. Amb petits calibrat-
ges disciplinaris, pots modificar la
conducta. El que fala ludificacid és
benbé aix0”. Pera Criptica, aquests
sistemes de ludificacio creen addic-
cid iestenen ’acceptacio de deter-
minats patrons i comportaments.
L’Gnica diferencia entre la discipli-
nafoucaultianaielsjocs digitals, as-
senyalen, éslasubstitucid del castig
perlarecompensa: “Quan et porta-
ves malament, fins ara, et castiga-
ven; ara et premien quan et portes
bé. En comptes de generar por al
castig, generen ’ansia pel plaer. Ai-
X0 és molt més poderos”.

Quan els

ciutadans valen el

seu pes en ‘likes’

Els experts alerten del perill dels ranquings socials
basats en el ‘big data’, com passa a la Xina, on S’esta
provant un sistema de credit social
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El nou sistema xines no neix del
no res. Té com a precursors ran-
quings ludificats de grans empreses
privades com el Sesame Credit d’Ali-
Pay, vinculat al gegant Alibaba, i el
promogut per WeChat Pay, d'un al-
tre gegant, Tencent. En aquests sis-
temes, es jutgen qiiestions com ara
els productes que es compren onli-
ne o quant de temps es destina a ju-
gar avideojocs. “Qui tingui la capa-
citatde mesurar, tindrala capacitat
de configurar la societat”, reflexio-
naArroyo. Per al Partit Comunista,
aquest sistema encoratja la “confi-
anca”, construeix la cultura de la
«sinceritat» i és una qiiestio de se-
guretat nacional; diverses ONG de
defensa dels drets humans, pero, ja
han posat el crit al cel.

“Estementranten unaeraenque
les accions individuals seran jutja-
des per estandards que no podem
controlarien que aquests judicis no
podran ser esborrats”, afirma amb
contundeéncia Rachel Botsman, au-
tora del llibre Who can you trust?i
professoraala Universitat d’Oxford.
I és que els algoritmes que fan les
avaluacions son caixes negres en que
no sabem ben bé queé es valora ni
com. Per aaquesta expertaen confi-
ancadigital, entremenunaepocaen
queeldretal’oblitiel dretaser “jo-
ves i bojos” estaran prohibits. Aixi,
desapareixeralacultura deles sego-
nes oportunitats i els errors del sis-
temaidels algoritmes també condi-
cionaran lavida quotidiana. Pierre
Bourdin, professordels estudis d’in-
formaticaimultimediadelaUOC,es
nega a afirmar que aquests algorit-
mes no siguin étics, considera que
simplement “acumulen dades i cal-
culen un valor”.

Autocensura digital

Bourdin reconeix, pero, que aquests
sistemes imposen I’homogeneitat:
“El sistema tendeix a limitar la di-
versitat, perque té tendencia a fer
una mitjana. Si vols tenir una bona
valoracio, has de tenir el comporta-
ment esperat. Es important que els
algoritmes integrin caracteristi-
ques per mantenirlallibertatiladi-
versitat”. A Criptica discrepen de
Bourdin i assenyalen que aquestes
maquines el que fan és “estigmatit-
zar de manera que sembli neutrali-
tattecnologica” . Assenyalen que en
lanova «societat de la transparen-
cia, et converteixes en el teu propi
policia”. Aixo jaesta passant. Ho de-
mostra un estudi del mateix Face-
book, en que un 71% dels usuaris de
laxarxasocial diuen que s’autocen-
suren. Com a Black mirror, en
aquests sistemes el que fan els teus
amics et marca a tu, i la teva repu-
tacié condiciona la teva nota. ¢Es
perdran amistats per haverbaixat al
ranquing? Bostman pronostica
I’emergencia de mercats negres de
la reputacio.

I aquique? éA Europavivim jala
distopia de la serie britanica? “No
estem tan lluny”, assegurala inves-
tigadorad’Esade. Per als experts, les
targetes client dels comercos, lava-
loracio crediticia dels bancs o la va-
loracio previa a contractar una asse-
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Un mobil que

no parla de tu

Les dades que nosaltres matei-
x0s generem i pugem a les xar-
xes socials son combustible per
als algoritmes que ens classifi-
queniens discriminen. Es pos-
sible trencar-ho, aix6? Entropic
Lab, que es defineix com un
col'lectiu d’investigacio artisti-
ca, ha fet un pas en aquest sen-
tit. Impulsa un telefon mobil ro-
tatiu que dificulti als algoritmes
treure conclusions valuoses.
Critiquen que les companyies
telefoniques, amb les dades dels
aparells, puguin obtenir patrons
dels usuaris. Falta veure si
aquest tipus d’estratégies, de
moment artistiques i de dentin-
cia, es poden generalitzar com a
meétodes de resisténcia social.

guranca de salut privada son siste-
mes de ranquing social similars. “Al
banc, fan un escrutini de la teva sa-
luteconomica. Es una cosaque hem
normalitzat i integrat, pero és un
problema. Sabem que estem con-
demnats al nostre historic, ales ve-
gades que hem tingut nameros ver-
mells, la nostra nomina”, lamenta
Arroyo. “Les targetes de fidelitzacio
dels supermercats son ludificacio
puraidura. No veus la nota que et
posen, pero les recompenses que
n’obtensindiquen la teva classifica-
ci0”, afirmen des de Criptica. Lesre-
velacions d’un extreballador de
Cambridge Analytica sobrelautilit-
zacio de les xarxes socials per mani-
pularelvotenel casde Trump jare-
flecteixen el poder d’internet i les
xarxes per modelar la societat.

Critica

“"Hem de prendre consciencia
de les dades que estem
repartintamb alegria”, alerten

“A la Xina, no et pots escapar
d’aquest sistema. Es molt dificil”, as-
senyala Bourdin. Que I’hi diguin ala
protagonista del primer capitol dela
tercera temporada de Black mirror.
“Per no arribar a un sistema com el
xines, hem de comencar a prendre
consciéncia de les dades que estem
repartint amb alegriaifer una crida
per crear alternatives”, adverteix
Arroyo. Perlasevabanda, el profes-
sor de la UOC assenyala: “Cal anar
amb compteieducarla gent”. Men-
trestant, a Criptica, a’hora d’iden-
tificar metodes per impedir aquest
ranquingsocial, remetenal’obra La
hipétesis cibernética de Tautor
col-lectiu Tiqqun, en que es fa una
cridaa “esdeveniringovernables, ge-
nerar entropia”, ser imprevisibles
perals algoritmes, cosa que admeten
que no esta exemptade complexitat.
“Sino estematents,laconfiancadis-
tribuida podria convertir-se en la
vergonyaen xarxa”, reflexionaal seu
llibre Botsman. s




