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ABSTRACT 

TD-DFT calculations are completed for five Ni(II) complexes formed by polidentate peptides to predict the 
electronic absorption spectrum. The ligands examined were glycyl-glycyl-glycine (GGG), glycyl-glycyl-glycyl-
glycine (GGGG), glycyl-glycyl-histidine (GGH), glycyl-glycyl-cysteine (GGC) and triethylenetetramine (trien). 
Fifteen functionals and two basis sets were tested. On the basis of the mean absolute percent deviation 

(MAPD) the ranking among the functionals is: HSE06 ~ MPW1PW91 ~ PBE0 > -B97x-D ~ B3P86 ~ B3LYP ~ 
CAM-B3LYP > PBE ~ BLYP ~ BP86 > TPSS > TPSSh > BHandHLYP > M06 >> M06-2X. Concerning the basis sets, 

the triple- def2-TZVP performs better than the double- LANL2DZ. With the functional HSE06 and basis set 

def2-TZVP the MAPD with respect to the experimental max is 1.65% with a standard deviation of 1.26%. 
The absorption electronic spectra were interpreted in terms of vertical excitations between occupied and 
virtual MOs based on Ni-d atomic orbitals. The electronic structure of the Ni(II) species is also discussed. 
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1. INTRODUCTION 
 
The prediction of the structure, reactivity and stability of a chemical compound has always been a big 
challenge not only in chemistry, but also in physics and biology. During the past decades, computational 
methods allowed the chemists to calculate the structure, molecular properties and energetics of many 
chemical species. Among these methods, density functional theory (DFT)[1] has reached an enormous 
popularity and many reviews have been published.[2], [3], [4], [5], [6], [7], [8], [9], [10] The main advantage of DFT is 
that many packages are available, commercially or free of charge, which allow one calculations on large 
molecules in an user friendly manner; nowadays, molecules with more than one hundred atoms can be 
treated routinely. At the moment, many molecular properties of a chemical compound, such as the 3D 
structure, can be predicted with great accuracy. Concerning the spectroscopic properties, whereas NMR 
and EPR can be calculated successfully for a large number of molecules,[11], [12] the prediction of IR and 
optical spectra (UV-vis, CD, MCD) is possible only qualitatively and a quantitative agreement has not been 
obtained yet for transition metal containing molecules.[3], [13]  

UV-vis spectroscopy is probably the simplest instrumental method to study the electronic transitions of 
metal complexes. Even if UV-vis usually gives less information than CD-spectroscopy, the energy of d-d 
absorptions could be related to the oxidation states, geometry and electronic structure of a chemical 
species in the absence of chiral centers as well. Time-dependent density functional theory (TD-DFT),[14] an 
extension of DFT, is a widely used technique to understand the structure and electronic transitions of 
organic and inorganic compounds and to predict the absorption or electronic circular dichroism spectra 
that could directly be compared to the experimental results. Moreover, the prediction of the UV-vis spectra 
using TD-DFT is frequently discussed and a number of benchmarks and reviews are available in this field.[3, 

15] Based on this fact, if metal coordination compounds are taken into account, comprehensive 
investigations have been published focusing on Pt(II) and Ir(III) complexes,[16] and on the first-row transition 
metal complexes, for example formed by Zn(II) and Cu(II).[17] Visible circular dichroism studies have been 
performed with some tripeptides and a set of empirical rules was developed to put in relationship the 
appearance of UV-vis and CD spectra.[18] The effect of solvation as specific correction for the excited states 
has also been widely studied,[15a, 15c, 19] and a comprehensive study is available, focusing on the electronic 
structure and spectroscopic properties of inorganic compounds.[20] Up to now, however, the applicability of 
TD-DFT techniques is often limited to the qualitative prediction of the absorption spectra. In other words, in 
many cases it is possible to predict the origin of the experimental absorptions and attribute them to d-d, 
MLCT, LMCT or intraligand transitions, but it is not possible to calculate the exact wavelength of these 
bands and often very large percent deviations from the experimental values are observed (see, for 
example, ref. [21] for vanadium complexes). 

The coordination chemistry of Ni(II) ion is widely investigated, in particular in the field of first-row 
transition metals catalyzed reactions, due to the actual attempts to replace precious metals with high cost 
and toxicity with nickel. Ni has received particular interest in several catalytic processes such as cross-
coupling, Heck reaction, oligomerizations and reductive coupling due to its simple achievable oxidative 
addition and to the number of readily available oxidation states (I and III, beside the ‘usual’ II).[22] Moreover, 
because of its redox properties and the oxidizing power of its high valence states, nickel presents promising 
application in water oxidation reaction.[23] The interested reader could easily find excellent reviews and 
books on these topics.[22, 24] Herein, we are focusing our attention on the electronic spectra of this metal 
ion. Three coordination environments are characteristic for nickel(II), namely the octahedral, tetrahedral 
and square-planar geometry. In the presence of weak field ligands, octahedral complexes are formed with a 
paramagnetic behavior (spin state S = 1); in contrast, square-planar geometry is stabilized by strong field 
ligands or compounds with low symmetry, resulting in diamagnetic complexes (spin state S = 0). When the 
ligands are not strong enough to cause spin pairing or the formation of square-planar geometry is hindered 
because of steric requirements, tetrahedral nickel(II) complexes could be formed.[25] 

Peptides are effective ligands for binding metal ions and a number of reviews have been published on the 
characterization of these interactions.[26] From coordination chemistry point of view, the terminal amino- 
and carboxylate groups are the primary metal binding sites, even if the donor atoms in the side chains can 
also make significant contribution to the metal binding resulting in a great diversity of complex formation 
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processes. Probably, the most important amino acids containing strongly coordinating side chains for nickel 
are histidine and cysteine. Ni(II) is able to bind to these donor groups and, with the help of appropriate 
anchoring groups, the metal ion can induce the deprotonation and coordination of peptide nitrogen (N–) 
resulting in square-planar complexes.[26d] For example, histidine in the third position from the amino 
terminus is responsible for the high nickel(II) binding affinity of human serum albumin (the XYHisZ 
sequence, where X, Y and Z are three amino acids of variable identity, is often named as ATCUN – Amino 
Terminal CuNi motif – binding site[27]). More than 90% of Ni(II) in the blood is transported by albumin 
bound at ATCUN site with the coordination mode (NH2,N−,N–,NHis).[27] Similar effect has been observed in 
the case of copper(II), and this is the reason for using nickel(II) as a diamagnetic probe in the NMR studies 
of Cu(II) containing metalloenzymes.[28] Moreover, nickel(II) has also a biological role in the case of bacteria 
such as helicobacter pylori, in which its presence is indispensable for the bacteria to survey the extreme 
acidic environment of stomach.[29] A particular type of superoxide dismutase (SOD) enzyme also contains 
nickel(II).[30] The distortion of the geometry (so-called pseudoplanar) has been observed in the case of the 
interaction of Ni(II) with salen-type Schiff base ligands.[31] This family of molecules is frequently investigated 
because of the great variety of applications such as catalytic, industrial, optical or medical, and DFT studies 
were also carried out.[32] 

For all the systems mentioned above, the characterization of the Ni(II) species is often performed 
through UV-vis spectroscopy but, to the best of our knowledge, a comprehensive TD-DFT study on nickel(II) 
complexes has not previously been reported. Based on this fact, DFT and TD-DFT studies were performed 
with nickel(II) complexes where several peptides (glycyl-glycyl-glycine (abbreviated as GGG), glycyl-glycyl-
glycyl-glycine (abbreviated as GGGG), glycyl-glycyl-histidine (abbreviated as GGH) and glycyl-glycyl-cysteine 
(abbreviated as GGC)) and triethylenetetramine (abbreviated as trien) were used as ligands. The peptides 
and trien are able to form square-planar nickel(II) complexes. The structures of the investigated ligands are 
shown in Scheme 1. The aim of this study was to find the best functional and basis ser for predicting the 
UV-vis spectra of these kind of complexes and provide information useful for their interpretation and 
assignment of the absorptions. 

 
 

 
SCHEME 1  Structural formulae of the ligands. The potential donor atoms are highlighted in blue. 
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2. EXPERIMENTAL AND COMPUTATIONAL DETAILS 
 
Materials. All of the investigated peptides (see Scheme 1) were purchased from Bachem AG (Switzerland) 
and the concentration of peptide stock solutions were checked by pH-potentiometric titrations. The 
nickel(II) stock solution was prepared from analytical grade reagent NiCl2 and its concentration was checked 
gravimetrically via the precipitation of oxinate. 
 
Spectroscopic method. UV-visible spectra of the nickel(II) complexes were recorded from 200 to 1000 nm 
on a PerkinElmer Lambda 25 scanning spectrophotometer. 
 
Density functional theory (DFT) and time-dependent density functional theory (TD-DFT) calculations. All 
ground electronic state geometry optimization and harmonic frequency of the studied complexes were 
computed through Gaussian 09 software[33] at DFT level of theory, using the hybrid Becke three-parameter 

B3P86 functional[34], [35] combined with the triple- def2-TZVP basis-set. The solvent effect was taken into 
account adopting the Polarizable Continuum Model (PCM) by Tomasi and coworkers[36] for water. These 
conditions have been successfully applied and discussed in the literature for the geometry prediction of 
first-row transition-metal complexes.[37], [38] 

The electronic transitions were calculated at TD-DFT level of theory, using PCM for water and starting 
from the geometries optimized for the ground electronic state. Fifteen functionals were tested: functionals 
based on the generalized gradient approximations (GGA), including B3LYP,[34], [39] B3P86,[34-35] CAM-B3LYP,[40] 

-B97x-D,[41] MPW1PW91,[42] HSE06,[43] PBE0,[44] BHandHLYP,[33] the meta GGA functionals TPSSh,[45] 
M06,[46] M06-2X,[46] and the pure BLYP,[39, 47] PBE,[44] BP86[35, 47] and TPSS[45a] functionals, all of them 
combined with the basis sets LANL2DZ and def2-TZVP. The representation of the electronic spectra was 
generated with Gabedit software,[48] and the molecular orbitals involved in the transitions were simulated 
performing a Mulliken population analysis (MPA) with Gaussian 09 at the same level of theory used for the 
TD-DFT calculations and identified via the AOMix package (vers. 6.52).[49] 
 
 
 

3. RESULTS AND DISCUSSION 
 
Nickel(II) complexes of the investigated peptides. In order to predict the electronic structure of the 
nickel(II) peptide complexes, some widely investigated model systems were chosen. The nickel complexes 
of GGG, GGC, GGH and GGGG have also been characterized and stability constants of the different species 
are summarized in Table 1. Table 1 contains the overall stability constants (logβpqr), where βpqr is defined as 
βpqr = [NipHqLr]/[Ni]p[H]q[L]r. The negative signs for protons indicates either hydroxide ligands or the dissociation 
of groups that do not deprotonate in the absence of Ni(II) coordination; for this type of complexes the negative 

sign can be related to the deprotonation (and coordination) of the amide groups through the N– donor (i.e., H−1 

indicates the deprotonation of only one amide group, H−2 the deprotonation of two amide groups and so on). 
 
 
TABLE 1 Stability constants (logβpqr) of the nickel(II) peptide complexes. 

logβpqr GGGa GGGGb GGHc GGCd 

NiL 3.75 3.65 4.76  

NiL2 6.77 6.55   

NiHL   11.33 13.67 

NiH–1L –5.45 –4.45   

NiH–2L –12.85 –12.65 –6.93 –5.36 

NiH–3L  –20.90   
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aData are taken from ref. [50]. 
bData are taken from ref. [51]. 
cData are taken from ref. [52]. 
dData are taken from ref. [53]. 
 
 

Based on the data in Table 1, the speciation curves of the Ni(II):GGGG and Ni(II):GGC systems are 
depicted in Figure 1.  
 
 

 

FIGURE 1  Concentration distribution curves formed in the nickel(II):GGGG (A) and nickel(II):GGC (B) 
systems at 1:1 metal to ligand ratio and Ni(II) concentration of 3 mM. 
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From Figure 1 it is clear that two types of complex formation processes could be distinguished. In the 
case of GGG and GGGG containing systems, stepwise complex formation occurs via the existence of partial 

amide bonded species such as NiL, NiH–1L, NiH–2L and NiH−3L (this latter observed only with GGGG), 

respectively. For NiH–2L formed by GGG the equatorial coordination is (NH2,N-,N-,COO−), whereas for NiH−3L 

formed by GGGG it is (NH2,N–,N–,N−). In contrast, the peptides with strongly coordinating side chains, such 
as GGC and GGH, show different complex formation processes. Namely, the NiHL species is only a minor 
species with (NH2,NHis) or (NH2,S–) coordination environment, and the lack of NiL and NiH–1L strongly 
suggests the cooperative deprotonation and coordination of two adjacent amide groups in NiH–2L, resulting 
in fully occupied coordination sphere via the (NH2,N–,N–,NHis) or (NH2,N–,N–,S–) donor set above pH 7.  

For the TD-DFT calculations the species which reach the maximum value of concentration in aqueous 
solution (NiH–2L and NiH–3L for GGC and GGGG, see Figure 1, and NiH–2L for GGG and GGH) were chosen. In 
the system with triethylenetetramine, the major species is [Ni(trien)]2+ with (NH2,NH,NH,NH2) equatorial 
coordination. 

 
 

Geometry optimization. During our work, we were focusing on the visible region of the electronic 
absorption spectrum of five nickel(II) complexes with different ligands (GGG, GGH, GGC, GGGG and trien), 
donor sets (O, N and S) and total charge (-1, -2, +2). For all these compounds the electronic transitions were 
simulated at TD-DFT level of theory and the experimental spectrum was recorded as well. 

In Figure 2 the optimized structure of the five nickel(II) complexes examined is represented, while Table 2 
contains the comparison between the calculated and experimental bond length and angles for three 
species. Cartesian coordinates obtained from the geometry optimization are also available in Table S1-S5 of 
Supporting Information.  
 
 

 

FIGURE 2  DFT optimized structure of the nickel(II) complexes calculated with B3P86 functional and def2-

TZVP in water using PCM: (a) [Ni(H−2GGG)]–; (b) [Ni(H−3GGGG)]2–; (c) [Ni(H−2GGH)]–; (d) [Ni(H−2GGC)]2– and 
(e) [Ni(trien)]2+. The numbers of the donors reported in Table 2 are also shown. 
 
 

TABLE 2  Selected bond lengths (Å) and bond angles (degree) for the complexes of [Ni(H−3GGGG)]2–, 

[Ni(H−2GGH)]– and (e) [Ni(trien)]2+ using the functional B3P86 and the basis set def2-TZVP. 
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 [Ni(H−3GGGG)]2– a [Ni(H−2GGH)]– a [Ni(trien)]2+ 

Parameterb Exptl.c Calcd. Exptl.d Calcd. Exptl.e Calcd. 

Ni−N(1) 1.93 1.934 1.932 1.954 1.914 1.934 

Ni−N(2) 1.84 1.833 1.884 1.827 1.819 1.897 

Ni−N(3) 1.83 1.820 1.831 1.881 1.935 1.908 

Ni−N(4) 1.87 1.880 1.932 1.904 1.898 1.926 

N(1)−Ni−N(2) 85.8 85.82 96.12 84.20 86.59 86.70 

N(2)−Ni−N(3) 84.5 85.47 84.30 84.82 91.01 87.60 

N(3)−Ni−N(4) 86.8 85.84 84.49 95.05 84.15 85.23 

N(4)−Ni−N(1) 102.9 102.90 95.09 96.05 97.05 101.89 

aAs reported in Figure 2, for GGGG and GGH, N(1) is the N-terminal amino group of the peptide, N(2) and 
N(3) the two deprotonated amide nitrogens, and N(4) the third deprotonated amide N (for GGGG) or the 
histidyl N (for GGH). 
bDistances in Å and angles in degrees.  
cData are taken from ref. [54] (only two decimal figures for the bond lengths and one for the bond angles 
were given).  
dData are taken from ref. [55].  
eData are taken from ref. [56] 
 
 

As it can be seen from Table 2, a very good agreement has been found with the single-crystal X-ray 
diffraction parameters using B3P86/def2-TZVP level of theory in water (with PCM). The functional B3P86 is 
frequently used in the literature because of its high degree of accuracy for predicting the structures of 
transition metal complexes.[38b], [57] On the basis of these results, it is possible to argue that the geometry 
optimization is reasonably accurate to predict the electronic absorption spectra. 
 
 
Electronic absorption spectra. The experimental electronic absorption spectra of nickel(II) peptide 
complexes are shown in Figure 3, while Table 3 contains the spectral data for all of the investigated species. 
The spectra show an intense absorption band in the region 410-450 nm. This band with a high intensity is a 
clear-cut evidence for the formation of square-planar complexes. However, the position of the absorption 
maximum largely depends on the coordinating donor groups. As a representative example, in the case of 

[Ni(H−2GGC)]2− this band is observed at 427 nm, while a shoulder with lower intensity is detected at 538 
nm. Such a shoulder clearly indicates the presence of the thiolate group in the Ni coordination sphere, as it 
was described earlier.[58] 
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FIGURE 3  UV-vis spectra of the investigated nickel(II)-peptide systems recorded at pH 10.0 at 1:1 metal to 
ligand ratio and Ni(II) concentration of 2 mM. At this pH the concentration of the Ni(II) complexes reaches 
its maximum value. 
 
 
TABLE 3  Absorption spectra data of the investigated Ni(II) complexes. 

Complex Donor set λmax/nm (ε/M−1 cm−1) 

[Ni(H−2GGG)]− NH2,N–,N–,COO– 433 (286) 

[Ni(H−3GGGG)]2− NH2,N–,N–,N– 411 (238), 487 (46)a 

[Ni(H−2GGH)]− NH2,N–,N–,NHis 425 (198), 307 (353)a 

[Ni(H−2GGC)]2− NH2,N–,N–,S– 429 (338), 531 (52)a 

[Ni(trien)]2+ NH2,NH,NH,NH2 445(28) 

aShoulder. 
 
 
Prediction accuracy of the methods. The benchmark was performed using fifteen functionals based on 

the generalized gradient approximations (GGA) including the Becke three-parameters hybrid functionals 

B3LYP and B3P86, the long-range-corrected functional CAM-B3LYP, the functional -B97x-D from Chai and 
Head-Gordon including dispersion, the one-parameter MPW1PW91 with modified Perdew-Wang exchange 
and correlation, the functionals employing PBE correlation HSE06 and PBE0, the half-and-half functional 
BHandHLYP, the meta-GGA functional TPSSh including the τ-dependent gradient-corrected correlation, the 
functionals M06 and M06-2X from the Truhlar group and the pure BLYP, PBE, BP86 and TPSS. All of them 

have been combined with two basis sets, the double- LANL2DZ and the triple- including polarization 
def2-TZVP in order to evaluate their effect on the quality of the simulation of vertical electronic transitions. 
The prediction capabilities of the methods were evaluated using the absolute percent deviation (APD), the 
mean percent deviation (MPD) and the mean absolute percent deviation (MAPD) from the experimental 

value of the main transition in the spectra (max). APD and MAPD are defined as:[59]  
 

λ λ

λ

calc exp
max max

exp
max

-
APD = ×100  (1) 
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λ λ

λ
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j

N j j

N j

calc exp
max max

exp
max= 1

( ) - ( )1
MAPD = ×100

( )
 (2) 

 
The value of the percent deviation (PD) was also considered to identify the nature of the error reported 

for the functionals; in fact, positive values indicate an overestimation, while negative values denote an 
underestimation of the prediction of transitions in the UV-vis spectrum. 

From an analysis of the MAPD values obtained for each functional, tested with the five Ni(II) complexes, 
it can be observed that the best performances are achieved by the two functionals employing PBE 
correlation, HSE06 and PBE0, and the Becke one-parameter MPW1PW91. Nevertheless, it is important to 
note that comparable behavior of PBE0 and MPW1PW91 comes from the minor differences between these 
functionals because the latter includes only one additional parameter not present in PBE0. On the basis of 

the MAPD values the following ranking is found: HSE06 ~ MPW1PW91 ~ PBE0 > -B97x-D ~ B3P86 ~ B3LYP 
~ CAM-B3LYP > PBE ~ BLYP ~ BP86 > TPSS > TPSSh > BHandHLYP > M06 >> M06-2X (see Figure 4b). An 
analysis of the error dispersion based on the value of the standard deviation allows reaching a similar 
conclusion, suggesting that the highest accuracy of the benchmark is obtained with the HSE06 functional. 

On the basis of the APD values, it can be observed that the functionals can be grouped in three different 
groups with similar trends, depending on the amount of Hartree-Fock (HF) exchange: a) HSE06 (short range 
HF exchange 25%, long range HF exchange 0%), MPW1PW91 (25% HF exchange), and PBE0 (25% HF 

exchange) give results very close to the experimental values; b) -B97x-D (short range HF exchange 22.2%, 
long range HF exchange 100%), B3P86 (20% HF exchange), CAM-B3LYP (short range HF exchange 19%, long 
range HF exchange 65%), B3LYP (20% HF exchange), TPSSh (10% HF exchange), BLYP (pure DFT), PBE (pure 
DFT), BP86 (pure DFT) and TPSS (pure DFT) underestimate the position of the electronic transitions and c) 
BHandHLYP (50% HF exchange), M06 (27% HF exchange) and M06-2X (54% HF exchange) overestimate the 
experimental bands as it can be seen in Figure 4a. Analyzing the trend of the predictions as a function of 
the percentage of Hartree-Fock exchange, it can be concluded that the best performances are achieved by 
the three functionals with an amount of 25% of HF exchange. Larger amount results in an overestimation of 
the experimental absorptions, smaller amount in an underestimation. Similar tendencies have also been 
observed in the case of zinc(II) and copper(II) complexes with thiosemicarbazone-type ligands, for which 
the hybrid functionals with 25% HF exchange provide the best prediction of the electronic excited 
transitions.[17] Interestingly, the M06 global hybrid functional with 27% HF exchange, in contrast with its 
high general performance in the prediction of thermochemistry, kinetic, bond formation and non-covalent 
interactions,[60] is not able to calculate well the excited transitions.  

Concerning the effect of the basis set, the increment of the basis functions and the addition of the 
polarization effect from LANL2DZ to def2-TZVP gives an important progress in the quantitative prediction of 

the spectra. The percent improvement related to the basis set in the prediction of the experimental max 
increases from 13.6% with the functional TPSSh up to 64.4% with MPW1PW91 (cfr. blue and red columns of 
the MAPD values in Figure 4), with a mean percent value of 39.6%. The complete set of results is 
summarized in Table 4.  
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FIGURE 4  Mean percent deviation (MPD) (left) and mean absolute percent deviation (MAPD) (right) from 

experimental values of max determined with fifteen functionals and two basis sets (def2-TZVP in blue and 
LANL2DZ in red). 

 
 

TABLE 4  Absolute percent deviation (APD), mean absolute percent deviation (MAPD) from the 

experimental value of max, and standard deviations as a function of functional and basis set (D- stands for 

LANL2DZ and T- for def2-TZVP).a  

Functional [Ni(H−2GGC)]2− [Ni(H−2GGG)]− [Ni(H−2GGH)]− [Ni(H−3GGGG)]2− [Ni(trien)]2+ MAPD (Std. Dev) 

 D- T- D- T- D- T- D- T- D- T- D- T- 

TPSSh 11.32 9.74 13.46 8.11 8.42 10.06 14.83 13.44 12.60 11.03 12.13 (2.44) 10.47 (1.96) 

TPSS 1.94 2.75 14.42 11.37 0.96 0.19 8.76 8.46 16.89 12.68 10.67 (6.30) 8.72 (7.18) 

BLYP 4.02 4.06 11.91 10.18 0.77 0.83 10.85 6.73 14.31 11.47 8.59 (7.17) 7.09 (5.43) 

PBE 8.56 3.53 10.57 5.58 8.41 3.65 11.64 7.15 7.59 2.46 8.37 (5.71) 6.65 (4.37) 

BP86 8.02 2.92 9.74 4.65 7.48 2.62 10.70 6.24 5.94 0.64 9.73 (5.38) 7.76 (3.65) 

B3LYP 6.90 2.71 8.60 4.56 6.52 2.72 10.05 6.36 5.59 1.37 9.35 (1.68) 4.47 (1.87) 

CAM-B3LYP 6.10 0.79 8.76 3.63 5.36 1.36 9.48 5.03 4.07 0.69 8.38 (1.88) 3.41 (2.12) 

B3P86 4.18 0.01 5.93 1.86 3.53 0.19 7.31 3.73 2.14 2.05 7.53 (1.78) 3.55 (1.94) 

-B97x-D 2.87 0.42 4.26 1.43 2.23 0.59 6.10 3.39 0.77 2.45 6.75 (2.29) 2.30 (1.93) 

MPW1PW91 3.05 0.57 4.49 1.27 2.38 0.76 6.25 3.26 0.87 2.71 4.62 (2.03) 1.57 (1.53) 

HSE06 8.59 14.46 6.37 11.67 10.02 15.08 5.07 9.55 12.42 18.27 3.25 (2.03) 1.65 (1.26) 

PBE0 21.82 14.93 21.58 14.39 26.97 16.71 17.72 10.67 39.63 22.10 3.41 (2.06) 1.71 (1.20) 

BHandHLYP 56.48 38.68 63.99 36.76 60.44 39.54 49.36 31.00 68.76 44.99 8.49 (2.92) 13.80 (3.34) 

M06 2.25 3.24 12.98 10.71 6.17 5.40 11.83 7.40 15.40 12.06 25.55 (8.53) 15.76 (4.17) 

M06-2x 4.18 0.70 14.45 14.08 3.61 1.27 14.08 11.96 17.05 15.58 59.81 (7.39) 38.19 (5.05) 

aIn boldface font the best values are highlighted. 
 
 

In Figure 5 the comparison between the experimental spectrum with those calculated using the several 

functionals is shown in the case of [Ni(H−2GGC)]2−. 
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FIGURE 5  Experimental and selected calculated spectra of [Ni(H−2GGC)]2− using def2-TZVP basis set and 
several functionals. The absorbance of the spectra was normalized for clarity. 
 
 

It must be highlighted that TD-DFT electronic vertical excitation energies have been computed using the 
PCM implicit solvation model on the Linear Response Non-Equilibrium framework (LRNE).[61] Considering 
that some authors have recently shown that this is not necessarily the best approximation,[62] a Franck-
Condon analysis was performed to calculate the vibrational components of the spectrum of [Ni(H–2GGC)]2– 

according to the procedure established by Barone et al. [63]; the Franck-Condon factor 2

i f   less than 

10–4 indicates that this method is not applicable for our species, probably because the geometry of the 
excited state – which shows a not negligible deviation from the planarity – is different with respect that of 
the ground state.  

The TD vertical excitations for [Ni(H−2GGC)]2− obtained applying the LRNE approach were compared with 
those obtained with the Linear Response Equilibrium (LRE),[64] State Specific Non-Equilibrium (SSNE)[65] and 
State Specific Equilibrium (SSE)[65] frameworks (using the HSE06 functional and def2-TZVP basis set). The 

calculated max are 429.7 nm (SSNE), 430.8 nm (LRNE), 431.2 nm (LRE) and 432.6 nm (SSE) (vs. the 
experimental value of 429 nm), indicating a scarce influence of the medium in the excited state stabilization 
and the good performance of LRNE approximation in the prediction of the absorption wavelength.[66] 
 
 
Effect of the geometry optimization. The effect of the geometry optimization on the quality of the 

predicted spectrum was also investigated using [Ni(H−2GGC)]2– as benchmark. The structure of the Ni(II) 
species was optimized with all the fifteen functionals and the electronic transitions were computed on each 
geometry with the same functional applied for the optimization. Table S6 of Supporting Information lists 
selected bond lengths and angles (predicted with the basis set def2-TZVP), while Table S7 the absolute 

percent deviation (APD) and percent deviation (PD) from the experimental values of max. 
The results indicate that, except for the worse functionals (TPSSh, BHandHLYP, M06, and M06-2X), the 

difference is small and below 3%. For the best functionals (HSE06, MPW1PW91, PBE0, and -B97x-D), it is 
below 1% and B3P86 must be preferred for the optimization. This can be put in relationship with the good 
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performance of this functional in the prediction of the structure of first-row transition metal complexes.[37] 

In Figure 6 the results obtained in the prediction of max for [Ni(H−2GGC)]2– – using B3P86 or each of the 
other functionals in the optimization step – were compared.  
 
 

 

FIGURE 6  Absolute percent deviation (APD) of calculated max for [Ni(H−2GGC)]2– from the experimental 
value, determined with the fifteen functionals at the B3P86 optimized geometries (blue columns) and at 
the geometries optimized with each functional (red columns). 
 
 
Nature of the electronic transitions. The nature of the most important vertical electronic transitions in the 
visible region was also calculated and the data obtained with the functional HSE06 are summarized in Table 
5. A given transition can be described in terms of a linear combination of vertical excitations from occupied 
to virtual MOs and, consequently, only the dominant character of each transition and its contribution can 
be specified. 
 
 

TABLE 5  Calculated and experimental transitions (max) for the analyzed Ni(II) complexes using the 
functional HSE06 and the basis-set def2-TZVP. 

Complex Transition (% weight) Main character a, b calcd c f (×105) d exptl / exptl c,e 

[Ni(H−2GGC)]2− H-12 → L (41.5) Ni-dxy (62.3) → Ni-dx2−y2 (52.0) 430.8 300 429 / 338 

[Ni(H−2GGG)]− H-7 → L (44.6) Ni-dxy (43.8) → Ni-dx2−y2 (61.2) 426.8 400 433 / 287 

[Ni(H−2GGH)]− H-11 → L (49.5) Ni-dxy (67.7) → Ni-dx2−y2 (60.5) 427.5 160 425 / 198 

[Ni(H−3GGGG)]2− 
H-11 → L (33.4) Ni-dxy (54.7) → Ni-dx2−y2 (59.6) 

397.1 240 411 / 238 
H-10 → L (30.6) Ni-dyz (55.7) → Ni-dx2−y2 (59.6) 

[Ni(trien)]2+ H-3 → L (65.0) Ni-dxy (59.0) → Ni-dx2−y2 (62.2) 455.9 80 445 / 28 

aThe character of the orbital was assigned considering the largest contribution of the fragment to the 
specific MO.  
bPercent contribution of the Ni atomic orbital to the MO.  
c values measured in nm.  
dStrength of the oscillator associated with the transition.  
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e values in M−1 cm−1. 
 
 

Table 5 clearly shows that all the absorptions are due to d-d transitions and the oscillator strengths are 

coherent with the experimental values of the molar absorptivity ; in particular, the oscillator strength for 
the absorption of [Ni(trien)]2+ is significantly lower than those of the species formed by tri- and 
tetrapeptides, in good agreement with the experiment. It is also obvious that the principal calculated 
electronic excitation that contributes to the d-d band is not a HOMO → LUMO transition, but is due to a 
combination of excitations from occupied MOs having metal character with energy lower than HOMO. As a 

representative example, the absorption band of [Ni(H−2GGC)]2−, predicted at 430.8 nm with HSE06 
functional, is a combination of the transitions HOMO-12 → LUMO (41.5%) and HOMO-10 → LUMO 

(23.4%). The results obtained with other functionals (PBE0, MPW1PW91, -B97x-D and M06) are reported 
in Table S8 of Supporting Information and are comparable. With all the functionals, the absorption in the 

spectrum of [Ni(H−2GGC)]2− is a composite transition with major contribution deriving from HOMO-12 to 

LUMO; the percent weight of this transition is 41.7% with PBE0, 43.4% with MPW1PW91, 39.8% with -
B97x-D, and 48.5% with M06.  

The MOs involved in the transitions for all the Ni(II) species are presented in Figure 7. 
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FIGURE 7  Graphical representation of the MOs involved in the TD-DFT calculated transitions (max) using 

the level of theory HSE06/def2-TZVP: a) [Ni(H−2GGC)]2−; b) [Ni(H−2GGG)]−; c) [Ni(H−2GGH)]−; d) 

[Ni(H−3GGG)]2− and e) [Ni(trien)]2+. 
 
 

Prediction of the electronic structure. The electronic structure analysis of the five complexes 

[Ni(H−2GGC)]2−, [Ni(H−2GGG)]−, [Ni(H−2GGH)]−, [Ni(H−3GGGG)]2− and [Ni(trien)]2+ was performed via an MPA 

calculation, setting the x and y axes in the equatorial plane along the directions Ni−NH2 and Ni−NR2, 
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respectively, while the principal symmetry z axis was roughly oriented perpendicularly to the xy plane as 
shown in Figure 7. The relative energy levels of the MOs with d character are represented in Scheme 2; the 
energy scale was built for each complex putting the lowest MO as reference at 0.0 eV. The percent 
contribution, with respect to the total amount of Ni in the specific MO, is reported in parentheses.  
 
 

 

SCHEME 2  Calculated relative energy levels and MO composition of Ni-d orbitals for the five complexes 

[Ni(H−2GGC)]2−, [Ni(H−2GGG)]−, [Ni(H−2GGH)]−, [Ni(H−3GGGG)]2− and [Ni(trien)]2+. The energy of the MOs is 
relative to the value of the most stable orbital set as reference to 0.0 eV. Boldface fonts indicate the main 
character of the orbital and the values in parentheses the Ni-d percent contribution with respect to the 
total Ni amount in the specific MO. 
 
 

The order of energy of Ni-d atomic orbitals varies with the structure of the species. The results can be 

summarized as follows: i) the Ni-dx2−y2 is the d orbital at the highest energy, in agreement with the ligand 
field theory (LFT);[67] ii) the orbital Ni-dz2, antibonding in an octahedron, is stabilized in a square planar 
complex where it is only weakly antibonding for the small interactions with the four ligands in the xy 
plane;[67]  iii) the three orbitals Ni-dxy, Ni-dyz Ni-dxz have almost the same energy (even if they are not 
degenerate by symmetry) according to the prediction of the LFT;[67] iv) the splitting between Ni-dxz and Ni-
dyz (eg in D4h symmetry) is negligible and a significant mixing between these two orbitals is expected;[67] v) 

except for [Ni(H−3GGGG)]2−, the MO based on Ni-dxy is the lowest orbital, in agreement with the results 
obtained for similar square planar Ni(II) structures.[68] In general, the energy order of Ni-d orbitals is Ni-dxy ~ 

Ni-dxz ~ Ni-dyz < Ni-dz2 < Ni-dx2−y2, the differences with respect to the ideal behavior being attributable to the 
slight deviations from the regular square planar geometry due to the ligand structure.  

The five MOs with d character for [Ni(trien)]2+ are represented in Figure 8.  
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FIGURE 8  MOs for [Ni(trien)]2+ with d character: (a) HOMO-3 (Ni-dxy); (b) HOMO-2 (Ni-dyz); (c) HOMO-1 (Ni-

dxz); (d) HOMO (Ni-dz2) and (e) LUMO (Ni-dx2−y2). The position of the three Cartesian axes is also indicated. 
MOs were calculated at the level of theory HSE06/def2-TZVP. 
 
 
 

4. CONCLUSIONS 
 
Metal species play a number of roles in chemistry as well as in biology and medicine.[69] Since in most of 
cases the chemical, biochemical and pharmacological action is related to the type of structure and chemical 
bond of the metal ion with the ligands or bioligands, in the absence of an X-ray structure other resources 
are necessary to give insights on the species formed (for example, spectroscopic techniques such as NMR, 
EPR, UV-vis, IR and CD). Unfortunately, the interpretation of the spectroscopic response is not a trivial task, 
and many tools have been developed to predict the spectroscopic behavior of a metal complex. Among 
these tools, computational methods, in particular based on density functional theory (DFT), have been 
demonstrated very useful and, today, the EPR and NMR spectra of a metal compound can be calculated 
successfully for a large number of molecules. Up to now, however, the prediction of a UV-vis spectrum is 
possible only qualitatively and a quantitative agreement has not been reached yet.  

Nickel is an element of the first-row transition metals which, as it is known, has both chemical and 
biological importance. In this study, we have compared the performance of fifteen functionals (among 
which generalized gradient approximation, global and range-separated hybrids), and two basis sets (one 

double- and one triple-) in the prediction of the UV-vis spectrum of square planar Ni(II) species, which 
are characterized by a strong absorption in the visible region. The results indicate that HSE06, MPW1PW91 
and PBE0 functionals works better than the other ones and that, using the level of theory HSE06/def2-
TZVP, the spectrum of a square planar Ni(II) species can be predicted very well. The best performances can 
be related to the amount of HF exchange in the functional and a value around 25% seems to be the best, 
larger amount resulting in an overestimation of the experimental absorptions and smaller values in an 

underestimation. As expected, the effect of the basis set is weaker, and the use of a triple- polarized (def2-
TZVP) is enough to obtain good results. 

The comparison of the data discussed in this study with those available in the literature for Pt(II), Ir(III), 
Cu(II) and Zn(II) suggests that, in the framework of TD-DFT calculations, it is not possible to propose general 
computational conditions to get a good agreement between an experimental and a calculated spectrum of 
the metal complex; in fact, for Pt(II) and Ir(III) species B3LYP and B3PW91 functionals performed better 
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than others,[16] whereas for Cu(II) and Zn(II) complexes B1LYP, B97-2, B97-1, X3LYP, and B98 gave the best 
results.[17] Therefore, we can conclude that, on the basis of the data in the literature, the best combination 
of the functional and basis set must be obtained case by case and, up to now, there are no rules to predict 
which level of theory will give the best agreement with the experiment. In addition, the type of system 
under examination, restricted and unrestricted, must be taken into account; for example, preliminary 
results indicate that the level of theory HSE06/def2-TZVP is not able to predict accurately the UV-vis spectra 
of octahedral, paramagnetic Ni(II) complexes. Studies on these systems are in progress in our groups. 
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