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Universitat Autònoma de Barcelona, MOVE, and Barcelona GSE

This version: June 2017

Recent literature analyzing wage effects of immigration assumes labor
supply is fixed across education-experience cells. This paper departs from
this assumption estimating a labor market equilibrium dynamic discrete
choice model on U.S. micro-data for 1967–2007. Individuals adjust to
immigration by changing education, participation, and/or occupation.
Adjustments are heterogeneous: 4.2–26.2% of prime-aged native males
change their careers; of them, some switch to white collar careers and
increase education by about three years; others reduce labor market at-
tachment and reduce education also by about three years. These adjust-
ments mitigate initial effects on wages and inequality. Natives that are
more similar to immigrants are the most affected on impact, but also
have a larger margin to adjust and differentiate. Adjustments also pro-
duce a self-selection bias in the estimation of wage effects at the lower
tail of the distribution, which the model corrects.
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During the last forty years, 26 million immigrants of working-age entered the U.S.

These immigrants have different skills and work in different occupations than

natives, and they changed the composition of the workforce. This change may

have affected the skill premium. How do human capital and labor supply decisions

react to immigration? Would U.S. natives have spent fewer years in school without
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the massive inflow of foreign workers? Would they have participated more in the

labor market? Would they have specialized in different occupations? Providing

answers to these questions is crucial to understand the economic consequences of

this massive inflow of foreign workers.

Whether and to what extent immigration affected labor market opportunities

of native workers has concerned economists and policy makers for years. After an

initial strand of the literature exploiting regional differences in immigration, more

recent work used cross-skill variation at the national level to identify the effect

of immigration on wages.1 Such analysis considers education-experience cells at

a point in time as closed labor markets that are differently penetrated by immi-

grants. As noted by Borjas (2003, p.1337) “the size of the native workforce in each

of the skill groups is relatively fixed, so that there is less potential for native flows

to contaminate the comparison of outcomes across skill groups”. This assumption

is present in other papers in the literature (see Card (2009), Ottaviano and Peri

(2012), and Llull (2017b) among many others, and Borjas (1999) and Card (2009)

for surveys). Even though this cross-skill cell comparison has not brought a con-

sensus on what the effect of immigration on average wages is (which is sensitive

to assumptions on elasticities of substitution and on how capital reacts to immi-

gration) most of the papers agree on the existence of asymmetric effects across

different workers. As a result, the common assumption of fixed labor supply is

not innocuous. Asymmetric effects across different workers change relative wages,

and thus generate incentives to adjust human capital and labor supply decisions.

Failing to account for these adjustments may lead to a substantial bias in the es-

timation of wage effects of immigration. Negative effects of immigration on wage

levels and inequality would be overstated.

In this paper, I propose and estimate an equilibrium dynamic discrete choice

structural model of a labor market with immigration. The model, estimated with

U.S. micro-data, is used to identify wage effects of immigration over the last four

decades, taking into account labor supply and human capital adjustments by na-

tives and previous generations of immigrants. This approach allows me to address

three main points. First, I can quantify and correct the biases in the estimated

effects of immigration on wages and on wage inequality introduced by ignoring

labor market adjustments to immigration. Second, the dynamic model allows me

to identify non-trivial heterogeneous adjustments in education that could not be

1 Borjas, Freeman and Katz (1992, 1997) introduced the so-called factor proportions ap-
proach, which has evolved significantly since then. This methodology compares the supply of
workers in a particular skill group to a counterfactual supply in the absence of immigration.
Beginning with Card (2001) and Borjas (2003), the elasticities of substitution between different
types of labor are estimated. Recent papers implementing this approach on U.S. data include
Card (2009), Borjas, Grogger and Hanson (2010), and Ottaviano and Peri (2012) among others.
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identified otherwise. And third, I find that labor market detachment produces

an additional self-selection bias in the estimation of wage effects of immigration

along the native wage distribution, which can be corrected with the model.

The equilibrium framework builds on Altuğ and Miller (1998), Heckman, Lochner

and Taber (1998), Lee (2005), and Lee and Wolpin (2006, 2010). The supply side

of the model extends the structure of Keane and Wolpin (1994, 1997) to accom-

modate immigrant and native workers separately. Individuals live from age 16

to 65 and make yearly forward-looking decisions on education, participation and

occupation. Immigrants make these decisions as well when they are in the United

States. For these immigrants, the model is able to replicate two empirical regular-

ities established in the literature: immigrants downgrade upon entry, that is, they

earn lower wages than observationally equivalent natives (Dustmann, Frattini and

Preston, 2013); and they assimilate, since between two observationally equivalent

immigrants, the one with greater time in the U.S. earns more (LaLonde and Topel,

1992). Human capital accumulates throughout the life-cycle both because of in-

vestments in education, and because learning-by-doing on the job leads to accumu-

lation of occupation-specific work experience. In their human capital investment

decisions, individuals make forecasts about future wages, which depend on future

immigration. Individuals are rational in that they make the best possible forecast

given the available information (current labor market conditions and the process

describing aggregate uncertainty), but they are unable to perfectly foresee future

immigration waves and wages. On the demand side, blue collar and white collar

labor is combined with capital to produce a single output. Labor is defined in

skill units, which implies that workers have heterogeneous productivity depending

on their education, occupation-specific experience, national origin, gender, foreign

experience and unobservables. This approach flexibly allows for a continuum of

possibilities of imperfect substitution between immigrant and native workers in

production. I assume a nested Constant Elasticity of Substitution (CES) produc-

tion function that accounts for skill-biased technical change through capital-skill

complementarity (as in Krusell, Ohanian, Ŕıos-Rull and Violante, 2000). This is

important to correctly estimate native responses to immigration, because it com-

petes with immigration as a source of the increase in wage inequality over the

last decades. The equilibrium framework is a crucial feature of the model because

it links the immigration-induced supply shift with the changes in incentives for

natives through changes in relative wages.

I fit the model to U.S. micro-data data from the Current Population Survey

(CPS) and the National Longitudinal Survey of Youth (NLSY) for the period

1967-2007. I then use the estimated parameters to quantify the effect of immigra-

tion on labor market outcomes. In order to do so, I define a counterfactual world
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without large scale immigration in which the immigrant/native ratio is kept con-

stant to 1967 levels. Then, I compare counterfactual wages, human capital, and

labor supply with baseline simulations obtained with the estimated parameters.

When I do not allow natives to adjust their human capital and labor supply

decisions, results for wages are very much in line with existing papers in the liter-

ature, both qualitatively and quantitatively. Overall estimated effects are negative

if physical capital does not react to immigration, and virtually zero if capital fully

adjusts. Also, the most important effects are on redistribution: less educated,

younger, and male individuals are more affected than highly educated, older, and

female. When natives and previous generations of immigrants are allowed to re-

spond to immigration by changing their labor supply and human capital decisions,

results change in a non-trivial way. Negative effects on wages are mitigated, and

redistribution effects are partially arbitraged out, and even reverted in some cases.

For example, if capital is not allowed to react to immigration, wages of young male

with high school education or less are reduced, on average, by a 4.7% on impact,

and those of old college educated female are reduced by a 4%; after human capital

and labor supply adjustments take place, wage effects on the former move down

to 2.5%, whereas effects on the latter only go down to 3.6%. This is because,

even though immigrants are more similar to less educated young men than old

educated female, the former have a much larger margin of adjustment (they can

increase education, switch occupations, and so on). All this suggests that biases

in the estimation of wage effects of immigration are large and ambiguous when

labor supply is assumed to be fixed.

In the model, individuals have three adjustment mechanisms: education, occu-

pation, and participation. Results suggest a significant heterogeneity across indi-

viduals in optimal reactions to immigration. Between 1.4% and 12.4% of males

adjust their education, depending on the assumed counterfactual evolution of

capital. Likewise, among those that would work in blue collar jobs in a given

cross-section, 1.4% to 4.9% switch to white collar jobs, and 0.6% to 3.4% decide

not to work. Overall, 4.2% to 26.2% of the workforce adjust their career paths.

Regarding adjustments on education, the dynamic nature of the model allows

me to identify non-trivial heterogeneous responses that have not been identified

before in the literature. Some individuals become more likely to pursue a white

collar career and, since education is more rewarded there, they extend their stay

in school by an average of 3.1–3.2 years.2 Others, however, become more detached

2 As a reference, average years of education among individuals aged 25 to 55 increased by
about 2.5 years between 1967 and 2007. This suggests that the magnitude of the adjustment is
substantial. Nonetheless, this magnitude does not imply that immigration explain the overall
increase in the period, as only a small fraction of the population increased their education.
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from the labor market and, given the lower return to their investment, they drop

out from school earlier, reducing their education by an average of 2.9 years. Which

of the two effects dominates is an empirical question, and crucially depends on

the assumed counterfactual evolution of capital. When capital fully adjusts, the

first channel prevails; the opposite is true if capital does not react to immigration.

Occupation adjustments are also important. As noted above, 1.4% to 4.9% of

native male that would work in a blue collar job in a given cross-section switch to

a white collar job. This is so because individuals specialize in order to differentiate

from immigrants, and they have comparative advantage in white collar jobs.

Finally, the adjustments on participation introduce an additional dimension.

Immigration-induced labor market detachment is not randomly distributed over

the workforce. Least productive individuals are more likely to drop out from

the market as a consequence of immigration. As a result, the comparison of

realized wages in baseline and counterfactual scenarios delivers a biased estimate

of wage effects of immigration, because of the resulting compositional change (a

similar argument to the standard selectivity bias described in Gronau (1974) and

Heckman (1979)). The bias is expected to be more severe at the bottom tail

of the wage distribution. The structure of the model allows me to identify and

correct this bias in a natural way. Potential wages for individuals that decide

not to work can be simulated with the estimated model. This allows me to

compute the effect of immigration on potential wages along the native distribution

comparing the same set of individuals with and without immigration, which avoids

the compositional changes that generate the selectivity bias. The comparison of

wage effects along the distributions of potential and realized wages allows me to

quantify the size of the bias. Results reveal that the bias is only apparent below

the median of the native wage distribution, and it is much larger in the scenario

without capital adjustment. The size of the bias increases towards the bottom

tail. At the 5th percentile, the negative effect of immigration on potential wages of

prime-aged native male is 20% to 46% larger than the estimated effect on realized

wages, depending on the assumption about counterfactual capital, and 235% to

275% larger in the case of female.

This paper contributes to the extensive literature on labor market effects of

immigration. It highlights the importance of relaxing the assumption of fixed

labor supply in models like those in Borjas (2003), Card (2009), Ottaviano and

Peri (2012), or Llull (2017b). As in these papers, the size of average wage effects

depends mostly on the assumption about the counterfactual evolution of capital,

and the effects on relative wages are more important than on average wages.

However, it contributes by showing that estimates differ substantially depending

on whether labor market equilibrium adjustments are accounted for or not. It also
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departs from these papers in three additional dimensions. The first one is that

the production function used here allows for capital-skill complementarity and

skill-biased technical change. Lewis (2011) highlights the importance of capital-

skill complementarity when analyzing the effect of immigration on wages across

local labor markets. Heckman et al. (1998) explore immigration and skill-biased

technical change as competing sources for the increase in wage inequality. In

the present equilibrium framework, it is very important to include them to avoid

biases in the estimation of labor supply responses to immigration. The second one

is that it introduces the occupational dimension, which gives micro-structure to

the imperfect substitution between natives and immigrants discussed in Ottaviano

and Peri (2012) and Manacorda, Manning and Wadsworth (2012) —specialization

was already hinted as a potential source for this imperfect substitution in Peri

and Sparber (2009) and Ottaviano and Peri (2012). In my model, the extent to

which observationally equivalent immigrants and natives are imperfect substitutes

in production is endogenously determined by the different choices they make in

equilibrium. And the third one is that it departs from the classification of skills

in terms of education-experience cells. Dustmann et al. (2013) introduced a more

flexible definition of skills: the position along the native wage distribution. The

measurement of aggregate labor supply in this paper has a similar flavor.

Another strand of the literature estimates the wage effect of immigration com-

paring wages across different local labor markets. In that literature, Card (2001),

Borjas (2006), and more recently Piyapromdee (2015), model spatial equilibrium

responses to immigration in a static framework.3 Card (2001) additionally intro-

duces occupations and participation to determine how natives and immigrants are

competing in the same location. The role of internal migration in these papers is

analogous to the one of human capital and labor supply adjustments here: it is the

mechanism by which wage effects of immigration in some labor markets are arbi-

traged out towards the (initially unaffected) others in equilibrium. Piyapromdee

(2015) simulates the economy with and without equilibrium adjustments, analo-

gously to what I do below, and also finds that the effects on impact are initially

negative, and then they are mitigated by equilibrium adjustments.

A few recent papers use the spatial approach to estimate the effect of immi-

gration on related outcomes like schooling, task specialization, and employment.

Hunt (2016) finds that native children, especially native blacks, increase their

high school completion rates in order to avoid subsequent competition by un-

skilled immigrants in the labor market. Peri and Sparber (2009) provide evidence

3Kennan and Walker (2010, 2011) and Llull and Miller (2016) on the one hand, and Lessem
(2015) on the other pose dynamic models of internal and international migration respectively,
with a focus on the migration decision itself rather than on its impact on receiving markets.
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that native individuals specialize in language intensive occupations as immigrants

have comparative advantage in manual intensive tasks. And Smith (2012) finds

that immigration of low educated workers led to a substantial reduction in em-

ployment, particularly severe for native youth.

The rest of the paper is organized as follows: Section I provides some descriptive

facts about U.S. immigration; Section II presents the labor market equilibrium

structural model with immigration; Section III presents the data and discusses

identification, solution, and estimation of the model; in Section IV, I present

parameter estimates and some exercises that evaluate the goodness of fit of the

model; Section V presents the results from the counterfactual simulations, which

quantify the labor market effects of immigration. And Section VI concludes.

I. Exploring U.S. mass immigration

According to Census data, the U.S. labor force was enlarged by about 26 millions

of working-age immigrants during the last four decades, an increase of almost

0.7 millions per year. This section aims to compare the evolution of the skill

composition of immigrants with that of natives, and to establish some correlations

between immigration, schooling, and occupational choice. These facts serve as a

motivation for the modeling decisions taken in subsequent sections.

Table 1 presents the evolution of the share of immigrants in different subpop-

ulations of the workforce from 1970 to 2008. The share of immigrants among

working-age individuals increased from 5.7% to 16.6%. The skill and occupa-

tional composition also changed substantially. The share of immigrants among

the least educated increased faster than for any other group (6.8% to 33.7%). And

immigrants are increasingly more clustered in blue collar jobs: the share of im-

migrants among blue collar workers increased from 6% to 24% (much more than

the overall increase from 5.7% to 16.6%) and, conditional on education, the share

of immigrants among dropout blue collar workers increased from 7.2% to 55.5%

(compared to the overall increase from 6.8% to 33.7%). In sum, immigrants are

increasingly less educated than natives, and they tend to cluster more in blue

collar jobs, even conditional on education.

Further exploration of these facts —available at Llull (2017a)— show three ad-

ditional conclusions. First, the decrease in the relative education of immigrants

compared to natives is due to their slower increase educational attainment, not to

a decrease in absolute terms. Second, most of it can be explained by the change

in the national origin composition of immigrants. And, third, the increasing clus-

tering in blue collar occupations occurred for all two-digit occupations included

in the group. In particular, the share of immigrants among farm laborers, among

laborers, among service workers, among operatives, and among craftsmen (blue
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Table 1—Share of Immigrants in the Population (%)

1970 1980 1990 2000 2008

A. Working-age population 5.70 7.13 10.27 14.62 16.56

B. By education:
High school dropouts 6.84 9.60 17.93 29.02 33.73
High school graduates 4.32 5.14 7.94 12.04 13.27
Some college 5.14 6.63 7.92 9.96 11.65
College graduates 6.48 8.02 10.60 14.59 16.92

C. In blue collar jobs:
All education levels 6.03 7.83 11.21 17.53 24.07
High school dropouts 7.18 12.18 23.75 41.03 55.45
High school graduates 4.19 4.94 7.57 12.47 17.30
Some college 5.95 6.14 7.26 9.82 14.07
College graduates 9.53 9.52 12.14 17.89 23.82

Note: Figures in each panel indicate respectively the percentage of immigrants in the population
working-age, in the pool of individuals with each educational level, and among blue collar workers.
Sources: Census data (1970-2000) and ACS (2008).

collar) increased more rapidly than among professionals, among managers, among

clerical and kindred, among sales workers, and among farm managers (white col-

lar). This suggests that the blue collar/white collar classification used in the

model below captures reasonably well the differential increase in labor market

competition introduced by the new immigrant inflows.

Borjas (2003, Secs. II-VI) compares immigration and wages in different skill

cells, defined by education and (potential) experience. He considers four education

groups and eight experience categories, defining cells that are then treated as

closed labor markets. As immigration varies across skill groups, he uses this

variation to identify the effect of immigration on wages in regressions that include

different combinations of fixed effects. With this approach, he finds a sizable

negative correlation between immigration and wages. I replicate his results using

1960-2000 Censuses and 2008 ACS in Panel A from Figure 1. The figure shows that

the correlation between the share of immigrants and the average wage of native

males in a cell (net of fixed effects) is negative. In particular, a one percentage

point increase in the share of immigrants is associated with a 0.41 (s.e. 0.044)

percent decrease in average hourly wages.

Given the research question of this paper, it is worthwhile to look at the corre-

lation between immigration and education. Panel B in Figure 1 compares school

enrollment rates and immigrant shares, following an analogous approach to the

one described for wages. In particular, I correlate the share of immigrants in a

particular education group with enrollment rates of individuals aged 16-35 who

exactly achieved that educational level (net of education and time fixed effects).

The intuition behind this exercise is as follows: an individual who has just com-
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Figure 1. The Correlation of Immigration with Wages, School Enrollment, and

Occupational Choice

A. Wages
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B. School Enrollment
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C. Occupation Transitions
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Note: Left: Each point relates average log hourly wage and immigrant share in a given education-
experience-year cell. Immigrant shares and average wages are computed for full time workers (20+ hours
per week, 40+ weeks per year) aged 16 to 65. Both wages and immigrant shares are net of education,
experience, and period fixed effects. The line shows the fitted regression line, with an estimated slope of
-0.405 (0.044). Center: Each point relates the enrollment rate of individuals with a given completed level
of education in a given year and the share of immigrants in that education-year cell. Immigrant shares
and enrollment rates are computed with a sample of individuals aged 16-35. Both enrollment rates and
immigrant shares are net of education and period fixed effects. The fitted regression line has an estimated
slope of 0.458 (0.125). Right: Each point relates the fraction of individuals working in blue collar that
transit to white collar in the next year and the immigrant share in a given education-experience-year
cell. Immigrant shares and transition probabilities are computed with a sample of full time workers
aged 16 to 65. Both transition probabilities and immigrant shares are net of education, experience, and
period fixed effects. The fitted regression line has an estimated slope of 0.153 (0.045). General Notes:
Education: high school dropouts, high school graduates, some college, and college graduates); potential
experience (age minus education): 9 five-year groups; years: 1960, 1970, 1980, 1990, 2000, and 2008.
Sources: Census, ACS, and matched March supplements of CPS.

pleted, say, high school, will decide whether to enroll for one additional year or not

depending on how tough the labor market competition for high school graduates

is. The figure suggests a positive correlation. Specifically, a one percentage point

increase in the share of immigrants in a particular group is associated with a 0.46

(s.e. 0.125) points increase in the enrollment rate at that educational level.

Older natives or those who already left education are less likely to go back to

school to differentiate themselves from immigrants. A more natural mechanism

for them is switching occupations. Panel C in Figure 1 is suggestive of the ex-

tent to which this is observed in the data. In this graph, immigrant shares in

education-experience cells are related to one year blue collar to white collar tran-

sition probabilities in an analogous way to Panel A. The fitted regression suggests

that a percentage point increase in the share of immigrants in a cell is associated

with a 0.15 (s.e. 0.045) percentage points increase in the one year blue collar to

white collar transition probability. This effect is sizable, as it suggests that the

increase in immigration of the last decades would explain more than a 10% of the
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observed increase in blue collar to white collar transitions. The result is indicative

of the importance of taking occupational choice into account in the analysis.

The correlations presented in Panels B and C from Figure 1 are suggestive of

labor market adjustments to immigration in terms of human capital and labor sup-

ply. Career paths and human capital investments are forward-looking decisions

that are difficult to assess through reduced form approaches. For this reason, the

model below describes the behavior of forward-looking agents making such deci-

sions, within an equilibrium framework that links immigration and labor supply

decisions of natives and previous immigrants through changes in relative wages.

II. A labor market equilibrium model with immigration

In this section, I present a labor market equilibrium model with immigration.

The model, estimated with U.S. data, is used to quantify the effect of the last four

decades of immigration on wages, accounting for human capital and labor supply

adjustments by natives and previous generations of immigrants. This approach

departs from the literature in that it models the labor supply and human capital

decisions explicitly, instead of assuming that labor supply is fixed. It also takes

into account skill-biased technical change (considered as an alternative hypothesis

for the increase in wage dispersion in the U.S. in recent decades).

A. Career decisions and the labor supply

Native individuals enter in the model at age a = 16, and immigrants do so upon

arrival in the United States. Both natives and immigrants make yearly decisions

until the age of 65 when they die with certainty.4 Each year, they choose among

four mutually exclusive alternatives to maximize their lifetime expected utility.

The alternatives are: to work in a blue collar job, da = B; or in a white collar

job, da = W ; to attend school, da = S; or to stay at home, da = H.

The decision to migrate to the U.S. is specified outside of the model. Identifying

individual migration decisions requires observing immigrants in their home coun-

try and in the U.S., and additional micro data on stayers in all countries of origin.

There are no data sets that I am aware of that contain all this information. And,

even if there were, the extension of the model in this direction would be com-

putationally unfeasible (see Kennan and Walker, 2011; Llull and Miller, 2016).

However, in estimation I allow the total inflow of immigrants and the distribution

of characteristics with which they enter into the United States to endogenously

adjust to U.S. aggregate conditions (aggregate productivity shocks, wage rates,

4 I abstract from outmigration in this paper. Lessem (2015) shows the importance of cir-
cular and return migration in the case of Mexican immigrants. Lubotsky (2007) discusses the
implications of selective outmigration in estimating wage profiles for immigrants.
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labor supply, and so on).5 This is so because no orthogonality condition is placed

between aggregate quantities and the aggregate shock, as discussed below.

There are L types of individuals that differ in skill endowments and preferences.

These types are defined based on national origin and gender. I assume L = 8

(male and female for four regions of origin: the United States, Western countries,

Latin America, and Asia/Africa). National origin is important for three reasons.

First, as noted in Section I, the evolution of the national origin composition of

immigration can explain most of the evolution in the educational level of immi-

grants over the last decades. Second, there are important differences in wages,

distribution of occupations, and labor market participation among immigrants

coming from these different origins. And, third, these regions differ substantially

in the incidence of illegal migration to the United States.

Individual types are, hence, based on observable characteristics. Introducing

permanent or persistent unobserved heterogeneity is unfeasible for two reasons.

The first one is computational tractability. The second is identification. In par-

ticular, since the decision to migrate would be endogenous to these unobservables

(Borjas, 1987), identification of their distribution would require modeling individ-

ual migration decisions, which is not feasible as discussed above.

At every point in time t, an individual i of type l and age a solves the following

dynamic programming problem:

Va,t,l(Ωa,t) = max
da

Ua,l(Ωa,t, da) + β E [Va+1,t+1,l(Ωa+1,t+1) | Ωa,t, da, l] , (1)

where E[.] indicates expectation, β is the subjective discount factor, and Ωa is the

state vector.6 The list of variables included in Ωa, as well as the way in which

individuals form expectations about future Ω is discussed in Section II.C. The

terminal value is V65+1,t,l = 0 ∀l, t. The instantaneous utility function is choice-

specific, Ua,l(Ωa,t, da = j) ≡ U j
a,t,l for j = B,W, S,H. Workers have a linear utility.

They are not allowed to save and, hence, they are not able to smooth consumption.

Working utilities are given by:

U j
a,t,l = wja,t,l + δBWg 1{da−1 = H} j = B,W, (2)

where wja,t,l are individual wages in occupation j = B,W , 1{A} is an indicator

function that takes the value of one if condition A is satisfied and zero otherwise,

and δBWg is a gender-specific labor market reentry cost that workers pay to get a

5 Llull (2017b) finds that endogeneity of immigration across skill groups is a major concern.
Yet, most papers in the literature (looking at wage effects at the national level using variation
across skill cells) assume that immigration is exogenous (e.g. Borjas, 2003).

6 For notational simplicity, I omit the individual subindex i, which should be present in all
individual-specific variables throughout the paper.

11



job if they were not working (and not in school) in the previous period.7

Workers are paid their marginal product. A base rate rjt is determined in equilib-

rium, as discussed below. Individual wages are scaled by the relative productivity

of the individual, through a factor sja,l that depends on individual characteristics

and independent and identically distributed idiosyncratic shocks. Hence, wages

wjt,a,l ≡ rjt × s
j
a,l are defined by a fairly standard Mincer equation (Mincer, 1974):

wja,t,l = rjt exp{ωj0,l+ω
j
1,isEa+ω

j
2XBa+ω

j
3X

2
Ba+ω

j
4XWa+ω

j
5X

2
Wa+ω

j
6XFa+ε

j
a}, (3)

where: (
εBa

εWa

)
∼ i.i.N

([
0

0

]
,

[
σ2
Bg ρBWσBgσWg

ρBWσBgσWg σ2
Wg

])
.

The exponential part of Equation (3) defines an expression for sja,l (individual skill

units), as a function of individual type l, education E (with is = nat, immig), blue

collar and white collar domestic experience in the country XB and XW , potential

experience abroad XF (age at entry minus education), and a random shock, εj,

with gender-specific variance σ2
jg and (gender-invariant) correlation across occupa-

tions ρBW . Idiosyncratic shocks are assumed to be independently and identically

distributed across individuals, and uncorrelated with individual and aggregate

characteristics. When working in occupation j, individuals accumulate one addi-

tional year of occupation j-specific experience, Xja+1 = Xja + 1{da = j}, which

has a return in the future.

Wages have been modeled extensively in the literature using Mincer equations

(see Heckman, Lochner and Todd (2006) for a review). These have been proved to

fit life-cycle earnings profiles reasonably well. The Mincer equation approximates

the framework of human capital accumulation on the job in Ben-Porath (1967).

As noted by Heckman et al. (2006, p. 317), the Mincer equation is consistent with

a linearly declining rate of investment on-the-job, which implies that the log-wage

is a quadratic function of experience. Formal education is introduced in the model

as a special case in which all available time is devoted to skill accumulation. For

this reason, education enters linearly in (the log of) Equation (3). Equation (3)

also accounts for different rates of human capital accumulation in the different

occupations, introducing separate returns to the experience obtained in each.

Observationally equivalent natives and immigrants supply different amounts of

skills for several reasons. First, they have different intercepts ωj0,l, which capture

non-fully-portable region-specific skills (e.g. language and culture), and also re-

gional differences in other dimensions, like the prevalence of illegal immigration.

7 I assume that transitions from school to work are costless. New immigrants pay the reentry
cost in all cases except if enrolled in school in the home country in the previous period. These
assumptions appear to be the most parsimonious way to fit the relevant transitions in the data.
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Second, their returns to education, ωj1,is, may differ, because immigrants may un-

dertake (at least a part of) their education abroad. As schooling abroad is not

necessarily oriented towards the U.S. labor market, foreign education could map

into lower wages compared to the education obtained in the United States (e.g.

learning Chinese calligraphy vs English grammar).8 And third, while abroad,

immigrants accumulate foreign instead of domestic experience, which potentially

have different returns.

These differences generate a good fit of choices and wages of immigrants in the

data, which is important to correctly quantify the magnitude of the immigration

shock. Moreover, it is also important because they generate two important regu-

larities established in the literature. The first one is downgrading of immigrants

upon arrival in the United States. Dustmann et al. (2013) define downgrading

as the situation in which the position occupied by immigrants along the native

wage distribution is below the one they would occupy based on observables. The

second regularity is immigrant assimilation. LaLonde and Topel (1992) define

assimilation as the process whereby, between two observationally equivalent im-

migrants, the one with greater time in the U.S. earns more. According to this

definition, immigrants assimilate as they accumulate some skills in the U.S. that

they would not have accumulated in their home country (Borjas, 1999), which

in the model is generated by a different (larger) return to domestic compared to

foreign experience.9

Individuals who decide to attend school face a monetary cost, which is different

for undergraduate (τ1), and graduate students (τ1 + τ2). Additionally, they get a

non-pecuniary utility with a permanent component δS0,l, a disutility of going back

to school if they were not in school in previous period δS1,g, and an i.i.d. transitory

shock εSa , normally distributed with gender-specific variance σ2
Sg:

US
a,l = δS0,l − δS1,g1{da−1 6= S} − τ11{Ea ≥ 12} − τ21{Ea ≥ 16}+ εSa . (4)

As a counterpart, they increase their education, Ea+1 = Ea + 1{da = S}, which

provides a return in the future.

Finally, individuals remaining at home enjoy non-pecuniary utility given by:

UH
a,t,l = δH0,l + δH1,gna + δH2,gt+ εHa . (5)

8 Ideally, I would allow the return to the education obtained in the U.S. and abroad to differ.
However, the country in which individuals undertake their education is not observable in the
data. Therefore, I assume that the return to all education is different for natives and immigrants.
Likewise, returns to experience are not allowed to vary by national origin or immigrant status
because of other data limitations highlighted in Section III.

9 In line with this, Eckstein and Weiss (2004), using data for Israel, find that foreign ex-
perience is almost unvalued upon arrival, and that conditional convergence takes place as the
immigrant keeps accumulating local experience.
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In this case, on top of its permanent and transitory components δH0,l and εHa (nor-

mally distributed with gender-specific variance σ2
Hg), the utility is increased by

a gender-specific amount δH1,g for each preschool children living at home, na.
10

Finally, the home utility includes gender-specific trend δH2,gt. The linear utility

assumption implies no income effect in the labor force participation decision, and,

hence, participation is driven only by the substitution effect. In a framework with

growing wages, everyone would eventually work in the long run. A linear trend in

the home utility is a reduced form way of avoiding this problem.

To sum up, the main trade-offs that define the labor supply problem are as

follows. Individuals decide whether to enjoy home utility, invest in education,

or work in one of the two available occupations. Even though one can enjoy it

(δS0,l + εSa can be positive), attending school typically entails a contemporaneous

cost. In return, education provides higher wages in the future. Since returns differ

across occupations, the education decision is an important determinant of future

career path, and the expected future path will also influence the decision to obtain

education. When working, individuals are paid a wage, and they accumulate work

experience, which maps into future wages. Forward-looking individuals could

be interested in an occupation that pays a lower contemporaneous wage if the

experience provides a high enough return in the future. Occupation decisions,

hence, affect and are affected by future career prospects. Finally, the wage rate rjt
is an equilibrium outcome. It channels the effect of immigration towards native

choices and wages. If immigrants have comparative advantage in blue collar jobs,

immigration may put negative pressure on the blue collar rate, which generates

incentives for natives to switch to white collar careers. Likewise, it may also

reduce general wage levels, which can make the home option more attractive.

B. Aggregate production function and the demand for labor

The economy is represented by an aggregate firm that produces a single output,

Yt, combining labor (blue collar and white collar aggregate skill units, SBt and SWt)

and capital (structures and equipment, KSt and KEt) using a Constant Elasticity

of Substitution (CES) technology described by the following production function:

Yt = ztK
λ
St{αS

ρ
Bt + (1− α)[θSγWt + (1− θ)Kγ

Et]
ρ/γ}(1−λ)/ρ. (6)

Equation (6) is a Cobb-Douglas combination of structures and a composite of

labor and equipment capital. This composite is a CES aggregate of blue collar

10 The variable na is assumed to take one of the following values: 0, 1 or 2 (the latter for 2 or
more children). Fertility is exogenous to individual shocks. The transition probability matrix
for the number of children is taken from the data, it is potentially correlated with aggregate
shocks, and it depends on gender, education, age and cohort.
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labor and another CES aggregate, which combines equipment capital and white

collar labor. Parameters α, θ, and λ are connected to the factor shares, and ρ and

γ are related to the elasticities of substitution between the different inputs. The

elasticity of substitution between equipment capital and white collar labor is given

by 1/(1−γ), and the elasticity of substitution between equipment capital or white

collar labor and blue collar labor is 1/(1 − ρ). Neutral technological progress is

provided by the aggregate productivity shock zt, whose evolution is described by:

ln zt+1 − ln zt = φ0 + φ1(ln zt − ln zt−1) + εzt+1, εzt+1 ∼ N (0, σ2
z). (7)

This process allows for a linear trend in levels, with slope φ0, and business cy-

cle fluctuations around it. The aggregate shock is assumed to be independent of

idiosyncratic shocks, but it is allowed to be correlated with aggregate supplies

of capital and labor (including immigrant inflows and the distribution of char-

acteristics with which immigrants enter into the U.S.). Skill units are supplied

by workers according to the exponential part of Equation (3). Even though, as

noted above, I abstract from explicitly modeling individual migration decisions,

in estimation I assume that immigrant inflows (and its distribution of skills) are

determined endogenously following a known process (independent of idiosyncratic

shocks but endogenous to aggregate fluctuations). Likewise, I also abstract from

modeling individual savings decisions, and I proceed analogously with the aggre-

gate capital supply.11 In the counterfactual experiments I simulate alternative

scenarios with different assumptions about these processes, as discussed below.

Equation (6) is somewhat different from the three-level nested CES proposed

by Card and Lemieux (2001) and popularized in the immigration literature by

Borjas (2003).12 In particular, it differs in three aspects: (i) it allows for capital-

skill complementarity and skill-biased technical change, (ii) it takes occupations

into account and (iii) instead of classifying individuals in skill cells based on ed-

ucational level and age, it defines skills in a flexible way, accounting for observed

and unobserved heterogeneity, in a similar spirit as in Dustmann et al. (2013).

Capital-skill complementarity is important to account for skill-biased technical

change. Krusell et al. (2000) show that, technical change reduced the relative

11 These known processes are irrelevant for estimation because: (i) observed immigrant inflows
and capital stocks are assumed to reflect equilibrium values; (ii) as discussed in Section III.A,
identification is achieved from individual wages and choices, which avoids imposing orthogonal-
ity conditions between the aggregate productivity shock zt and capital stocks or immigration
processes; and (iii) the approximation to rational expectations described in Section II.C does
not require solving the model for counterfactual values of capital.

12 Borjas (2003) specifies a production function that is a Cobb-Douglas combination of capital
and a labor aggregate; this labor aggregate is a CES combination of labor in four education cells,
each being defined a CES aggregate of workers over eight experience cells. Ottaviano and Peri
(2012) experiment with alternative nesting structures, and also define a CES combination of
native and immigrant workers within each skill cell.
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price of equipment capital dramatically starting in early 1970s. Using a produc-

tion function that resembles the one in Equation (6), they find that this technical

change is skill-biased because ρ > γ (meaning that equipment capital is more com-

plementary to skilled labor than to unskilled labor). In particular, the increasing

speed of accumulation of equipment capital increases the demand for white collar

workers. These authors find that this mechanism alone can explain most of the

variation in the skill premium over the subsequent decades. In an equilibrium

framework, not accounting for the increase in the demand of white collar workers

induced by the accumulation of equipment capital would lead to an overestimation

of the reaction of natives to the inflow of immigrant blue collar workers.

Allowing for different occupations in the production function is also important.

Natives and immigrants may be imperfect substitutes in production because their

different skills may lead them to different choices of occupations (Ottaviano and

Peri, 2012, p. 175).13 The evidence provided by Ottaviano and Peri (2012) sug-

gests that it is important to account for this imperfect substitution. In the present

paper, occupational choice endogenizes the extent to which this imperfect substi-

tution between natives and immigrants shows in the data. Additionally, occupa-

tion specialization is an important adjustment mechanism employed by natives to

react to the labor market competition induced by immigrants (Peri and Sparber,

2009). Finally, occupational switching is also an important determinant of the

increase in wage inequality (Kambourov and Manovskii, 2009).14

Finally, Dustmann et al. (2013) discuss the importance of defining skill groups

in a flexible way, departing from the skill-cell approach in Borjas (2003) and

Ottaviano and Peri (2012). In particular these authors note that immigrants

downgrade upon entry into the destination country. As a result, they do not

compete with the natives that share the same observable skills, but, instead, with

those that work in the same jobs. Skill units, defined in Equation (3), determine,

together with occupation, a more accurate measurement of labor market compe-

tition. They also generate further wage heterogeneity, which allows to quantify

heterogeneous effects along the native wage distribution. And, importantly, de-

spite all the extra flexibility, this approach is more parsimonious.

13 In a partial equilibrium framework, introducing occupations may be misleading as the
supplies in each occupation are clearly endogenous objects. In the spatial approach, Card
(2001) did so using an instrumental variables approach. Finding an instrument in the skill-cell
approach seems more difficult.

14 In my model, I only allow for two occupations: blue collar and white collar. Adding extra
occupations is very costly. Each additional occupation implies an extra choice, an additional
experience variable in the state space, more than 20 additional parameters to estimate, and an
additional skill price to solve in equilibrium. As noted in Section I, the share of immigrants in
all two-digit occupations included in the blue collar group increased by more than the share of
immigrants in any of the two-digit occupations included in the white collar group. Thus, this
classification seems enough to capture the differential supply shift generated by immigration.
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C. Expectations

In order to make their decisions, individuals need to forecast the future path of

the state variables, including future skill prices. The state vector at year t, Ωa,t,

includes the following state variables: age, education, blue collar and white collar

effective work experience, foreign potential experience, previous year decision,

calendar year, number of children, idiosyncratic shocks, current skill prices, and

the necessary information to forecast future skill prices. The first eight evolve

deterministically given choices. Thus, workers only face uncertainty about future

skill prices, number of children, and idiosyncratic shocks.

Let F (na+1, εa+1, r
B
t , r

W
t |Ωa,t) denote the distribution of these variables in the

next period conditional on the current state, with εa ≡ (εBa , ε
W
a , ε

S
a , ε

H
a )′. I assume:

F (na+1, εa+1, r
B
t , r

W
t |Ωa,t) = F ε(εa+1)F n(na+1|na, Ea, a, t)F r(rBt , r

W
t |Ωa,t). (8)

Equation (8) implies that the processes for the idiosyncratic shock, number of

children, and skill prices are independent. As noted above, F ε(.) is a multivariate

normal with gender-specific parameters Σg ≡ (σBg, σWg, σSg, σHg, ρBW )′, indepen-

dent of individual-specific and aggregate variables. The assumption of indepen-

dence with respect to aggregate supplies of skills and skill prices is consistent with

assuming that individuals are atomistic (Altuğ and Miller, 1998). The fertility

process F n(.) is conditional on education, age, calendar year, and current number

of children, and it is independent of any other state variable, including current

and future idiosyncratic and aggregate shocks (conditional on calendar year).

Forecasting skill prices is more complicated. Future skill prices depend on fu-

ture aggregate supplies of labor and capital, and on the aggregate productivity

shock. The process for the aggregate shock is described by Equation (7). Fu-

ture capital stocks in equilibrium depend on the future aggregate shock and labor

supplies, and on the (unspecified) capital supply process. Future labor supply

depends on future aggregate shock, capital stocks, and cohort sizes (including the

future stock of immigrants), and on the future distribution of individual-specific

state variables in the economy (Krusell and Smith, 1998). Under rational ex-

pectations, F r(.) should be such that individuals make the best possible forecast

conditional on the available information in period t. Thus, to specify F r(.), one

should specify a process for all the above, including the endogenous responses

of immigration and capital stocks to the aggregate shock and to labor supply,

and, importantly, the entire distribution of individual state variables in the econ-

omy. This is unfeasible. Alternatively, to make the problem tractable, I follow

an approach that combines the approximation algorithm in Krusell and Smith

(1998) and the framework in Altuğ and Miller (1998), in the same spirit as Lee
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and Wolpin (2006, 2010). Specifically, I approximate future skill prices by the

following autoregressive process:

∆ ln rjt+1 = ηj0 + ηj∆ ln rjt + ηjz∆ ln zt+1. (9)

This rule is a good approximation to rational expectations if the parameter vector

η ≡ (ηB0 , ηB, η
B
z , η

W
0 , ηW , η

W
z )′ is such that Equation (9) provides a good fit to

the process for skill prices. As shown in Section IV, this seems to be the case:

conditional on zt+1, the process explains 99.9% of the variation in skill prices.

Providing an almost perfect fit, however, does not mean that individuals perfectly

foresee future skill prices, because zit+1 is not observable at time t.

Equation (9) is a reduced form of the model structure that individuals use to

predict future skill prices. Thus, the vector η is not really a vector of parameters,

but, instead, an implicit function of the fundamental parameters of the model,

and, hence, part of the solution. The fact that Equation (9) provides an extremely

good fit of the process for skill prices indicates that current skill prices and es-

pecially the evolution of the aggregate shock are (almost) sufficient statistics to

predict future skill prices for a given η.15 This is reasonable given that all aggre-

gate processes are assumed to endogenously react to the aggregate productivity

shock. For example, expectations about future immigration and its effect future

wages are determined by expectations about the evolution of the aggregate shock

(which determines future levels of immigration directly and indirectly through

equilibrium adjustments), and its mapping into future wages (which includes wage

effects of immigration). If a positive aggregate productivity shock is expected to

lead an increase unskilled immigration, ηBz could be relatively small compared to

ηWz (if unskilled immigration drives blue collar relative wages down). Likewise,

an unconditional expectation of low skilled immigration in the future could imply

that ηB0 is relatively small compared to ηW0 (again, if unskilled immigration puts

downward pressure to blue collar wages).

D. Equilibrium

The market structure of this economy is as follows. Supplies of capital and

immigrants are given by processes determined outside of the model that endoge-

nously react to aggregate conditions in the economy, but that are independent of

individual unobservable characteristics.16 The aggregate supply of skill units in

15 A counterfactual evolution of state variables would determine a different vector η.
16 An assumption that would be consistent with this framework is that workers and capitalists

are different groups of individuals, so that workers are not allowed to save, but their decisions
affect interest rates through aggregate labor supply, and capitalists are not allowed to work, but
their decisions affect wages through aggregate capital supply. For immigration, this assumption
requires that unobserved idiosyncratic shocks are not persistent, as noted in Section II.A.
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occupation j = B,W is given by:

Sjt =
65∑

a=16

Na,t∑
i=1

sja,i1{da,i = j}, (10)

where Na,t is the cohort size. The aggregate demands are derived from the aggre-

gate firm’s profit maximization, which equalizes marginal returns to rental prices.

In particular, labor demands are given by:

rBt = (1− λ)α

(
SBt

KBWt

)ρ
Yt
SBt

, (11)

for blue collar skill units, where KBWt ≡ {αSρBt+(1−α)[θSγWt+(1−θ)Kγ
Et]

ρ/γ}1/ρ

is the CES aggregate labor and equipment capital in Equation (6) and:

rWt = (1− λ)(1− α)θ

(
KWt

KBWt

)ρ(
SWt

KWt

)γ
Yt
SWt

, (12)

for white collar skill units, where KWt ≡ [θSγWt + (1− θ)Kγ
Et]

1/γ is the equipment

capital-white collar labor CES aggregate. Demands of structures and equipment

capital are given by analogous expressions. The equilibrium is given by market

clearing conditions. Equilibrium prices rBt , rWt , rSt and rEt (the last two are the

rental prices of structures and equipment capital respectively) are such that supply

and demand of immigration, of skill units in the United States, and of capital are

equalized. Empirically, baseline levels of immigration and capital in equilibrium

are observed in the data. In counterfactuals, immigration levels are implied by

the design of the policy experiment, and different scenarios for capital supply

adjustment are simulated, as noted in Section V. Baseline and counterfactual

labor supplies are obtained by solving the equilibrium.

Given equations (11) and (12) we can write the (log of the) relative white collar

to blue collar skill price as:

ln
rWt
rBt

= ln
(1− α)θ

α
+ (ρ− 1) ln

SWt

SBt
+ (ρ− γ) ln

KWt

SWt

. (13)

Equation (13) can be interpreted as a reformulation of Tinbergen’s race between

technology and the supply of skills (Tinbergen, 1975).17 The second term of this

equation is the negative contribution of the relative supply of skills (if ρ < 1)

and the last term captures the biased technical change through the increase in

the speed of accumulation of equipment capital (whenever ρ > γ). Immigration

17 Tinbergen (1975) suggests that the overall change in the gap between skilled and unskilled
wages is driven by two contrasting forces: the relative increase in the supply of skills, which
tends to close the gap, and a skill-biased technical change, which opens it. Acemoglu (2002),
and Acemoglu and Autor (2011) survey the literature that tests this hypothesis.
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changes the relative supplies of skills. Not allowing for capital-skill complemen-

tarity (imposing γ = ρ) would put all the burden of the increase in the relative

wages observed in the last decades to the change in relative labor supplies. Since

immigration pushed SWt/SBt steadily down over the last decades coinciding with a

period of important skilled-biased technical change, wrongly imposing γ = ρ would

induce a negative bias in the estimation of (ρ − 1), leading an over-prediction of

the effect of immigration on relative wages.

III. Identification, data, and estimation

This section gives an overview of the main identification arguments, describes

the most important features of data construction, and introduces a sketch of the

algorithm used for the solution and estimation of the model. A more thorough dis-

cussion of model identification is presented in Appendix A. Additionally, detailed

descriptions of the solution/estimation algorithm, and of variable definitions and

sample selection are available in the Online Supplement (Llull, 2017a).

A. Identification

The following discussion builds on previous work by Hotz and Miller (1993),

Altuğ and Miller (1998), Magnac and Thesmar (2002), Arcidiacono and Miller

(2011, 2015), and Kristensen, Nesheim and de Paula (2015). The main assumption

exploited for identification is that the idiosyncratic shocks are independent of

all other state variables. Identification also relies on the additional assumption

that conditional choice probabilities (CCPs) are identified nonparametrically from

observed decisions in the data. The latter is not trivial in practice, because the

aggregate shock and the skill prices, which are not observable, are state variables,

and because only partitions of the state vector are included in each of the datasets

used in estimation. To simplify the argument, I assume hereinafter that CCPs

are identified (identification of the CCPs is discussed in Appendix A).

The wage equations are identified following standard arguments in the self-

selection literature (Heckman, 1974, 1979). In particular, we can use a control

function approach that corrects for the bias induced by the fact that the distur-

bance is not zero-mean conditional on da = j. This control function is a mapping

on the CCPs (Heckman and Robb, 1986; Hotz and Miller, 1993). Given the para-

metric assumption for the distribution of εa, this mapping is known. But even if it

was not, it would be nonparametrically identified since the model provides exclu-

sion restrictions, like the fact that the number of children affects participation but

not wages (Ahn and Powell, 1993; Das, Newey and Vella, 2003). Aggregate skill

prices, which are not observable, are identified as the coefficients of calendar time

dummies. This requires a normalization of one of the intercepts, wj0,l for some l, in
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each wage equation; I normalize native-male intercepts in both equations to zero.

Identification of skill prices leads to identification of the production function

parameters and the aggregate shock. Individual skill units are identified as sja,i =

exp{lnwja,t,l−ln rjt}, and aggregate skill units are identified integrating sja,i over the

sample of individuals working in occupation j. Using data on output Yt and cap-

ital KEt and KSt, the production function parameters are identified from the first

order conditions of the firm’s problem —if at least three periods are available—

without imposing any additional orthogonality condition (see Appendix A). Given

them, aggregate shocks {zt}Tt=t0 are identified as residuals in Equation (6), and

the AR(1) coefficients for the shock process (φ0 and φ1 in Equation (7)) are iden-

tified as regression coefficients. Likewise, combining {zt}Tt=t0 and {rBt , rWt }Tt=t0 , the

equilibrium value of η is identified from Equation (9).

The identification of the remaining parameters of the model follows standard

arguments in the literature. I fix the discount factor β, which is proved to be

identified only through the functional form assumptions of the model (Magnac

and Thesmar, 2002). The parameters that remain to be identified are δBWg , δS0,l,

δS1,g, τ1, τ2, σSg, δ
H
0,l, δ

H
1,g, δ

H
2,g, and σHg. Proposition 1 in Hotz and Miller (1993)

establishes that the mapping between value functions and CCPs can be inverted so

that we can express continuation values as a function of the CCPs. Kristensen et

al. (2015) prove that this result still holds in the case in which utility functions do

not satisfy additive separability, as it is the case here. Identification of the dynamic

model is thus provided by observed choices and CCPs for future periods. Even

though the discrete choices are made based on the difference between the utility

obtained from each alternative and the one obtained from a base alternative,

there is no need for further normalizations. The reason is that δBWg is common for

blue collar and white collar alternatives, and that the parameters from the wage

equation, including variance-covariance parameters, have already been identified

above, which is ultimately the result of observing wages.

Three remarks about identification are worth highlighting. First, the parame-

ters of the production function are identified from the variation in the micro data

on wages and choices. This permits identification without imposing orthogonality

conditions between aggregate variables and the aggregate shock, allowing capital

stocks and immigration to be endogenous to aggregate fluctuations.18,19 If spec-

18 Nonlinear least squares estimation of the production function (or of the labor demand equa-
tions) would impose orthogonality conditions between the residual (aggregate shock) and the
observed supplies of capital and labor, which would be violated if immigration or capital stocks
are endogenous. Instead, identifying the production function parameters from individual wages
and choices as I do here avoids this problem and allows me to recover consistent estimates.

19 An additional advantage of this approach is that it avoids the incidental parameters problem
in the estimation of the production function when the total number of calendar years T is fixed.
Yet, this problem is still present in the estimation of the parameters of the expectation rules

21



ified, the endogenous processes for the supply of immigrants and capital would

predict equilibrium quantities as a function of the aggregate shock. Observed

capital and immigrant stocks are assumed to be realizations of these equilibrium

outcomes in the baseline economy, and thus, they are sufficient statistics for the

processes that generated them. As a result, identification is achieved without spec-

ifying these processes. However, observed values of the same aggregates are no

longer equilibrium values in counterfactual scenarios. Thus, counterfactual simu-

lations require additional assumptions about these processes as discussed below.

Second, permanent (or even persistent) unobserved heterogeneity cannot be

identified in this model because immigrants are not observed in their home coun-

tries prior to migration. As discussed in Aguirregabiria and Mira (2010, p. 55), in

the model with unobserved heterogeneity, the initial condition would potentially

be endogenous because it would not be independent of the individual’s unobserv-

able. More specifically, there would be a self-selection of who migrates and when

based on these unobservables (Borjas, 1987). In order to recover the parameters

of such model one would need to specify migration decisions which, as discussed

above, is not feasible. Alternatively, one could try to identify the distribution of

types for each possible value of observables at entry, which include education, age,

and region of origin. However, that would increase the computational burden and

the parameter space so much that it would also be unfeasible.

And, third, education decisions (and individual decisions in general) are iden-

tified in the model through the exclusion restrictions, the observation of wages

conditional on education, and the conditional choice probabilities, which embed

individuals’ expectations about future returns to education. Identification relies

on the assumption that the current level of education is uncorrelated with the

idiosyncratic shock. It also depends on expectations about future equilibrium

wages, which are approximated by the rule presented above and identified with

quite unrestrictive assumptions. As it is shown below, the model is able to repli-

cate the observed evolution of individual choices, distribution of state variables,

one-year transitions, wage profiles, and returns to education, which is reassuring.

B. Model solution and estimation

For estimation, it is convenient to differentiate two types of parameters: expecta-

tion parameters, Θ2, which include the forecasting rule described in Equation (9),

and the process for the aggregate shock in Equation (7), and the fundamental pa-

rameters of the model, Θ1, which include the remaining parameters. Parameters

and the aggregate shock process: they remain an estimation problem even if N tends to infinite.
An analogous situation occurs in Lee and Wolpin (2006, 2010). Altuğ and Miller (1998) avoid
this problem by using the Euler condition for consumption and information on assets.
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Θ2 are part of the solution of the model, and hence can be expressed as Θ2(Θ1).20

Parameters Θ1 are estimated by Simulated Minimum Distance (SMD). The SMD

estimator minimizes the distance between a set of statistics obtained from micro-

data, listed in Section III.C, and their counterparts predicted by the model. The

expectation parameters Θ2(Θ1) are obtained as a fixed point in an algorithm that

obtains equilibrium skill prices and aggregate shocks simulating the behavior of

individuals who form their expectations using a guess of Θ2, and updates guess

fitting Equations (7) and (9) to the simulated data. Thus, the estimation process

requires a nested algorithm that estimates Θ1, and solves for Θ2 given Θ1.

Lee and Wolpin (2006, 2010) describe a nested algorithm with an inner proce-

dure that finds the fixed point in Θ2 for every guess of Θ1, and an outer loop that

finds Θ1 using a polytope minimization algorithm. The main problem with this

procedure is that it requires solving the fixed point problem in every evaluation

of Θ1, and this increases the computational burden significantly.21 Alternatively,

I propose an algorithm that avoids this problem by swapping the two procedures,

in the spirit of Aguirregabiria and Mira (2002). In particular, Θ1 is estimated

for every guess of Θ2, which is updated at a lower frequency. In other words, I

estimate Θ1(Θ2) for every guess of Θ2. This algorithm is described in detail in

the Online Supplement (Llull, 2017a).

C. Data

To estimate the model I fit 27,636 statistics computed with micro-data from

1967 to 2007 obtained from the March Supplement of the Current Population

Survey (CPS), and the two cohorts of the National Longitudinal Survey of Youth

(NLSY79 and NLSY97). These statistics, listed in Table 2, include information

on choice probabilities, one-year transitions, distributions of education and expe-

rience, and mean, log-first difference, and variance of wages, all this conditional on

observable characteristics. Additionally, aggregate data on output and the stocks

of structures and equipment capital from the Bureau of Economic Analysis, and

on cohort sizes (by gender and immigrant status), distribution of entry age for

immigrants, distribution of initial schooling (at age 16 for natives and at entry for

immigrants), and distribution of immigrants by region of birth from the Census

are used in the solution and estimation. The transition probability process for

fertility (number of preschool children) is directly estimated from observed tran-

20 Parameters from the aggregate shock process are fundamental parameters, but since the
aggregate shock is estimated as a residual, which requires recovering equilibrium supplies of skills,
they are obtained from the solution of the model, and are treated as expectation parameters.

21 This problem is exacerbated in parallelized minimization routines (like the algorithm by
Lee and Wiswall (2007), used here). In particular, if one of the threads takes more iterations to
find the fixed point Θ2(Θ1), the other threads remain idle waiting for it to converge.
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Table 2—Data

Group of statistics Source Number of statistics

TOTAL 27,636

Proportion of individuals choosing each alternative.. 5,074
By year, sex, and 5-year age group CPS 41× 2× 10× (4− 1) 2,460
By year, sex, and educational level CPS 41× 2× 4× (4− 1) 984
By year, sex, and preschool children CPS 41× 2× 3× (4− 1) 738
By year, sex, and region of origin CPS 15× 2× 4× (4− 1) 360
Immigr., by year, sex, and foreign potential exp. CPS 15× 2× 5× (4− 1) 450
By sex and experience in each occupation NLSY 2× (5× 5 + 4× 4)× (2− 1) 82

Wages: 6,044
Mean log hourly real wage... 3,000

By year, sex, 5-year age group, and occupation CPS 41× 2× 10× 2 1,640
By year, sex, educational level, and occupation CPS 41× 2× 4× 2 656
By year, sex, region of origin, and occupation CPS 15× 2× 4× 2 240
Immigrants, by year, sex, fpx, and occupation CPS 15× 2× 5× 2 300
By sex, experience in each occupation, and occ. NLSY 2× (5× 5 + 4× 4)× 2 164

Mean 1-year growth rates in log hourly real wage... 2,148
By year, sex, previous, and current occupation CPS§ 35× 2× 2× 2 280
By year, sex, 5-year age group, and current occ. CPS§ 35× 2× 10× 2 1,400
By year, sex, region of origin, and current occ. CPS§ 13× 2× 4× 2 208
Immigr., by year, sex, years in the U.S., and occ. CPS§ 13× 2× 5× 2 260

Variance in the log hourly real wages... 896
By year, sex, educational level, and occupation CPS 41× 2× 4× 2 656
By year, sex, region of origin, and occupation CPS 15× 2× 4× 2 240

Career transitions... 12,138
By year and sex CPS§ 35× 2× 4× (4− 1) 840
By year, sex, and age CPS§ 35× 2× 10× 4× (4− 1) 8,400
By year, sex, and region of origin CPS§ 13× 2× 4× 4× (4− 1) 1,248
New entrants taking each choice by year and sex CPS 15× 2× (4− 1) 90
Immigrants, by year, sex, and years in the U.S. CPS§ 13× 2× 5× 4× (4− 1) 1,560

Distribution of highest grade completed... 4,260
By year, sex, and 5-year age group CPS 41× 2× 10× (4− 1) 2,460
By year, sex, 5-year age group, and immigr./native CPS 15× 2× 10× 2× (4− 1) 1,800

Distribution of experience... 120
Blue collar, by sex NLSY 2× (13 + 7) 40
White collar, by sex NLSY 2× (13 + 7) 40
Home, by sex NLSY 2× (13 + 7) 40

Note: Data are drawn from March Supplements of the Current Population Surveys for survey years 1968
to 2008 (CPS), the National Longitudinal Survey of Youth both for 1979 and 1997 cohorts (NLSY), and
the CPS matched over two consecutive years —survey years 1971–72, 1972–73, 1976–77, 1985–86 and
1995–96 can not be matched— (CPS§). Statistics from the CPS that distinguish between natives and
immigrants can only be computed for surveys from 1994 on. There are 10 five-year age groups (ages
16–65), two genders (male and female), two immigrant status (native and immigrant), four regions
of origin (U.S. (natives), Western countries, Latin America, and Asia/Africa), four educational levels
(<12,12,13–15 and 16+ years of education), three categories of preschool children living at home (0, 1
and 2+), and five foreign potential experience (fpx) and years in the country groups (0–2,3–5,6–8,9–11
and 12+ years). Redundant statistics that are linear combinations of others (e.g. probabilities add up
to one) are not included (neither in the table, nor in the estimation).
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sitions in the data (Census and CPS). Data sources, sample construction, and

variable definitions are detail in the Online Supplement (Llull, 2017a).

There are four aspects of the data construction that are worth describing in

more detail here. First, not all necessary information is contained in a single

dataset that can be used in estimation. The CPS has a short panel dimension that

allows me to compute transition probabilities, but does not include information on

effective experience in blue collar and white collar. The NLSY is a long panel, and

allows me to compute effective experience, but it only follows two cohorts over time

(which would make the identification of equilibrium quantities and production

function parameters less credible) and it is not refreshed with new cohorts of

immigrants. The need of combining these two datasets prevents direct estimation

of choice probabilities conditional on all the observable state variables at a time,

and, hence, the implementation of non-full solution methods (CCP estimation).

Second, individuals need to be assigned to mutually exclusive annual choices.

I do so following a similar approach to Lee and Wolpin (2006). Individuals are

assigned to school if attending school was their main activity at the time of the

survey. Else, they are assigned to work if they worked at least 40 weeks dur-

ing the year preceding the survey, and at least 20 hours per week. If working,

they are assigned an occupation based on the main occupation held in the pre-

vious year (CPS) or most recent one (NLSY). Blue collar occupations include

craftsmen, operatives, service workers, laborers, and farmers, and the white collar

group includes professionals, clerks, sales workers, managers and farm managerial

occupations. The remaining individuals are assigned to the home alternative.

Third, it is important to provide some notes about the measurement of immigra-

tion. Immigrants are defined as individuals born abroad. In the CPS, immigrants

are only identifiable starting in 1993. For this reason, all statistics in Table 2 that

are conditional on immigrant status are computed only for the period 1993-2007.

This is used below to check the goodness of the model in fitting choices and wages

of immigrants for the period before 1993, which constitutes a sort of out-of-the-

sample fit check. Data from the CPS and the U.S. Census are assumed to include

both legal and undocumented aliens. In fact, these datasets are used by the lit-

erature and by policy makers to quantify the importance of illegal immigration

using the residual method (Hanson, 2006; Baker and Rytina, 2013). However,

it is generally accepted that they undercount the total stock of undocumented

immigrants to some extent (Hanson, 2006). Some papers, like Lessem (2015)

and others surveyed in Hanson (2006) use the Mexican Migration Project, which

includes information about legal status, but their focus is on Mexican migration.

And, fourth, in estimation I compare data statistics with simulated counterparts.

Simulated statistics are obtained from simulating the behavior of cohorts of 5,000
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natives and 5,000 immigrants (some starting life abroad and only making decisions

once in the U.S.). Thus, each simulated cross-section includes up to (5, 000 +

5, 000)×50 = 500, 000 observations, which are weighted using data on cohort sizes.

IV. Estimation results

A. Parameter estimates

This Section discusses parameter estimates, listed in Tables 3 and 4. I first

present estimates for the fundamental parameters of the model, which are those

in Equations (2) through Equation (7). Then I present the recovered equilibrium

values for η in Equation (9), along with some goodness of fit statistics.

Fundamental parameters of the model. Table 3 presents estimates for the

fundamental parameters of the model. Standard errors, in parentheses, account

for both sampling and simulation error, as detailed in Appendix C.

Panel A presents estimates for the gender×origin constants for each alter-

native. There are substantial differences in preferences and productivity be-

tween immigrants and natives, and, among immigrants, by national origin. Latin

American immigrants have a comparative advantage in blue collar jobs, whereas

Asian/African and Western immigrants have comparative advantage in white col-

lar. Given the change in the national origin composition of immigrant inflows in

recent decades, these differences can explain the increasing concentration of im-

migrants in blue collar occupations. Western and Asian/African immigrants also

have a stronger preference for education, which makes them more likely to enroll.

Returns to education in blue collar jobs, in Panel B, are smaller for immigrants

than for natives (5.8% versus 7.2% per extra year of education), while they are

remarkably similar for white collar (10.9% versus 11%). Foreign potential ex-

perience is positively rewarded in blue-collar occupations (1.7%) and negatively

rewarded in white collar jobs (−5.9%). All these differences make similar natives

and immigrants to work in different occupations. Ottaviano and Peri (2012) find

that observationally equivalent natives and immigrants are imperfect substitutes

in production because they are employed in different occupations. Thus, the

model endogenously generates such imperfect substitutability.

These estimates have implications for the ability of the model in predicting dif-

ferent regularities about immigration that have been established in the literature.

LaLonde and Topel (1992), Borjas (1985, 1995, 2015), and Lubotsky (2007) for

the United States, Dustmann and Preston (2012) for the United Kingdom and

the United States, and Eckstein and Weiss (2004) for Israel show that immigrants

assimilate as they spend time in the destination country. As returns to foreign

potential experience are smaller than those to domestic experience both in blue
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Table 3—Parameters Estimates

Nat. Nat. Western Latin Asia/
A. Origin×gender constants: male female countries America Africa

Blue collar 0 -0.341 0.087 -0.032 -0.021
(0.0010) (0.0292) (0.0169) (0.0060)

White collar 0 -0.291 0.135 -0.161 0.152
(0.0015) (0.0355) (0.0169) (0.0140)

School 2,186 5,866 8,291 2,302 28,207
(68) (84) (249) (864) (382)

Home 16,420 11,333 16,957 11,259 15,162
(53) (29) (764) (240) (143)

B. Wage equations: Blue collar White collar

Education—Natives (ω1,nat) 0.072 (0.0001) 0.110 (0.0001)
Education—Immigr. (ω1,imm) 0.058 (0.0005) 0.109 (0.0004)
BC Experience (ω2) 0.094 (0.0001) 0.001 (0.0002)
BC Experience squared (ω3) -0.0023 (0.00001) -0.0006 (0.00002)
WC Experience (ω4) 0.028 (0.0002) 0.106 (0.0002)
WC Experience squared (ω5) -0.0013 (0.00001) -0.0030 (0.00001)
Foreign Experience (ω6) 0.017 (0.0005) -0.059 (0.0012)

Variance-covariance matrix of i.i.d. shocks:

Std. dev. male (σmale) 0.452 (0.0059) 0.589 (0.0024)
Std. dev. female (σfemale) 0.389 (0.0042) 0.476 (0.0033)
Correlation coefficient (ρBW ) 0.048 (0.0043)

C. Utility parameters: Male Female

Labor market reentry cost (δBW
1 ) 8,968 (77) 12,400 (180)

School utility parameters:

Undergraduate Tuition (τ1) 13,841 (85)
Graduate Tuition (τ1 + τ2) 70,970 (869)
Disutility of school reentry (δS1 ) 29,009 (207) 37,357 (597)

Home utility parameters:

Children (δH1 ) -1,799 (47) 3,626 (75)
Trend (δH2 ) 62.92 (0.83) 53.77 (0.55)

Standard dev. of i.i.d. shocks:

School (σS) 1,150 (8) 215 (2)
Home (σH) 10,227 (638) 5,316 (243)

Elast. of substit. param. Factor share parameters

D. Production function: BC vs Eq. (ρ) WC vs Eq. (γ) Struct. (λ) BC (α) WC (θ)

0.288 -0.059 0.073 0.555 0.452
(0.006) (0.005) (0.011) (0.007) (0.010)

Autoregressive St. dev. of
E. Aggregate shock process: Constant (φ0) term (φ1) innovations (σz)

0.001 0.328 0.026
(0.003) (0.114) (0.021)

Note: The table presents parameter estimates for Equations (2) to (7). Native male constants for wage
equations are normalized to zero. Immigrant male and native female constants are estimated. The
constant for a female immigrant from region i is obtained as the sum of the constant for a region i male
immigrant and the difference between the constant for native females and native males. The individual
subjective discount factor, β, is set to 0.95. Standard errors (calculated as described in Appendix C)
are in parentheses. Standard errors for the aggregate shock process are regression standard errors.
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collar and in white collar jobs, immigrants assimilate in this model, because be-

tween two observationally equivalent immigrants, the one that spent more years in

the U.S. earns more. Borjas (1985, 1995, 2015) noted that the relative quality of

immigrant cohorts decreased in recent years. In the model, the change in the rel-

ative importance of Latin American aliens in the recent cohorts fosters immigrant

concentration in blue collar jobs, and leads to a decrease in average immigrant

productivity, which is consistent with these findings. Finally, Dustmann et al.

(2013) and Dustmann and Preston (2012) find evidence of immigrants downgrad-

ing upon arrival in the destination country. The comparative advantage of some

groups immigrants in blue collar jobs and the differences in productivity with re-

spect to natives generate this phenomenon. This is the case, for example, of Latin

American immigrants. Other groups like the highly educated Western immigrants

that arrive in the United States straight after attending school in their home coun-

try are more likely enroll in school, work in white collar jobs, and make higher

wages in the U.S. than comparable natives, which would be a form of upgrading.

One of the most important differences between the production function in Equa-

tion (6) and the nested-CES production function used in the immigration liter-

ature (Borjas, 2003; Ottaviano and Peri, 2012) is that Equation (6) allows for

capital-skill complementarity and skill-biased technical change. Elasticities of

substitution implied by the estimates of ρ and γ are respectively 1.40 and 0.94,

very much in line with Krusell et al. (2000).22 These elasticities indicate that

equipment capital and white collar labor are relative complements. This capital-

skill complementarity links the fast accumulation of equipment capital and the

increase in the white collar/blue collar wage gap, as shown in Equation (13). Sev-

eral papers have tested capital-skill complementarity with different data since the

seminal work by Griliches (1969). Most of them agree in the existence of some

degree of complementarity between capital and skilled labor, even though there

is a variety of estimates for the elasticities of substitution (Hamermesh, 1986).

The remaining parameters of the model, which are crucial for the model to fit

choices, wages, and transitions observed in the data, are also reasonable and in

line with the literature. Women are less productive than men in both occupations

(to a larger extent in blue collar), obtain a larger utility from attending school,

and a smaller utility from staying at home. This is consistent with the observed

wage gap, enrollment rates, and female concentration in white collar occupations.

They also obtain a higher boost in home utility when having preschool children,

22 Results for the other parameters of Equation (6) are also in line with the literature. The
estimates of α and θ imply a share of structures of 7.3% (similar to Krusell et al. (2000) and
Greenwood, Hercowitz and Krusell (1997)), a roughly constant capital share (Kaldor, 1957),
and an increasing importance of white collar labor within the labor share. The aggregate shock
process includes a small trend and an important cyclical component.
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which fits their larger propensity to drop from the labor market for childbearing.

And their reentry costs both to labor market and to school are larger than male

counterparts, which, together with a lower variance in the home decision, makes

them less likely to transit in and out from non-employment (compared to men).

Estimated returns to education fit within the variety of results surveyed by Card

(1999), which range from 5 to 15% with most of the estimated causal effects clus-

tering between 9% and 11%. Results are also qualitatively in line with (although

somewhat larger than) Keane and Wolpin (1997), Lee (2005), and Lee and Wolpin

(2006). Compared to own experience, returns to cross experience are much lower,

flatter, and turn negative after a certain level. Along with the positive correlation

between blue collar and white collar idiosyncratic shocks, this is important to fit

observed transitions across occupations. This leaves some degrees of freedom for

the variance of the idiosyncratic shock to capture the observed variance in wages.

Likewise, the estimated cost for reentering school is quite large (29, 009US$ and

37, 357US$ for male and female), which is in line with the observation that very

few individuals return to school after leaving it. And the estimated labor market

reentry cost is close to nine thousand US$ for males, and above twelve thousand

for females, one quarter and almost one half of the average full-time equivalent

annual wage for males and females respectively. All this provides a good fit of

wages and transitions across alternatives, as discussed in the next section. Yet, in

reality there could be some permanent unobserved factor (ability or taste hetero-

geneity), not included in the model, that makes individuals more likely to persist

in their choices. Omitting such heterogeneity could lead to an overstatement of

the other factors that drive persistence in this model. In terms of the estimated

parameters, this would potentially imply underestimating cross-experience effects,

overestimating transition costs, and/or overestimating returns to own experience.

Furthermore, if these unobservables include ability, and high ability individuals

are more likely to educate and to earn higher wages for a given educational level,

this omission could also induce an overestimation of the returns to education.

Expectation rules. Table 4 presents the equilibrium values of η in Equation (9).

The growth rate of the aggregate shock seems the most important piece to explain

variation in skill prices. White collar skill prices react more to shocks than blue

collar prices. Estimates also show some state-dependence, and a small positive

trend that adds to the one included in the aggregate shock. The selection of these

particular rules as an approximation to rational expectations balanced a trade-off

between simplicity and goodness of the approximation.23 The bottom panel of the

23 In the Online Appendix (Llull, 2017a), I check the sensitivity of the results to restricting
the autoregressive coefficients to zero. Predictions of the model are quite similar. The restricted
approximation rule still explains more than 70% of the variation of first differences in skill prices.
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Table 4—Expectation Rules for Skill Prices

Blue-collar skill price White-collar skill price

Coefficient estimates:

Constant (η0) 0.002 (0.001) 0.002 (0.002)
Autoregressive term (ηj) 0.324 (0.046) 0.367 (0.048)
∆ Aggregate shock (ηz) 0.835 (0.046) 1.118 (0.065)

R-squared goodness of fit measures:

Differences 0.870 0.858
Levels 0.999 0.999
Using predicted shock 0.221 0.222

Note: The table includes estimates for the coefficients of expectation rules for aggregate skill prices
—Equation (9). Goodness of fit measures are reported in the bottom panel. These measures are
computed for the prediction of differences and levels for j = B,W . The last one uses the predicted
increase in the aggregate shock obtained from Equation (7) instead of the actual increase. Standard
errors (in parenthesis) are regression standard errors, and do not account for the error in the estimation
of fundamental parameters.

table includes three different R2 measures that summarize the explanatory power

of these rules. The first one, a standard R2 for the model in differences, indicates

that the rules are able to predict more than 85% of the variation in growth rates

of skill prices. The second one measures the goodness of the rules in fitting the

variation in levels, displaying almost a perfect fit. This large explanatory power,

however, does not imply that individuals have perfect foresight of future skill

prices, as they do not observe zt+1 in period t. Accounting for that, the third

measure replaces ∆ ln zt+1 by its prediction from Equation (7). Results suggest

that individuals are only able to forecast around a 22% of the variation in (the

growth rate of) skill prices one period ahead, which is far from perfect foresight.

B. Model fit

In this section, I compare predicted and actual values of the most relevant

aggregates for individuals aged 25 to 54 in order to evaluate the goodness of fit

of the estimated model. I focus on this age range because it is the one for which

I compare baseline and counterfactual outcomes in Section V.

Figure 2 compares actual and predicted aggregate statistics, both for male and

female. Panel A includes average years of schooling.24 The model predicts well

both the level and the change in education over the sample period for males.

For females, it also fits very accurately the increase observed in the data (around

2.5 years), but somewhat under-predicts the level (by around a third of a year).25

24 To calculate them, I average the following values: 0 for no education, preschool or kinder-
garten, 2.5 for 1st to 4rth grade, 6.5 for 5th to 8th grade, 9, 10, 11, and 12 for the corresponding
grades, 14 for some college, and 16 for bachelors degree or more.

25 This under-prediction of female education goes along with an underestimation of the col-
lege to high school and white collar to blue collar wage gaps (Panels G and H). More generally,
the structure of the model has some difficulty in fitting the similarity of male and female in
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Figure 2. Actual and Predicted Aggregates
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Note: Panels A, B, C, F, G, and H are computed for individuals aged 25-54; actual data for these plots
is obtained from March Supplements of the CPS (survey years from 1968 to 2008). In Panels D and
E, experience is counted around 1993 (D) and (2006) for individuals in each cohort; sources for actual
data in these plots are NLSY79 and NLSY97 as indicated.

wage gaps and education along with the substantial difference in labor market participation
and occupational choice. For example, increasing ωW

0female would increase the white collar-blue
collar wage gap and, most likely, education and the college-high school wage gap, but it would
also increase female participation and the fraction of female working in white collar, which are
currently well matched. The model would have a better chance in fitting female aggregates if
fertility decisions were modeled endogenously, and/or if I modeled endogenous household for-
mation. In the current model, if a female is hit by a “children shock”, she may dropout out
from school because of the increased utility of the home alternative when a preschool child is
present. Later on, when the child is not preschool anymore, this female would face an extremely
large cost of reentering into education, so she might decide not to go back to school. In reality,
prospective high educated women may endogenously postpone their fertility decision (e.g., see
Adda, Dustmann and Stevens, 2017, for a discussion). Regarding endogenous household forma-
tion, many papers have documented assortative mating on different labor-market-relevant traits
(e.g. Greenwood, Guner, Kocharkov and Santos, 2014; Guner, Kulikova and Llull, 2017), and
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Table 5—Actual vs Predicted Transition Probability Matrix

Choice in t

Blue collar White collar School Home

Choice in t− 1 Act. Pred. Act. Pred. Act. Pred. Act. Pred.

Blue collar 0.75 0.77 0.11 0.10 0.00 0.00 0.14 0.13
White collar 0.06 0.07 0.83 0.83 0.00 0.00 0.10 0.10
Home 0.11 0.08 0.13 0.13 0.01 0.01 0.76 0.79

Note: The table includes actual and predicted one-year transition probability matrix from blue collar,
white collar, and home (rows) into blue collar, white collar, school, and home (columns) for individuals
aged 25-54. Actual and predicted probabilities in each row add up to one. Actual data is obtained from
one-year matched March Supplements of the CPS (survey years from 1968 to 2008).

Panels B and C compare actual and predicted labor force participation and frac-

tion of employees working in blue collar occupations respectively. The model fit of

these dimensions is remarkable. It accurately reproduces the participation level,

the increase in female labor force participation, the fraction of individuals working

in blue collar occupations, and the gender gaps in the two variables. Panels D

and E evaluate the goodness of the model in fitting the distribution of experience

in the NLSY samples. For individuals in the NLSY79 (Panel D), experience is

measured around 1993, when individuals are aged around 30. For the NLSY97

sample (Panel E), it is measured around 2006, with individuals aged around 25. In

general, the model provides a good fit of these distributions. Panels F through H

show the model fit for wages. The model displays a remarkable fit of female av-

erage wages (trend and level), the level of male wages and, hence, the gender

gap, the college to high school (except the trend in the last few years, and the

level for women in early years), and the trend and level of white collar to blue

collar wage gaps for male, and the trend in these gaps for female. It is unable to

replicate the hump shape in the evolution of male wages observed between 1970

and 1990. This could be because of the rather parsimonious parametrization of

the aggregate production function, or of not allowing the returns to skills to vary

over such a long period. The model also under-predicts the level of the college

and white collar wage gaps for female, as noted in Footnote 25.

The fit of the model in terms of transition probabilities is evaluated in Table 5.

The table presents actual and predicted transition probability matrix from blue

collar, white collar, and home alternatives into blue collar, white collar, school,

and home.26 Transitions from the three alternatives are extremely well replicated

have discussed its relevance for inequality and labor supply, along with the importance of mod-
eling two-earner households (see Greenwood, Guner and Vandenbroucke, 2017 for a review). All
this is absent in the model, and even though an extension in this direction would be unfeasible,
it could help in improving the fit of the aforementioned aggregates for females.

26 Transitions from school into each of the four categories is omitted from the table because
very few people is in school in the relevant age group (25-54).
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Table 6—Out of Sample Fit: Act. vs Pred. Statistics for Immigrants

Out-of-sample In-sample

1970 1980 1990 1993-2007

Act. Pred. Act. Pred. Act. Pred. Act. Pred.

A. Male

Share with high school or less 0.67 0.69 0.57 0.61 0.52 0.55 0.55 0.56
Average years of education 10.8 11.1 11.4 11.8 11.7 12.1 11.9 12.1
Participation rate 0.77 0.56 0.68 0.61 0.63 0.66 0.75 0.72
Share of workers in blue collar 0.57 0.57 0.55 0.54 0.53 0.51 0.58 0.51

B. Female

Share with high school or less 0.78 0.78 0.68 0.69 0.56 0.58 0.54 0.53
Average years of education 10.3 10.8 10.9 11.5 11.5 12.1 12.0 12.5
Participation rate 0.32 0.25 0.36 0.31 0.41 0.40 0.49 0.52
Share of workers in blue collar 0.46 0.45 0.45 0.44 0.39 0.43 0.41 0.43

Note: The table presents actual and predicted values of the listed aggregates for immigrants. Statistics
for 1993-2007 are obtained from March Supplements of the CPS, and are used in the estimation. Data
for 1970, 1980, and 1990 are from U.S. Census microdata samples and not used in the estimation.

by the model. In particular, the model captures very well the persistence in each

of the alternatives, occupational switches, the fact that individuals rarely go back

to school after leaving it, and transitions back and forth from working to home.

The formal discussion on identification in Section III.A, the discussion of the

parameter estimates in Section IV.A, and the results in Figure 2 and Table 5

provide some evidence that the model presented in this paper and the variation

used to identify its parameters are meaningful. Yet, it is reassuring to explore

further evidence in the same direction. The remainder of this section presents

six additional exercises that provide further validation of this conclusion. First,

Table 6 analyzes the goodness of the model in predicting immigrant choices out-

of-sample. As noted in Section III.C, whether a person is an immigrant or not

is only identifiable in the CPS starting in 1993. Thus, no separate information

for natives and immigrants before 1993 is used in the estimation. Given that the

immigrant group is too small to drive the main aggregate trends (the percentage

of immigrants in the population of working-age is below 10%), and that natives

and immigrants had very different trends in education and choices over the period,

correctly fitting these trends would provide evidence that individual choices are

well identified, at least for immigrants. Table 6 evaluates the goodness of the

model on fitting education, participation, and occupational choice of immigrants

in census years 1970, 1980, and 1990. To do so, it compares predicted values from

the model to data from the U.S. Census microdata samples, which are not used

in the estimation. As it emerges from the table, the model does a good job in

predicting levels, trends, and gender gaps for the different aggregates.

Second, Figure B1 in Appendix B gives a sense of whether the variation in the

data is enough to identify the parameters. While the curvature of the minimum

distance criterion function is difficult to represent in the multidimensional space,
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Table 7—Estimated and Simulated Returns to Education

Data Simulation

Least Squares (OLS) 0.096 (0.000) 0.096 (0.002)

Selection-corrected (Heckman, 1979) 0.123 (0.001) 0.114 (0.005)

Note: The table presents coefficients for years of education in OLS and Heckman (1979) selection-
corrected regressions fitted on actual and simulated data. All regressions include dummies for potential
experience (age minus education), gender, and year. In the selection-correction model, dummies for the
number of children are included as exclusion restrictions. Actual data are obtained from the CPS. The
sample period is 1967 to 2007. Random subsamples of 500,000 observations are drawn for both actual
and simulated data. Nationally representative weights are used in the regressions. Standard errors, in
parentheses, are calculated in the standard way in the left column, and are obtained from redrawing
100 times from the asymptotic distribution of the parameter estimates in the right column.

one can plot sections of it moving one of the parameters and leaving others fixed at

the estimated values. Figure B1 provides these sections for each of the parameters

of the model. As it emerges from the figure, all parameters move the criterion

function substantially and have a clear minimum at the estimated value.

Third, to further evaluate what variation identifies education decisions in prac-

tice, in Table 7 I present estimates of returns to education obtained from fitting

OLS and Heckman (1979) selection-corrected regressions on actual and simulated

data. All regressions control for gender, year, and potential experience (age minus

education) dummies. For the selection correction models, I use dummies for the

number of children as exclusion restrictions. Overall, estimates in actual and sim-

ulated data are remarkably similar, which suggests that parameters are effectively

identified from the variation discussed in Section III.A.

Fourth, as discussed above, the model presented in this paper is able to en-

dogenously generate imperfect substitutability between observationally equivalent

natives and immigrants, in the sense described in Ottaviano and Peri (2012) and

Peri and Sparber (2009) (i.e. through natives and immigrants specializing in dif-

ferent occupations). Table 8 presents reduced form estimates of such elasticities

of substitution, estimated following the approach described in Ottaviano and Peri

(2012), and compares them with the results obtained by these authors. Point

estimates are very much in line, which provides further confirmation of the ability

of the model in fitting the data, and of the credibility of parameter identification.

Fifth, even though specified outside of the model, immigration is assumed to

be endogenous to aggregate conditions and the aggregate shock. This implies

that the aggregate shock is potentially correlated with immigrant inflows and

immigrant composition. Whether empirically this is the case or not is checked in

Figure 3. Taking the period 1993-2007, in which the CPS distinguishes immigrants

from natives, I plot the predicted aggregate shock against the inflow rate of new

immigrants, and their distribution of education, age, and region of origin. Results

confirm the importance of not imposing orthogonality cconditions between the
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Table 8—Predicted Elasticity of Substitution between Immigrants and Natives

Simulations

Ottaviano and Census years: Anual frequency:

Peri (2012) 1970-2006 1967-2007

Baseline regression:

Men -0.048 (0.010) -0.054 (0.011) -0.050 (0.009)

Pooled Men and Women -0.037 (0.012) -0.065 (0.017) -0.073 (0.014)

Men, Labor Supply is Employment -0.040 (0.012) -0.022 (0.012) -0.008 (0.010)

Regression without cell and year dummies:

Men -0.063 (0.005) -0.084 (0.015) -0.083 (0.017)

Pooled Men and Women -0.044 (0.006) -0.137 (0.019) -0.150 (0.020)

Men, Labor Supply is Employment -0.066 (0.006) -0.063 (0.022) -0.060 (0.026)

Note: The table presents OLS estimates of −1/σN from the following regression:

ln
(
wFkt

/
wDkt

)
= ϕk + ϕt − 1

/
σN ln

(
LFkt

/
LDkt

)
+ ukt,

where {F,D} indicate immigrants and natives respectively, k indicates education-experience cells, t
indicates calendar year, w indicates average wages of skill cell k in year t, and L is labor supply in the
corresponding cell. This regression corresponds to Equation (8) in Ottaviano and Peri (2012). The first
column of the simulation results uses the same frequency as in Ottaviano and Peri (2012), excluding
1960; The second one include years 1967-2007 with annual frequency. Standard errors, in parentheses,
are obtained drawing 100 times from the asymptotic distribution of parameter estimates.

immigration process and the aggregate shock. The aggregate shock is markedly

increasing between 1993 and 1997, stagnated between 1997 and 2000, decreasing

between 2000 and 2004, and increasing again from 2005 to 2007. Pro-cyclically

with some lag, immigrant inflows increased between 1993 and 2001 and decreased

until 2003, increasing again in 2004 and 2005, and decreasing afterwards. Unlike

aggregate inflows, the skill composition of new entrants seems quite stable along

the business cycle, and even constant in the case of education and age at entry.27

Figure 3. Predicted Aggregate Shock and Recent Immigration
A. Inflow rate
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Note: Gray lines (right axis) plot the predicted values for the aggregate shock. Red lines (left axis) plot
the share of new entrants over population (A), and, for them, the distribution of education (B), age
(C), and country of origin (D). Data figures are smoothed with a 3-year moving average. Inflow rate is
computed dividing the observed immigrants that entered over the preceding two (three) years divided
by the number of years they refer to. Source: Current Population Survey, 1994-2008.

27 If anything, only immigration from Latin America shows a slightly counter-cyclical evolu-
tion, at the expense of immigration from Asia/Africa, which would be somewhat pro-cyclical.
Llull (2016) suggests that immigration from countries located at different distances from the
destination can react differently to income shocks.
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And, finally, I check the robustness of the model to setting the autoregressive

coefficients of the expectation rules for skill prices equal to zero. Results for this

exercise are included in the Online Supplement (Llull, 2017a). Estimates of the

other parameters of the expectation rules, goodness of fit measures, and the model

fit of the aggregates included in Figure 2 are virtually unchanged.

V. Understanding the consequences of immigration:
counterfactual exercises

To evaluate the labor market effects of immigration, I compare baseline simu-

lations with simulations of a counterfactual U.S. economy without the last four

decades of mass immigration. Specifically, in the counterfactual economy, the

share of immigrants among individuals of working-age is kept constant at the

pre-immigration levels (by age and gender). In order to compensate for native

population growth and retirement/death of previous immigrant cohorts, some

immigration is allowed. I consider 1967 as the pre-immigration year, and 2007

as a final year.28 Simulation results are presented for natives aged 25-54, sepa-

rately for male and female. As discussed above, some of the aggregate processes,

including immigration and capital stocks, are not modeled explicitly, but they

are allowed to be endogenous to aggregate fluctuations. This implies that they

are not necessarily policy invariant. Thus, the policy experiment needs to specify

their counterfactual evolution.

Being the policy variable, the counterfactual sizes of the immigrant inflows are

determined by design, as described in the previous paragraph. I also keep the com-

position of immigrant inflows invariant with respect to the baseline.29 The choice

of this particular policy experiment is motivated by three main reasons. First, it

allows me to focus on size instead of composition effects of immigration, which

gives a “wage elasticity to immigration” that is comparable to the one discussed

in the literature. The predictions of this exercise thus provide an assessment of

what the literature is missing by not taking into account human capital and labor

supply adjustments by natives and previous immigrants. Second, this particu-

lar policy is consistent with implementing a lottery system for immigrant visas

(which is how green cards and H1-B visas are assigned in practice). And third, in

accordance to the results presented in Figure 3, composition of immigrant inflows

seem to be mostly driven by long run trends rather than fluctuating in the short

28 The share of immigrants in the workforce in 1967 is 5.1%. The choice of this particular
period is based on three points. First, during mid 1960s, the fraction of foreign born individuals
in the U.S. population reached its minimum level of the century. Second, one of the largest
changes in U.S. immigration policy, the Amendments to the Immigration and Nationality Act,
was passed in 1965. And third, it coincides with the estimation period.

29 See Llull (2017c) for an analysis of immigration policies that are selective in terms of skills.
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run, which suggests that demand factors (e.g. immigration policy) are less likely

to drive the skill composition of immigration. The effects of changing immigrant

composition and the consequences of selective immigration policies are left for

future research.

Finally, capital adjustments to immigration have been subject to debate in the

literature. Borjas (2003) assumes that the capital is the same in baseline and coun-

terfactual scenarios. Ottaviano and Peri (2012) keep the return to capital fixed.

In a one-time-inflow steady state economy, the first scenario defines the short run

impact of immigration, the second provides the long run effect, and the elasticity

of capital supply determines the length of the transition between steady states.

However, in a non-stationary framework like the one used here, for a big economy

like the U.S. that can influence world interest rates, and in which new waves of

immigrants arrive each year, the true impact of immigration depends on the speed

of adjustment of capital and on the world’s supply of capital and labor. In this

case, the no adjustment/full adjustment scenarios are only bounds for the true

effect. In my simulation exercises, I focus on these two bounds.30

A. The effect of immigration on wages

The way in which immigration affects wages of natives is threefold. First, there

is a direct impact through the changes in labor supply produced by the inflow

of new workers, which affects skill prices in equilibrium. Second, natives may

adjust their skills and choices, and affect their wages as a result. And, finally, as

a result of these adjustments, there are equilibrium feedback effects on skill prices

that lead to a different equilibrium. In this section, I disentangle these different

channels, and I put them in perspective with respect to the exercises implemented

by previous papers in the literature.

Table 9 presents separate evidence of the first and third channels. The top

row presents counterfactuals in which natives and immigrants are not allowed to

adjust their choices and skills with respect to the baseline. Thus, it provides a good

measure of the effect on impact described as the first channel. When capital is not

allowed to adjust, effects on impact are large (−4.92% for blue collar skill prices,

and −3.90% for white collar). This results are in line with the literature. For the

1980-2000 period, Borjas (2003) finds that, holding physical and human capital

fixed, immigration reduced wages by 3.2%. According to Table 1 above, the share

of immigrants in the workforce increased from 5.7 to 16.56 percent (10.86 points)

30 In the full capital adjustment scenario, the counterfactual returns to structures and equip-
ment capital are assumed to be the same as in the baseline so that the elasticity of the capital
supply is infinity. The fact that the model delivers different (gross) returns to each of the two
types of capital is not necessarily inconsistent with the presence of a single interest rate, as
depreciation rates of structures and equipment capital may differ.
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Table 9—Effects on Skill Prices and the Role of Equilibrium

No capital adjustment Full capital adjustment

(∂K/∂m = 0): (∂rK/∂m = 0):

Blue collar White collar Blue collar White collar

No labor market adjustment -4.92 (0.95) -3.90 (0.60) -1.76 (0.99) 0.86 (0.46)
Equilibrium effect 2.36 (0.78) 0.58 (0.72) 1.63 (1.00) -0.86 (0.46)
Total effect -2.56 (0.36) -3.33 (0.39) -0.13 (0.49) -0.00 (0.15)

Note: The table compares baseline and counterfactual skill prices. Left and right panels correspond to
different assumptions on counterfactual capital as indicated. “No labor market adjustment” indicates
a scenario in which individuals are not allowed to adjust their human capital, occupational choice, and
labor supply in response to immigration. “Equilibrium effect” is the difference between the total effect
and the effect without labor market adjustment. Standard errors, in parentheses, are obtained drawing
100 times from the asymptotic distribution of parameter estimates.

between 1970 and 2008, and from 7.13 to 14.62 (7.49 points) in the 1980-2000

period. Taking into account that about 37.5% of employees work in blue collar

jobs, a back of the envelope calculation suggests that results in Table 9 (for 1967-

2007) are consistent with a decrease of (4.92×0.375+3.90×0.625)÷10.86×7.49 =

3.0% for 1980-2000, almost exactly the effect obtained by Borjas (2003). The same

calculation for the full capital adjustment scenario delivers virtually no change on

average, as in Ottaviano and Peri (2012). Similar to what occurs in these papers,

however, immigration produces redistribution, as different “types” of labor are

affected differently. Results in Table 9 suggest that, in both scenarios, blue collar

skill prices are the most negatively affected by immigration on impact, which is

consistent with the fact that immigrants tend to cluster in blue collar jobs.

The bottom row of Table 9 shows the total effect of immigration on skill prices,

accounting for equilibrium feedback effects after adjustments in choices and human

capital take place. The central row includes the difference between top and bottom

rows, and, therefore, provides a quantification of the equilibrium feedback effects

(third channel). Results suggest that equilibrium forces substantially mitigate the

initial impact of immigration. When capital is not allowed to adjust, about one

half and one third of the initial effects on blue collar and white collar skill prices

disappear. When capital fully adjusts, initial effects are arbitraged out completely.

Moreover, in both scenarios, differential effects across occupations are partially

arbitraged out, and in the first case relative effects are even reverted. Thus,

equilibrium feedback effects are central to understand wage effects of immigration,

and ignoring them induces substantial biases in estimation.

Table 10 shows wage effects of immigration on wages for different groups of na-

tives, based on age, education, and gender. As noted by Borjas (2003), Ottaviano

and Peri (2012) and many others, immigrants tend to affect more the wages of

native workers that are closer substitutes. Table 10 shows that, on impact, this

is also the case here. Results in the top row of each panel indicate that, when
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natives are not allowed to adjust their choices and skills, younger individuals are

more affected than older, individuals with high school education or less are more

affected than individuals with college education, and male are more negatively af-

fected than female. For example, if capital is not allowed to react to immigration,

wages of young male with high school education or less are reduced, on average,

by 4.74% on impact, and those of old college educated female are reduced by only

4.02%; when capital fully reacts, average wage effects on these groups are −1.32%

and +0.57% respectively. However, a different story occurs as a consequence of

human capital and labor supply adjustments. In this case, wages of high school,

of older individuals, and of males, are the ones that adjust the most. These in-

dividuals are more likely to work in blue collar jobs, and, hence, they have the

possibility of switching to white collar. Additionally, there is selection out of the

labor market, which is also more prevalent in these groups (except for male vs

female). And finally, while less educated individuals can increase their education

(and switch to a white collar career), highly educated individuals could decide to

obtain less education if the expected returns are lower. In our earlier example,

wage effects are adjusted to −2.49% and to −3.59% when capital does not react,

and −0.06% and 1.16% when it fully adjusts.

In sum, Tables 9 and 10 provide evidence of the importance of accounting for

labor supply and human capital in the estimation of wage effects of immigration.

Effects on impact are straightforward: wages of closer competitors to immigrants

are more severely affected. And results are numerically consistent with existing

results in the literature. However, when natives alter their human capital and

labor supply decisions, they introduce non-trivial adjustments. Natives that are

more similar to immigrants are more affected on impact, but they have a larger

margin of adjustment, which makes them ultimately less affected in some cases.

B. Human capital and labor supply adjustments

The equilibrium effects on wages described above summarize a variety of het-

erogeneous adjustments. Individuals affect average wages by changing their labor

supply decisions, and by accumulating different levels of human capital. Tables 11

and 12 respectively summarize these two.

Table 11 compares baseline and counterfactual choices in the terminal year 2007.

The left column indicates the fraction of individuals in blue collar, white collar,

or home in the absence of mass immigration that make a different choice as a

consequence of immigration. The right panel presents the distribution of choices

conditional on adjusting. When capital is not allowed to adjust, 8.8% of male and

15.1% of female in blue collar occupations change their decisions. For male, the

majority of them 55.8% switch occupations, and around 38.5% decide not to work.
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Table 10—Wage Effects for Different Groups

High school: College:

Age group: 25–39 40–54 25–39 40–54

No capital adjustment (∂K/∂m = 0):

A. Male

No labor market adjustment -4.74 (0.72) -4.55 (0.49) -4.33 (0.22) -4.18 (0.27)
Equilibrium effect 2.26 (0.82) 3.22 (0.90) 1.47 (0.70) 0.80 (0.44)
Total effect -2.49 (0.28) -1.33 (0.49) -2.86 (0.66) -3.38 (0.54)

B. Female

No labor market adjustment -4.47 (0.39) -4.12 (0.38) -4.08 (0.44) -4.02 (0.48)
Equilibrium effect 1.33 (0.61) 2.48 (0.63) 0.43 (1.24) 0.43 (1.24)
Total effect -3.14 (0.49) -1.64 (0.50) -3.65 (0.96) -3.59 (1.00)

Full capital adjustment (∂rK/∂m = 0):

A. Male

No labor market adjustment -1.32 (0.86) -0.82 (0.64) -0.24 (0.20) 0.15 (0.10)
Equilibrium effect 1.38 (0.93) 0.91 (0.73) 0.50 (0.47) -0.01 (0.22)
Total effect 0.06 (0.17) 0.10 (0.20) 0.26 (0.30) 0.14 (0.22)

B. Female

No labor market adjustment -0.60 (0.58) 0.29 (0.42) 0.41 (0.54) 0.57 (0.49)
Equilibrium effect 0.69 (0.58) -0.15 (0.40) 0.81 (1.03) 0.59 (0.94)
Total effect 0.09 (0.30) 0.14 (0.20) 1.22 (0.83) 1.16 (0.78)

Note: The table compares baseline and counterfactual average log wages for native males and females
in different groups. In each panel, results are presented for different assumptions on counterfactual
capital as indicated. “No labor market adjustment” indicates a scenario in which individuals are not
allowed to adjust their human capital, occupation, and participation decisions. “Equilibrium effect”
is the difference between the total effect and the effect without labor market adjustment. Standard
errors, in parentheses, are obtained drawing 100 times from the asymptotic distribution of parameter
estimates.

A small fraction (5.6%) switch blue collar for school. In the case of blue collar

female, the most frequent adjustment is towards the home alternative (58.3%),

followed by switching to white collar (40.9%).

Overall, the fraction of blue collar individuals that switch to white collar is

similar across genders (8.8 × 55.8% = 4.9% for male, and 15.1 × 40.9% = 6.2%

for female). The key difference is that a much larger fraction of blue collar female

switches to the home alternative (15.1×58.3% = 8.8% versus 8.8×38.5% = 3.4%

of males). This is not surprising, given that labor market attachment of female is

typically lower. Another important adjustment is white collar female towards the

home alternative (5.2× 87.5% = 4.6%). Other adjustments are smaller.

When capital fully reacts, labor market adjustments are less severe. The ma-

jority of adjustments still occur to individuals who would be working in blue

collar, but now the detachment from the labor market is less frequent, in favor

of more occupation switching. This result is natural given that in the no capital

adjustment scenario, on top of the changes in relative wages on impact, there is

an important reduction of the overall wage levels, whereas in the full capital ad-

justment case, relative wages change, but the average level is virtually unchanged
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Table 11—Labor Supply Adjustments

Fraction Of which:

Choice w/o immigr. adjusting Switch occ. Stay home Go to school

No capital adjustment (∂K/∂m = 0):

A. Male

Blue collar 8.8 (1.2) 55.8 (4.0) 38.5 (3.2) 5.6 (1.4)
White collar 7.7 (1.6) 52.3 (3.9) 40.1 (3.4) 7.6 (1.0)
Home 4.1 (0.7) —— —— 14.4 (2.9)

B. Female

Blue collar 15.1 (4.2) 58.3 (7.9) 40.9 (7.3) 0.8 (1.0)
White collar 5.2 (2.0) 11.2 (7.1) 87.5 (6.4) 1.3 (1.4)
Home 4.0 (1.1) —— —— 1.7 (3.6)

Full capital adjustment (∂rK/∂m = 0):

A. Male

Blue collar 2.1 (1.4) 68.6 (5.3) 27.4 (5.2) 4.1 (1.3)
White collar 0.3 (0.6) 58.2 (9.7) 25.2 (8.4) 16.6 (4.3)
Home 1.6 (1.0) —— —— 9.1 (2.9)

B. Female

Blue collar 6.1 (3.9) 68.7 (12.4) 30.7 (11.9) 0.6 (1.1)
White collar 0.7 (1.6) 46.6 (17.3) 52.1 (15.9) 1.3 (3.0)
Home 2.6 (1.5) —— —— 11.6 (5.6)

Note: The left column presents the percentage of native male and female individuals aged 25-54 that,
in the cross-section of 2007, change their decisions in baseline and counterfactual simulations. The
three remanining colums show the percentage of these individuals that do each of the adjustments
indicated in the top row. Percentages are presented conditional on the choice made in the absence of
immigration (counterfactual). Top and bottom panels make different assumptions a the counterfactual
evolution of capital as indicated. Standard errors, in parentheses, are obtained drawing 100 times from
the asymptotic distribution of parameter estimates.

on impact. Adjustments from individuals working in white collar become almost

inexistent, and also those for female who stay at home. Male staying at home in

the absence of immigration are more likely to reenter the labor market, mostly

into white collar jobs.

Human capital adjustments are driven by two confronting forces. On one side,

white collar occupations become more attractive and, given that returns to ed-

ucation are larger in those occupations, education also becomes more attractive.

On the other hand, the increased competition puts downward pressure on wages

(especially blue collar) and reduces labor market attachment, which disincentives

the accumulation of skills (education and experience). Which of these two prevails

in each context is an empirical question that is addressed in Table 12.

The first column of the table summarizes the average career and education

adjustments for male and female under both capital scenarios. In particular, it

presents the number of years education, each of the experiences, and the time spent

at home are increased. By construction, the sum of all increases equals zero. In

the case of education, the discouragement effect seems to dominate both for male
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Table 12—Education and Career Adjustments

Increase Reduce Keep educ. &
All Education Education change exp.

No capital adjustment (∂K/∂m = 0):

A. Male
Share of total 100.0 1.3 (0.4) 11.1 (2.4) 13.8 (1.6)
Average change in years of:

Education -0.28 (0.09) 3.20 (0.19) -2.91 (0.12) 0.00 (0.00)
Experience in blue collar -0.23 (0.16) -7.65 (1.37) 2.33 (0.40) -2.54 (0.37)
Experience in white collar -0.07 (0.14) 3.32 (0.79) -2.41 (0.31) 0.82 (0.34)
Time spent at home 0.58 (0.12) 1.13 (0.55) 2.99 (0.37) 1.72 (0.09)

B. Female
Share of total 100.0 3.9 (1.4) 3.6 (3.0) 6.6 (0.7)
Average change in years of:

Education -0.00 (0.11) 2.71 (0.53) -3.04 (0.30) 0.00 (0.00)
Experience in blue collar -0.29 (0.15) -4.26 (2.07) 1.04 (1.05) -2.33 (1.01)
Experience in white collar 0.14 (0.21) 7.27 (2.37) -4.17 (0.92) -0.03 (0.77)
Time spent at home 0.15 (0.27) -5.72 (2.09) 6.17 (0.80) 2.36 (0.72)

Full capital adjustment (∂rK/∂m = 0):

A. Male
Share of total 100.0 1.2 (0.7) 0.2 (0.8) 2.8 (1.6)
Average change in years of:

Education 0.03 (0.03) 3.06 (0.17) -2.90 (0.29) 0.00 (0.00)
Experience in blue collar -0.13 (0.12) -4.77 (1.55) 3.98 (1.88) -2.40 (1.22)
Experience in white collar 0.08 (0.08) 3.20 (0.82) -2.63 (1.28) 1.20 (0.69)
Time spent at home 0.02 (0.06) -1.49 (0.95) 1.55 (0.79) 1.20 (0.67)

B. Female
Share of total 100.0 3.8 (1.9) 0.4 (2.1) 1.7 (0.8)
Average change in years of:

Education 0.08 (0.09) 2.34 (0.49) -2.69 (0.55) 0.00 (0.00)
Experience in blue collar -0.12 (0.06) -1.71 (1.51) -0.09 (1.57) -2.91 (1.65)
Experience in white collar 0.14 (0.18) 3.81 (1.51) -6.03 (1.49) 1.25 (1.18)
Time spent at home -0.11 (0.26) -4.44 (1.29) 8.81 (1.29) 1.66 (1.39)

Note: The top row of each panel indicates the fraction of individuals in each of the groups listed in
the top row. The four rows at the bottom indicate the average change in the number of years in each
of the alternatives accumulated by 2007. By construction, the sum of changes across alternatives in a
given panel adds to zero. Different panels provide simulation results for the two genders in different
capital scenarios as indicated. Standard errors, in parentheses, are obtained drawing 100 times from
the asymptotic distribution of parameter estimates.

and female when capital is not allowed to adjust. However, this effect is reversed

when capital fully adjusts, as education is increased on average. This difference is

the result, once again, of the different effect on wage levels in the two scenarios.

Furthermore, natives move out of blue collar careers towards white collar careers

and out of the labor market. When capital fully adjusts, occupation switching

prevails. In the no capital adjustment scenario, labor market detachment is the

alternative that increases the most, both for male and female.

These aggregate effects mask much larger heterogeneous effects that compensate

with each other. Between 1.2 and 1.3% of male and 3.8–3.9% of female increase

their education, respectively by more than 3 and 2.3–2.7 years on average (second

column). These individuals tend to replace their blue collar career for a white

collar one, and increase or roughly keep their labor market attachment. However,

42



another group reduce their education (third column). This group represents 11%

of male, but only 3.6% of female when capital does not adjust, and less than one

percent of them when capital fully adjusts.31 For them, the disincentive effect

dominates, and they spend 2.7 to 3.0 years less at school on average. They

substantially detach from the labor market: they spend between 1.6 and 3.0

additional years at home in the case of male, and between 6.1 and 8.8 additional

years in the case of female. There is third group of individuals who, even though

they do not adjust their education, change their career profile (fourth column).

They represent 13.8% and 6.6% of male and female when capital does not adjust,

and 2.8% and 1.7% when it fully adjusts. These individuals typically reduce their

participation as blue collar workers at the expense of increasing their white collar

experience in some cases, and their time at home in others.

In sum, Tables 11 and 12 provide evidence of heterogeneous adjustments for

different individuals, which highlights the different forces at place. Some individ-

uals switch from a blue collar career to a white collar career. When they are in

school, they tend to extend their education. Others detach from the labor mar-

ket, and they tend to drop out from school earlier as a result. When capital fully

adjusts, the first effect dominates, and the overall level of education is increased.

However, if capital does not adjust, the second effect prevails, and education is

reduced on average. The magnitude of education adjustments for individuals

who change their education could potentially be increased if the model included

permanent unobserved heterogeneity. In my model, individuals learn whether

they will follow a particular career path based mostly on the sequence of shocks

they experience. With permanent unobserved heterogeneity, these paths would be

somewhat more predetermined, and individuals potentially at the margin between

two different career paths, which are the ones who adjust education, would know

so with higher certainty. Thus, their expected gains from adjustment would be

increased, and the adjustments they do would be more sizable. Whether fewer or

more individuals would adjust is less clear.

C. Self-selection and the effect of immigration along the wage distribution

Immigration does not affect all individuals in the same way. Section I shows

that immigrants are less skilled than natives, and increasingly more concentrated

in blue collar occupations, and Sections V.A and V.B provide evidence of hetero-

geneous effects on wages for different workers, and of heterogeneous human capital

and labor supply adjustments. Using data for the U.K., Dustmann et al. (2013)

31 This difference between male and female could be driven by the under-prediction of female
education discussed in Footnote 25. Since female education is under-predicted in the baseline,
the predicted share of female that do this adjustment could also be under-predicted.
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find heterogeneous wage effects along the native wage distribution. They find

that, in positions of the wage distribution where immigrants tend to be overrep-

resented, wage effects are more negative than in positions with fewer immigrants.

A relevant question is whether the model is able to predict similar results.

This question is addressed in Figure 4. Black solid lines in the left plot of each

panel present results for an exercise that is analogous to Dustmann et al. (2013).

In particular, these lines plot the effect of immigration along the distribution

of wages of U.S.-born male and female aged 25-54. They compare individual

wages in baseline and counterfactual simulations for individuals that work in both

cases. Thus, they show the increase in realized wages induced by immigration in

each percentile. Top and bottom panels differ in the assumed counterfactual

evolution of capital. Gray lines depict analogous simulation results obtained from

100 random draws of the asymptotic distribution of the parameter estimates.

Results differ across scenarios but have a common feature: individuals at the

bottom of the wage distribution are more negatively affected than individuals at

the top. When capital is not allowed to adjust, both level and redistribution effects

are stronger. Wage effects go down to −10.8% and −6.6% for male and female

respectively in the bottom percentiles. They are less negative at the top of the

distribution: at the very top, they get close to zero for males, and even positive

for females. When capital fully adjusts, negative effects at the lower half of the

wage distribution are relatively small (less than 1% for both male and female),

and at the top of the distribution they turn positive and go up to 1.6% and 4.3%

for male and female respectively. This is in line with Dustmann et al. (2013).

As it occurs in Dustmann et al. (2013), black lines in Figure 4 compare wages in

baseline and counterfactual scenarios for individuals that are working in each case.

However, results in Section V.B suggest that an important fraction of individuals

adjust to immigration by dropping out from the labor market. This labor market

detachment is unlikely to be random. Instead, individuals at the bottom of the

wage distribution are more likely to be deterred than individuals at the top. This

non-random selection out of the labor force may generate biases in the estimation

of wage effects of immigration (a similar argument to the standard selectivity bias

described in Gronau (1974) and Heckman (1979)). One of the main advantages

of the structural model is that it provides a way to correct for this bias. This

is so because wage functions are explicitly specified, and idiosyncratic shocks

are simulated for all alternatives. Thus, we can simulate the potential wage of

all individuals in baseline and in counterfactual scenarios, whether they work (in

which case it coincides with realized wage) or not. As a result, we can compute the

effect of immigration on potential wages for all individuals that work in absence

of immigration. This comparison is depicted by dashed lines in the left plot
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Figure 4. Wage Effects Along the Wage Distribution and Selection Biases
A. No capital adjustment (∂K∂m = 0)
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B. Full capital adjustment (∂rK/∂m = 0)
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II. Female
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Note: The figure plots the average differences in log hourly wages in baseline and counterfactual scenarios
along the baseline wage distribution of native male and female aged 25-54 in 2007. The left figure in
each pair represents wage effects on realized wages (solid black) and on potential wages (dashed black),
and the right figure plots the difference between the two. Gray lines plot the effects on realized wages
and the biases obtained for 100 random draws from the asymptotic distribution.

of each panel in Figure 4. Results show that the selectivity bias substantially

affects estimates of wage effects below the median, and is particularly severe at

the bottom of the distribution. At the 5th percentile, the drop in wages induced by

immigration goes from 10.8% to 15.9% and from 0.6% to 0.7% for males, without

and with capital adjustment respectively, and from 6.6% to 20.9% and from 0.6%

to 2.9% for females in the two scenarios.

Black solid lines in the right plots for each panel show the difference between

the effects on realized and potential wages, thus providing a quantification of this

bias. Gray lines are again obtained from 100 random draws from the empirical

distribution. In all cases both the main simulations and the random draws show

positive biases at the bottom half of the wage distribution, and are particularly

large at the bottom, confirming the results in the left plots. This suggests that

the estimated biases are not only large, but also statistically significant.

These biases are quite large for both genders. Yet, they are larger for female.
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They represent 46% and 20% of the initial effect for males, and 275% and 235% for

females. This is not surprising, given that female attachment to the labor market

is typically weaker, especially at the bottom of the wage distribution. Importantly,

they reinforce the importance of accounting for labor supply and human capital

adjustments when analyzing wage effects of immigration.

VI. Conclusion

This paper estimates a labor market equilibrium dynamic discrete choice model

to quantify wage effects of immigration taking into account labor market ad-

justments by natives and previous generations of immigrants. The model, esti-

mated using micro-data from CPS and NLSY for 1967-2007, is used to simulate a

counterfactual U.S. economy without the last four decades of mass immigration.

The exercise delivers three main conclusions. First, labor market adjustments are

crucial to understand the effect of immigration on wages and inequality, and not

allowing for them generates sizable biases in the estimated effects. Second, as a

result of immigration some individuals (those switching to a white collar career

and/or increasing their attachment to the labor market) increase their education

substantially while others (those reducing their labor market attachment) reduce

it, and a dynamic model is essential to identify these effects. And third, non-

random detachment from the labor market, which mostly affects individuals at

the bottom tail of the wage distribution, introduces additional self-selection biases

to the estimation of wage effects of immigration.
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Appendix A: Detailed discussion of identification

The following discussion of model identification builds on previous work by Hotz

and Miller (1993), Altuğ and Miller (1998), Magnac and Thesmar (2002), Arcidia-

cono and Miller (2011, 2015), and Kristensen, Nesheim and de Paula (2015). The

arguments rely on the assumption of conditional independence of the idiosyncratic

shocks. They also rely on the assumption that conditional choice probabilities

(CCPs) are identified nonparametrically from observed choices in the data. The

latter is not trivial in practice, mainly because the aggregate shock zt and the skill

prices rjt (zt), which are not observable, are state variables. For the sake of the

argument, assume initially that CCPs are identified. I discuss this assumption

below. In what follows, I denote by Ω̃a,t the partition of the state vector Ωa,t that

excludes the idiosyncratic shocks εa, and P(Ω̃a,t) denotes the vector of CCPs.

A1. Wages

Identification of the wage equations follows standard arguments from the self-

selection literature (e.g. Heckman (1974, 1979); see Vella (1998) for a review). As

in Heckman and Robb (1986), we can write Equation (3) as:

lnwja,t,l = ln rjt + ωj0,l + ωj1,isEa + ωj2XBa + ωj3X
2
Ba + ωj4XWa + ωj5X

2
Wa (A1)

+ ωj6XFa + λj(P(Ω̃a,t); Σg) + εja,

where λj(P(Ω̃a,t); Σg) ≡ E[εja|Ω̃a,t, da = j] is the standard selection correction,

and εa is independent of Ω̃a,t and da. The functional form of λj(.) is implied by

the assumption that F ε is a zero mean multivariate normal distribution with a

variance-covariance matrix characterized by the gender-specific parameters Σg.

Despite its derivation is cumbersome, given normality and absence of additive

separability assumptions, Kristensen et al. (2015) prove that this representation

is still valid in this context. Thus, the vector of return parameters ωj is identified

off wage data for individuals working in occupation j using the orthogonality

conditions of the form E[εja|Ω̃a,t, da = j] = 0. I assume that σBg, σWg, and

ρBW are also identified from these moment conditions, and those for the variance

in wages, given the specification of λj(.). Aggregate skill prices rjt , which are

not observable, are identified as the coefficients of calendar time dummies. This

requires a normalization of one of the intercepts in each wage equation, wj0,l for

some l; I normalize native-male intercepts in both equations to zero.

Ahn and Powell (1993) prove that the parameters of the wage equation would

be identified even if λj(.) was not known, as long as the model includes exclusion

restrictions that affect the participation decision but not wages. The model in-

cludes such restrictions. For example, the number of children affects the utility
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of the home alternative (and hence participation), but not wages. Under the ap-

propriate exclusion restrictions, Das, Newey and Vella (2003) prove that the wage

equation would be identified even nonparametrically, up to an additive constant.

A2. Production function, aggregate shock process, and expectation rule

Identification of skill prices in Equation (A1) leads to identification of the pro-

duction function parameters, and the aggregate shock. Given skill prices, indi-

vidual skill units are identified as sja,i = exp{lnwja,t,l − ln rjt}, and aggregate skill

units are identified aggregating those over the sample of individuals working in

occupation j. Using data on output Yt, blue collar and white collar labor shares,

ςBt ≡ rBt SBt

Yt
and ςWt ≡ rWt SWt

Yt
, are also identified. Noting that the share of output

devoted to pay labor and equipment capital is equal to 1− λ, we can write:

ςBt + ςWt + ςEt = 1− λ, (A2)

where ςEt ≡ rEt KEt

Yt
is the equipment capital share in period t. Hence:

ςEt = 1− λ− (ςBt + ςWt) ≡ 1− λ− ςLt, (A3)

where ςLt is the labor share in period t.

The demand for capital equipment is analogous to that for white collar labor in

Equation (12). Rewriting it in terms of the capital equipment share yields:

ςEt = (1− λ)(1− α)(1− θ)
(
KWt

KBWt

)ρ(
KEt

KWt

)γ
, (A4)

where KBWt ≡ {αSρBt + (1− α)[θSγWt + (1− θ)Kγ
Et]

ρ/γ}1/ρ is the CES aggregate

labor and equipment capital in the production function, and KWt ≡ [θSγWt+ (1−
θ)Kγ

Et]
1/γ is the equipment capital-white collar labor CES aggregate. Dividing this

expression by the demand equation for white collar skill units in Equation (12)

gives, upon rearrangement:

ςEt = ςWt
1− θ
θ

(
KEt

SWt

)γ
. (A5)

Taking logs and first differencing we obtain:

∆ ln ςEt = ∆ ln ςWt + γ∆ ln
KEt

SWt

. (A6)

Substituting ςEt by its expression in Equation (A3) gives

∆ ln ςEt = ∆ ln(1− λ− ςLt) = − ln

(
1 +

∆ςLt
1− λ− ςLt

)
≈ − ∆ςLt

1− λ− ςLt
. (A7)
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This approximation should be quite accurate, as the changes in the labor share

are known to be small. Deriving the equivalent expression for ∆2 ln ςEt, where ∆2

indicates the second difference, substituting back into Equation (A6), and dividing

by the first difference we obtain:

∆ςLt
∆2ςLt

=
∆ ln ςWt + γ∆ ln(KEt/SWt)

∆2 ln ςWt + γ∆2 ln(KEt/SWt)
. (A8)

Solving for γ in the above expression we obtain:

γ =
(∆2ςLt) ∆ ln ςWt − (∆ςLt) ∆2 ln ςWt

(∆ςLt) ∆2 ln(KEt/SWt)− (∆2ςLt) ∆ ln(KEt/SWt)
, (A9)

where all elements in the right-hand-side are identified functions from the data.

Substituting this expression into Equation (A6), replacing ∆ ln ςEt by its approx-

imation in Equation (A7), and solving for λ we obtain:

λ = 1− ςLt −
∆ςLt

∆ ln ςWt + γ∆ ln KEt

SWt

, (A10)

where all the right-hand-side elements are identified.

Having identified λ, the sequence of equipment capital prices (and shares) is

identified from Equation (A3). Parameter θ is identified from Equation (A5),

and, hence the CES aggregate KWt is also identified. The parameters ρ and α

are similarly identified using the ratio of white collar and blue collar shares:

ςWt

ςBt
=

(1− α)θ

α

(
KWt

SBt

)ρ(
SWt

KWt

)γ
. (A11)

Taking logs, first differencing, and solving for ρ we obtain:

ρ =
∆ ln(ςWt/ςBt) + γ∆ ln(KWt/SWt)

∆ ln(KWt/SBt)
, (A12)

where all the elements in the right hand side are identified. Since ρ is identified,

α is identified from Equation (A11).

Finally, having identified λ, γ, θ, ρ, and α, the sequence of aggregate shocks is

obtained as a residual in Equation (6). Given them, the AR(1) coefficients for the

shock process (φ0 and φ1 in Equation (7)) are identified as regression coefficients,

following standard time series arguments. Likewise, combining {zt}Tt=t0 with the

recovered sequence of skill prices we identify the parameter vector η from the

expectation rule in Equation (9) as regression coefficients.

A3. Utility parameters

The identification of the remaining parameters of the model follows standard

arguments in the literature. I fix the discount factor β, which is proved to be
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identified only through the functional form assumptions of the model (Magnac

and Thesmar, 2002). The transition probability function for the preschool children

process is identified from observed transitions in the data. The parameters that

remain to be identified are δBWg , δS0,l, δ
S
1,g, τ1, τ2, σSg, δ

H
0,l, δ

H
1,g, δ

H
2,g, and σHg. Given

that the wage equation parameters are identified, and since δBWg is common for

alternatives j = B,W , there is no need for further normalizations.

Proposition 1 in Hotz and Miller (1993) establish that the mapping between

value functions and CCPs can be inverted so that we can express continuation

values as a function of the CCPs. Kristensen et al. (2015) prove that this result

still holds in the case in which utility functions do not satisfy additive separability,

as it is the case here. The argument is facilitated from the fact that wage equations

are already identified as noted above.

Let d∗a+` denote the optimal choice at age a + ` when the state vector before

observing the idiosyncratic shocks is Ω̃a+`,t+`. In each of the periods following age

a through age 65, individuals obtain an expected flow utility given by:

E[Ua+`,l|Ωa,t, da, l] = F (Ω̃a+`,t+`|Ωa,t, da, l) (A13)

×
{∑

j∈{B,W,S,H} E[U j
a+`,l|Ω̃a+`,t+`, l, d

∗
a+` = j]P (d∗a+` = j|Ω̃a+`,t+`, l)

}
.

The transition function F (Ω̃a+`,t+`|Ωa,t, da, l) is a function of the CCPs, and of the

transition processes given by Equations (7), (8), and (9). The evolution of the

state variables that do not transit deterministically given choices (i.i.d. idiosyn-

cratic shock, number of children, and skill prices) is determined by the Markovian

functions F r(.), F n(.), and F ε(.), which are identified as noted above —the latter

up to parameters σSg and σHg. Assuming that the CCPs P(Ω̃a+`,t+`) are nonpara-

metrically identified, the expectation term in Equation (A13) can be written as

a function of the CCPs, the state variables Ω̃a+`,t+`, and parameters. Thus, the

continuation value:

E [Va+1,t+1,l(Ωa+1,t+1) | Ωa,t, da, l] =
65−a∑
`=1

E[Ua+`,l|Ωa,t, da, l] ≡ V̄j(P), (A14)

can also be expressed as a function of the CCPs, state variables, and parameters.

To complete the discussion, we need to note that the discrete choices are made

based on the difference between the utilities of the given alternatives and that of

a base one. Given that the parameters from the wage equation are identified from

Equation (A1), it is natural to fix one of the working alternatives as the base. For

example, fix the blue collar option for this role. This utility can be expressed as:

w
B(Ω̃a,t)− δBW 1{da−1 = H}+ ε̃Ba + βVB(P), (A15)

56



where wB(Ω̃a,t) is the exponential of all the elements in Equation (A1) except for

the last two multiplied by exp
(

1
2
σ2
Bg

)
, and ε̃Ba ≡ wB(Ω̃a,t)

[
exp

(
εBa − 1

2
σ2
Bg

)
− 1
]

is

a conditionally-heteroskedastic zero-mean shifted log-normal shock. BothwB(Ω̃a,t)

and σBg are identified from the wage data, as discussed above. Likewise, since

δBWg is common to the blue collar and the white collar alternatives there is no

need to make further normalizations. Finally, the remaining variances are also

identified without further normalizations since the variances of ε̃Ba and the analo-

gous ε̃Wa are identified, as so is the covariance.32 Additionally, all covariances that

involve εSg or εHg are set to zero. Thus, the only two variance parameters that are

left to be identified are σSg and σHg, which are, hence, identified.

A4. Conditional choice probabilities

All the discussion so far assumes that CCPs are identified. However, two com-

plications impede the use of this assumption in practice. The first one is that the

CCPs are actually not identified because they depend on the aggregate shock zt

and the skill prices rjt (zt), which are not observed. Even if they were observed we

would only have as many realizations of them as periods are in the data. A so-

lution for this complication is given by Arcidiacono and Miller (2015). The other

complication is that, as discussed in Section III.C, we do not observe all state vari-

ables and outcomes in the same data set. I assume that CCPs and conditional

wages are identified off the long list of statistics used in the estimation.

32 Var(ε̃Ba |Ω̃a,t) = w
B(Ω̃a,t)

2[exp(σ2
Bg) − 1] and Var(ε̃Wa |Ω̃a,t) = w

W (Ω̃a,t)
2[exp(σ2

Wg) − 1],

as well as Cov(ε̃Ba , ε̃
W
a |Ω̃a,t) = w

B(Ω̃a,t)w
W (Ω̃a,t)[exp(ρBWσBgσWg) − 1], are functions of the

data and identified parameters.
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Appendix B: Curvature of the objective function

Figure B1. Sections of the objective function

 46

 47

 48

 49

 50

 51

 0.49  0.52  0.55  0.58  0.61

α

 46

 47

 48

 49

 50

 51

 0.35  0.4  0.45  0.5  0.55

θ

 46

 47

 48

 49

 50

 51

 0.23  0.26  0.29  0.32  0.35

ρ

 46

 47

 48

 49

 50

 51

-0.12 -0.09 -0.06 -0.03  0

γ

 46

 47

 48

 49

 50

 51

 0  0.05  0.1  0.15  0.2

λ

 46

 47

 48

 49

 50

 51

 11800  13200  14600  16000

τ1

 46

 47

 48

 49

 50

 51

 0  40000  80000  120000

τ2

 46

 47

 48

 49

 50

 51

-0.24 -0.08  0.08  0.24  0.4

ωB
0,West

 46

 47

 48

 49

 50

 51

-0.28 -0.12  0.04  0.2

ωB
0,Lat

 46

 47

 48

 49

 50

 51

-0.36 -0.18  0  0.18  0.36

ωB
0,As-Af

 46

 47

 48

 49

 50

 51

-0.351 -0.345 -0.339 -0.333

ωB
0,Female

 46

 47

 48

 49

 50

 51

-0.3 -0.1  0.1  0.3  0.5

ωW
0,West

 46

 47

 48

 49

 50

 51

-0.41 -0.29 -0.17 -0.05  0.07

ωW
0,Lat

 46

 47

 48

 49

 50

 51

-0.25  0  0.25  0.5  0.75

ωW
0,As-Af

 46

 47

 48

 49

 50

 51

-0.304 -0.296 -0.288 -0.28

ωW
0,Female

 46

 47

 48

 49

 50

 51

 1600  2000  2400  2800

δS
0,Male

 46

 47

 48

 49

 50

 51

-40000 -7000  26000  59000

δS
0,West

 46

 47

 48

 49

 50

 51

-5100-1700 1700 5100 8500

δS
0,Lat

 46

 47

 48

 49

 50

 51

-15000  15000  45000  75000

δS
0,As-Af

 46

 47

 48

 49

 50

 51

 4900  5600  6300  7000

δS
0,Female

 46

 47

 48

 49

 50

 51

 15800  16200  16600  17000

δH
0,Male

 46

 47

 48

 49

 50

 51

 8000  14000  20000  26000

δH
0,West

 46

 47

 48

 49

 50

 51

 7000  10000  13000  16000

δH
0,Lat

 46

 47

 48

 49

 50

 51

 6000  12000  18000  24000

δH
0,As-Af

 46

 47

 48

 49

 50

 51

 11000  11200  11400  11600

δH
0,Female

 46

 47

 48

 49

 50

 51

 0.071  0.072  0.073  0.074

ωB
1,Nat

 46

 47

 48

 49

 50

 51

 0.046  0.054  0.062  0.07

ωB
1,Imm

 46

 47

 48

 49

 50

 51

 0.093  0.0936  0.0942  0.0948

ωB
2,B

 46

 47

 48

 49

 50

 51

 0.027  0.028  0.029  0.03

ωB
2,W

 46

 47

 48

 49

 50

 51

-0.00238 -0.00232 -0.00226

ωB
3,B

 46

 47

 48

 49

 50

 51

-0.0015-0.0014-0.0013-0.0012

ωB
3,W

 46

 47

 48

 49

 50

 51

 0.006  0.014  0.022  0.03

ωB
F

 46

 47

 48

 49

 50

 51

 0.1094  0.1101  0.1108  0.1115

ωW
1,Nat

 46

 47

 48

 49

 50

 51

 0.1  0.105 0.11 0.115 0.12

ωW
1,Imm

 46

 47

 48

 49

 50

 51

 0  0.001 0.002 0.003 0.004

ωW
2,B

 46

 47

 48

 49

 50

 51

 0.1052  0.1058  0.1064  0.107

ωW
2,W

 46

 47

 48

 49

 50

 51

-0.0008 -0.0006 -0.0004

ωW
3,B

 46

 47

 48

 49

 50

 51

-0.00302 -0.00295 -0.00288

ωW
3,W

 46

 47

 48

 49

 50

 51

-0.15 -0.1 -0.05  0

ωW
F

 46

 47

 48

 49

 50

 51

 7000 8000 9000 10000 11000

δBW
1,Male

 46

 47

 48

 49

 50

 51

 10000  11600  13200  14800

δBW
1,Female

 46

 47

 48

 49

 50

 51

 23000  27000  31000  35000

δS
1,Male

 46

 47

 48

 49

 50

 51

 24000  36000  48000  60000

δS
1,Female

 46

 47

 48

 49

 50

 51

-2600 -2100 -1600 -1100

δH
1,Male

 46

 47

 48

 49

 50

 51

 2800 3200 3600 4000 4400

δH
1,Female

 46

 47

 48

 49

 50

 51

 54  58  62  66  70

δH
2,Male

 46

 47

 48

 49

 50

 51

 48  52  56  60

δH
2,Female

 46

 47

 48

 49

 50

 51

 0.38  0.42  0.46  0.5

σB,Male

 46

 47

 48

 49

 50

 51

 0.53  0.57  0.61  0.65

σW,Male

 46

 47

 48

 49

 50

 51

 600  1000 1400 1800 2200

σS,Male

 46

 47

 48

 49

 50

 51

 9500  10000  10500  11000

σH,Male

 46

 47

 48

 49

 50

 51

 0.31  0.35  0.39  0.43  0.47

σB,Female

 46

 47

 48

 49

 50

 51

 0.4  0.44  0.48  0.52  0.56

σW,Female

 46

 47

 48

 49

 50

 51

 0  900  1800  2700

σS,Female

 46

 47

 48

 49

 50

 51

 4500  5000  5500  6000

σH,Female

 46

 47

 48

 49

 50

 51

 0.01  0.03  0.05  0.07  0.09

ρBW

Note: Solid lines plot the evolution of the objective function when changing the corresponding parameter
and leaving others constant at the estimated values. Red dots indicate point estimates.
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Appendix C: Standard errors

Parameters estimates solve the following minimum distance problem:

θ̂ = arg min
θ
||π̂(x)− π̃(xS(θ))|| =

= arg min
θ

[π̂(x)− π̃(xS(θ))]′W [π̂(x)− π̃(xS(θ))]. (C1)

Weights are proportional to the sample size used to calculate each statistic. Specif-

ically, W is a diagonal matrix with the (weighted) sample size of each element.33

The asymptotic distribution of parameters is obtained by applying the delta

method to the sample statistics. In particular:

Var(θ̂) = (G′WG)−1G′WV0WG(G′WG)−1, (C2)

where G is the P ×R matrix of partial derivatives of the R statistics included in

π with respect to the P parameters included in θ.

In the estimation problem defined by Equation (C1) there are two sources of

error. First, data statistics π̂(x) are estimated with sampling error. And second,

the function that maps parameters into statistics, π̃(xS(θ)), does not have a closed

form solution, and I need to simulate it, introducing a simulation error.

The remainder of this Appendix is devoted to provide an estimator of V0. It

is important to notice that, given the two sources of error, asymptotic theory

should be applied two-way: taking the sample size and the number of simulations

to infinity. To handle it, the problem can be split in the difference between the

following two elements:
√
N (π̂(x)− π(θ0)) and

√
M (π̃(xS(θ0))− π(θ0)), where

N is the sample size and M is the number of simulations.

C1. Minimum distance asymptotic results

Consider R statistics from the data such that:

E[YK ] = πk(θ0), k = 1, ..., R. (C3)

Without loss of generality, we assume that these statistics are means. These means

are estimated with k different samples Sk, each of them of size Nk. Some of these

samples may overlap (e.g., the sample used to estimate the share of 16-20 years old

males choosing to work in blue collar in year 1967 may include some individuals

33 Weighted sample size is defined in this context as
(∑

i p
2
i / (
∑

i pi)
2
)−1

, where pi is the

individual weight in the sample. If pi = p ∀i, this sum is equal to the sample size. The
weighted sample size is inverse of the precision of the variance of the weighted sample mean:
V ar(x̄) = σ2

x

∑
i p

2
i / (
∑

i pi)
2
.
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that are also used to estimate the share of high school dropout males choosing

blue collar in that year). Sample counterparts of these statistics are given by:

π̂k =
1

Nk

∑
i∈Sk

Yki. (C4)

Therefore, if the functional form of π(θ) was known, we could write:

θ̂ = arg min
θ∈Θ
||π̂ − π(θ)||. (C5)

Let us introduce some additional notation:

dki ≡ 1{i ∈ Sk}, (C6)

Sij ≡ Si ∩ Sj, (C7)

S ≡ S1 ∪ ... ∪ SR, (C8)

N ≡
∑

i∈S

(∑
k dki −

∑
k

∑
j dkidji

)
, (C9)

λkN ≡
Nk

N

N→∞−−−→ λk, (C10)

ψki ≡ Yki − πk(θ0). (C11)

Now we can write:
√
N1(π̂1 − π1)√
N2(π̂2 − π2)

...√
NR(π̂R − πR)

 =


1√
N1

∑
i∈S1

ψ1i

1√
N2

∑
i∈S2

ψ2i

...
1√
NR

∑
i∈SR

ψRi

 =


√
λ1N 0 . . . 0

0
√
λ2N . . . 0

...
...

. . .
...

0 0 . . .
√
λRN


−1

×

× 1√
N

∑
i∈S


d1iψ1i

d2iψ2i

...

dRiψRi

 ≡ Λ 1√
N

∑
i∈S di ◦ ψi, (C12)

where ◦ denotes the Hadamard or element-by-element product. Due to the central

limit theorem (CLT), and Cramer’s theorem, as N →∞:

Λ
1√
N

∑
i∈S di ◦ ψi→

d
N (0,ΛE[(di ◦ ψi)(ψi ◦ di)′]Λ) . (C13)

Therefore, by the analogy principle we can define an estimator of the variance-

covariance matrix of the R sample statistics as:

Ω̂ =


1
N1
σ̂2

1
N12

N1N2
σ̂12 . . . N1R

N1NR
σ̂1R

N12

N1N2
σ̂12

1
N2
σ̂2

2 . . . N2R

N2NR
σ̂12

...
...

. . .
...

N1R

N1NR
σ̂1R

N2R

N2NR
σ̂2R . . . 1

NR
σ̂2
R

 (C14)

where σ̂ij = 1
Nij

∑
k∈Sij

ψkiψ
′
kj, and σ̂2

i = 1
Ni

∑
k∈Si

ψkiψ
′
ki.
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C2. Simulated minimum distance asymptotic results

Suppose π̂ is an estimator of some characteristic π of the distribution of Y based

on the sample {Yi}Ni=1 such that:

√
N [π̂ − π(θ0)]→

d
N (0,Ω). (C15)

Let g(., .) and F (.) be known functions. Assume Y = g(U, θ0) with U ∼ F . Also

let π̃(θ0, U
M) be the same estimating formula as π̂ but based on the artificial

sample {g(Uj, θ0)}Mj=1 constructed from a simulated sample UM . Since M →∞:

√
M [π̃(θ0, U

M)− π(θ0)]→
d
N (0,Ω) (C16)

independently of π̂. Therefore, as long as 0 < limN,M→∞(N/M) ≡ κ <∞
√
N [π̂ − π̃(θ0, U

M)] =

=
√
N [π̂ − π(θ0)]−

√
N

M

√
M [π̃(θ0, U

M)− π(θ0)]→
d
N (0, (1 + κ) Ω) (C17)

Note that this result includes the case in which we can simulate a sample of size

m for every observation i = 1, ..., N , so that M = mN , and κ = 1/M , which is

the case analyzed in McFadden (1989).

Finally, to generalize the result to multiple statistics with overlapping samples

as in Section C1, let (l1i, ..., lRi) and (δ1, ..., δR) play the role of (d1i, ..., dRi) and

(λ1, ..., λR) in the simulated samples, we similarly have that:
√
M1(π̃1(θ0, U

M1)− π1)√
M2(π̃2(θ0, U

M2)− π2)

...√
MR(π̃R(θ0, U

MR)− πR)

 ≡ ∆
1√
M

∑
i∈UM li◦ψi→

d
N (0,∆E[(li ◦ ψi)(ψi ◦ li)′]∆) .

(C18)

Therefore: 
√
N1(π̂1 − π̃1(θ0, U

M1))√
N2(π̂2 − π̃2(θ0, U

M2))

...√
NR(π̂R − π̃R(θ0, U

MR))

→d N (0, V0) , (C19)

and:

V̂ =


(

1
N1

+ 1
M1

)
σ̂2
1

(
N12

N1N2
+ M12

M1M2

)
σ̂12 . . .

(
N1R

N1NR
+ M1R

M1MR

)
σ̂1R(

N12

N1N2
+ M12

M1M2

)
σ̂12

(
1
N2

+ 1
M1

)
σ̂2
2 . . .

(
N2R

N2NR
+ M2R

M2MR

)
σ̂12

...
...

. . .
...(

N1R

N1NR
+ M1R

M1MR

)
σ̂1R

(
N2R

N2NR
+ M2R

M2MR

)
σ̂2R . . .

(
1

NR
+ 1

MR

)
σ̂2
R

 .

(C20)
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