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MENOR DE EDAD E INTELIGENCIA ARTIFICIAL AVANZADA.
NUEVOS DESAFIOS JURIDICOS

Por
M2 CARMEN NUNEZ ZORRILLA

Profesora Titular de Derecho Civil.
Universidad Auténoma de Barcelona

RESUMEN

Los sistemas robdticos autdonomos con inteligencia artificial estdn cada vez mas
pensados para ser introducidos en ambientes comunes, en intima relacidon con los humanos
desde edades muy tempranas; circunstancia que aumenta las posibilidades de dafios hacia
éstos.

Los menores de edad representan un colectivo vulnerable especialmente necesitado
de proteccién frente a este tipo de tecnologia emergente en constante evolucidn. De ahi, la
necesidad de revisar la normativa protectora de sus derechos fundamentales, para adaptarla
a los nuevos tipos de dafios que puede sufrir en este nuevo entorno tecnoldgico que le rodea.

ABSTRACT

Autonomous robotic systems with artificial intelligence are increasingly designed to be
introduced into common environments, in intimate relationship with humans from very early
ages; circumstance that increases the chances of damage to them.

Minors represent a vulnerable group especially in need of protection against this type
of emerging technology in constant evolution. Hence, the need to review the protective
regulations of their fundamental rights, to adapt it to the new types of damages that may be
suffered in this new technological environment that surrounds them
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SUMARIO: 1. Los peligros que presenta la inteligencia artificial que interactua con el menor de
edad; 2. Necesidad de replantear una regulacion mds protectora de los derechos de los
menores en el nuevo escenario tecnoldgico; 3. La proteccion del menor de edad frente a los
riesgos de la inteligencia artificial en el ordenamiento espafiol; propuestas de reforma; 4.
Bibliografia citada.

1. LOS PELIGROS QUE PRESENTA LA INTELIGENCIA ARTIFICIAL QUE INTERACTUA CON
EL MENOR DE EDAD

Hoy, la humanidad se encuentra a las puertas de una era en la que los robots,
androides y otras formas de inteligencia artificial (IA) cada vez mas sofisticadas, parecen
dispuestas a desencadenar una nueva revolucién industrial que va a afectar a todos los
estratos de la sociedad®. El objetivo fundamental del desarrollo en materia de IA es la
automatizacion de comportamientos inteligentes, tales como razonar, recabar informacién,
planificar, aprender, comunicar, manipular, percibir, observar e incluso crear y sofiar. La
denominada IA fuerte, ya es capaz de realizar las mismas tareas intelectuales que un ser
humano?.

En las aplicaciones robdticas mds avanzadas (robots con IA) existe un alto grado de
interactuacion entre robots y humanos, ya desde edades muy tempranas, lo que conlleva que
el nivel de riesgos de dafios de tipo personal sea mayor. Es precisamente en el dmbito de los
robots asistenciales, personales y de servicio, donde se estan produciendo los avances mas
significativos en razdn de su interactuacidn constante con las personas. Son robots preparados
para el cuidado de nifios, ancianos, enfermos o para la realizacidon de tareas del hogar, con
capacidades para convivir con las personas y para realizar tareas que incidan directamente en
su forma de vida, cuya funcién implica la interactuacidon permanente con personas. Ademas,
suelen ser robots dotados de aspecto humano y con propiedades humanas, lo que todavia
puede suscitar una mayor confianza para las personas con las que interactdan, que incluso
puede llevar a que éstas (especialmente la poblacion mas joven) no sean totalmente
conscientes de que no son seres humanos reales, con el peligro que esto acarrea de cara a
gue este colectivo mas vulnerable pueda llegar a desarrollar sentimientos emocionales o
sentir apego por este tipo de robots humanoides®. Los denominados “robots sociales”
aprenden y entienden las emociones humanas. Su objetivo es ser un companero emocional
en el sentido de hablar y de entender la tristeza, la alegria o la sorpresa de su interlocutor, o
incluso ser capaz de expresar algunas emociones basicas. Estan disefiados para hacer creer a

1 COMISION DE ASUNTOS JURIDICOS DEL PARLAMENTO EUROPEO, Proyecto de informe con recomendaciones
destinadas a la Comision sobre normas de Derecho Civil sobre robdtica, de 31-5-2016. Disponible en
http://www.europarl.europa.eu (consultado el 5-febrero-2019)

2 DICTAMEN DEL COMITE ECONOMICO Y SOCIAL EUROPEO sobre la Inteligencia artificial: las consecuencias de la
inteligencia artificial para el mercado unico (digital), la produccién, el consumo, el empleo y la sociedad; 31-8-
2017. Disponible en http://vlex.com/vid/dictamen-comite-economico-social (consultado el 1-enero-2019).

3 DIAZ ALABART, Silvia, Robots y responsabilidad civil. Coleccién Derecho Espafiol Contemporaneo. Editorial Reus,
Madrid, 2018. ISBN:978-84-290-2058-8.Pp: 47, 48 y 91.

4 Incluso se plantea la posibilidad de que “sexbots” (robots de sexo) sean capaces de mantener relaciones
personales amorosas. La robdtica social y afectiva es capaz de provocar sentimientos en las personas y de alterar
sus comportamientos sociales. Se trata de una cuestion similar a la los robots sexuales, capaces de manipular las
emociones y los comportamientos; Véase en este sentido a DE ASIS ROIG, Rafael, Una mirada a la robética desde
los derechos humanos. Coleccién Cuadernos Bartolomé de las Casas. Editorial Dykinson. Madrid, 2015. ISBN: 978-
84-9085-244-6, Pp: 36y 71.
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ciertas personas que tienen sentimientos. Se espera que en el futuro estén perfectamente
preparados para el cuidado de nifios y ancianos. En esta misma linea, en la Universidad de
Cambridge, por ejemplo, se esta trabajando sobre un prototipo de agente expresivo en base
al reconocimiento de voz y de los datos visuales, replicando emociones humanas con un
realismo sin precedentes®.

Otra de las facetas en la que se estad poniendo un esfuerzo encaminado a la introduccion
de la robética, es en el proceso educativo de nifios y adolescentes. Los habitos familiares han
cambiado con la masiva incorporacién de la mujer al mercado laboral. Los nifios pasan mas
tiempo solos, lo que requiere de las familias grandes esfuerzos para mantener el nivel de
ensefianza de sus hijos. Ademads, el fracaso escolar sigue estando en niveles altos. La
ensefianza, el cuidado y el entretenimiento de nifos y jévenes, a todos los niveles, puede
efectuarse con la ayuda de robots. Entre los objetivos de este tipo de ensefianza robdtica
destacan los de permitir visualizar conceptos abstractos, formular y ensayar alternativas de
solucion a problemas, facilitar el aprendizaje de conceptos de razonamiento mecanico, fisico
e informatico, aumentar la creatividad y desarrollar la capacidad de trabajo colaborativo®.

Otro campo en el que los sistemas robéticos se encuentran desarrollados, es en el de los
juguetes y entretenimiento. Son muchos los ejemplos de robots presentados como productos
comerciales y orientados a actuar como juguetes, sobre todo en el mercado japonés. Se trata
de robots dotados de capacidades humanas que pretenden entretener al usuario, actuando
como amigo, como compafiero o como mascota. Estos androides exhiben habilidades y una
personalidad caracteristica que los hacen especialmente idéneos para acompafiar a los nifios.

Los robots de entretenimiento también son utilizados para reproducir determinados
contextos ambientales de manera real o virtualmente, para asi permitir al nifio revivir la
experiencia de encontrarse en dicho ambiente de una manera interactiva’. Los nifios se
cansan enseguida de los juguetes y por ello, este tipo de robots se fabrican muy flexibles, con
capacidad para cambiar constantemente el juego, la atencidn y los deberes. La interaccion
nifio-robot se efectla normalmente mediante el habla, intentando crear un ambiente de
compaiieros. El entretenimiento se efectia con robots dotados de gran movilidad y con un
potente sistema sensorial en el cuerpo que permite reaccionar al tacto, expresion, gesto,
habla, etc. Normalmente interactian con los nifios jugando, bailando, siguiéndoles o siendo
seguidos, llamando su atencién sobre algunos aspectos del entorno, e incluso realizando
labores de vigilancia sobre los més pequefios®. El factor diferenciador més relevante de estos
juguetes reside en su interaccién con el menor, siendo capaces de comunicarse con él de una
manera cercana, como lo haria un humano. Se consigue que el juguete-robot aprenda el modo
mas adecuado de interaccionar con el menor, transmitiendo a éste la falsa sensacion de que
se trata de un ser humano, en lugar del robot que realmente es®.

5 SANCHEZ DEL CAMPO REDONET, Alejandro, Reflexiones de un replicante legal. Los retos juridicos de la robética
y las tecnologias disruptivas. Editorial Thomson Reuters Aranzadi, Navarra, 2016.ISBN: 978-84-9135-199-3. Pp:
77,78,79y93.
6 CEA (COMITE ESPANOL DE AUTOMATICA), Libro Blanco de la Robdtica. De la investigacién al desarrollo
tecnoldgico y futuras aplicaciones. Editorial CEA, Madrid, 2007. Pp: 47 y 48.
7 GARCIA PRIETO-CUESTA, Juan, “¢Qué es un robot”. Capitulo 1. Derecho de los robots. Dir. Por Moisés Barrio
Andrés. Editorial la Ley, Wolters Kluwer, Madrid, 2018. Disponible en http://www.smarteca.es/my-
reader/SMT2018084_00000000_0~>fileName=content%2FDT0000263713_20180131.HTML&location=pi-498.
8 CEA (COMITE ESPANOL DE AUTOMATICA), Libro Blanco de la Robdtica. De la investigacién al desarrollo
tecnoldgico y futuras aplicaciones, op.cit. Pp: 47 y 48.
9 CEA (COMITE ESPANOL DE AUTOMATICA), Libro Blanco de la Robdtica. De la investigacién al desarrollo
tecnoldgico y futuras aplicaciones, op.cit. p. 49.
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Estos sistemas inteligentes pueden reportar muchos beneficios y utilidades en muchos
de los dmbitos en los que se desarrolla y actia el menor de edad, pero al mismo tiempo,
debemos ser conscientes de que los menores representan un colectivo especialmente
necesitado de proteccidn frente a este tipo de tecnologia emergente, pues al no estar formada
completamente su personalidad, estan expuestos a una mayor probabilidad de influencia o
de manipulacién por parte de la misma, la cual puede llegar a inculcarles ideas, valores y
formas de pensar o de actuar contraproducentes para si mismos, menoscabar su derecho al
honor, intimidad o imagen, o limitar su libertad de autodeterminacion.

La transmision de la informacion; del aprendizaje; de los valores o canones de conducta
moldea a la poblacién infantil seglin los intereses ideoldgicos y econdmicos de los poderes
gue manejan la |A; sobre todo, para aquellos que estan formando su personalidad y por tanto,
no poseen la madurez suficiente para discernir lo real de lo ficticio o artificial. La IA utilizada
como elemento de entretenimiento; de evasidon; como acompanamiento en las actividades
diarias; como fuente de informacion,.....puede cumplir una funcién socializadora; de
transmisién de valores, contribuyendo a conformar la realidad, insertandose en las vivencias
y en la concepcién del mundo de los niflos y adolescentes. En el crecimiento de los nifios la IA
puede acompafiar su proceso de aprendizaje. Estos imitan actitudes y comportamientos,
buscan pautas orientativas de conducta que pueden provenir de estos robots. En suma, una
nueva forma de interaccion que contribuye a desarrollar lo afectivo y lo intelectual de los mas
jévenes.

Afnos atrds, los nifos tenian unos claros modelos de identificacién. Eran sus padres y
maestros quienes ejercian de forma responsable la labor de educar y de transmitir valores y
modelos de comportamiento, pero hoy, las nuevas tecnologias se estan apropiando de este
espacio. El menor se siente muy atraido por ellas y pasa la mayor parte del tiempo
interactuando con ellas. Para los nifos, lo que muestran estas tecnologias avanzadas es
totalmente cierto. Su desarrollo no les permite en la mayoria de los casos diferenciar la
realidad de lo que pasa en su vida cotidiana, de la realidad que pueden mostrar estas
tecnologias avanzadas, que pueden transmitir y normalizar comportamientos y conductas
negativasy antinaturales como si fueran positivas y naturales. La influencia de la comunicacion
con el robot puede llegar a recrear un sistema de representacién simbdlica en el que se halla
implicita una determinada concepcién del mundo y se despliega todo un sistema de valores.
Cuando esta capacidad de influencia es utilizada con fines que superan lo correcto, estos
sistemas pueden ser utilizados como potentes armas de modelizacién y manipulacién juvenil.
Las reacciones emocionales de los pequefios no surgen simplemente como resultado de un
programa bioldgico, sino que se activan principalmente por la influencia y mediacién de los
modelos en su entorno social, y los androides con IA pueden contribuir a su configuracion. En
este sentido, la IA puede convertirse en una escuela de emociones y de comportamientos para
los nifos, proyectando sobre éstos una imagen idealizada del mundo y de si mismos. La IA
puede llegar a tener un gran poder para legitimar y autentificar la realidad, considerandose
incluso mas real aquello que aparece en ella'®.

Un reciente informe (The Malicious Use of Artificial Intelligence: Forecasting,
Prevention, and Mitigation'!. Future of Humanity Institute, University of Oxford, 2018)
elaborado por prestigiosos expertos especializados en |IA de diversas instituciones académicas

10 NUNEZ ZORRILLA, M2 Carmen, La proteccion de los derechos del menor de edad frente a los contenidos
discriminatorios por razon de género en los medios de comunicaciéon. Coleccidn Monografias de Derecho Civil.
Persona y Familia. Editorial Dykinson, Madrid, 2012. ISBN: 978-84-15455-40-0. Pp: 25 a 29.
1 Traduccidn al castellano: Uso malicioso de la Inteligencia Artificial: previsién, prevencidn y mitigacion.
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(Universidades de Oxford, Cambridge, Yale, Bath, Stanford, Louisville, entre otras),
gubernamentales y de la industria, alerta de los peligros y de los usos malintencionados que
presenta la IA en materia de seguridad. El estudio clasifica tres ambitos de seguridad que
pueden ser amenazados:

— el digital (la usurpacion de identidad, ciberataques masivos, malware mas sofisticado,
pirateria automatica, uso de técnicas de imitacidon de voz para llevar a cabo enganos. En este
sentido se ha observado un progreso significativo en el desarrollo de sistemas de voz capaces
de imitar voces humanas de tal forma que resultaria practicamente imposible detectar su
falsedad....),

— el fisico (ataques con drones y armas auténomas, enjambres de micro drones, robots de
limpieza maliciosos...), y

-el politico (creacidn de propaganda engafiosa personalizada, vigilancia de comportamientos
privados, modificacién de video, uso malicioso de datos...).

En el citado informe se prevé que la IA avanzada permitird la autogeneracion de
procesos a partir del aprendizaje continuo a una velocidad que el cerebro humano no podra
seguir y que se ampliaran los efectos benéficos, pero también maliciosos de esta tecnologia.
La IA dirigida a la bondad abrird nuevos horizontes, desconocidos todavia; algunos de ellos
inquietantes, pero el estudio alerta de la posibilidad de una IA avanzada orientada a la maldad,
tanto por sus propiedades como por el uso que se haga de ella; mas desconocida que la IA
llamada débil y, en la medida que queda fuera del control humano, altamente preocupante??.

Un cerebro que procesa cantidades ingentes de informacidn, aprende de los resultados
de sus actos y no descansa nunca. Realmente, la genialidad humana ha logrado crear algo que
supera a su propia capacidad, pero estos expertos advierten que estos avances pueden ser
devastadores si se emplean para el mal. El informe advierte de que un sistema capaz de tomar
decisiones en milisegundos y teniendo en consideracion millones de datos, puede, sin duda,
beneficiar a la humanidad, pero al mismo tiempo, puede ser devastador si la persona que lo
programa tiene fines oscuros'3. Se alerta de que la capacidad de los sistemas de IA para crear
facilmente fotos, audio y videos falsos o engafiosos, son sefiales de que pronto tendremos
problemas para confiar en lo que leemos, vemos o escuchamos. Los delincuentes pueden usar
imagenes falsas o audio para causar dafios personales'®,

Todo este panorama despierta una preocupacion evidente por la seguridad y el respeto
aladignidad, a laintimidad, a la integridad y a la autonomia de las personas mds vulnerables®>.

Por ello, la IA aplicada a la robdtica debe tener un referente ético. Debe dotarse a los
robots inteligentes de una conciencia ética a la hora de adoptar decisiones; solo asi podremos
hablar de un verdadero progreso en este dambito!®. La buena tecnologia debe conllevar

12 “YUso malicioso de la Inteligencia Artificial”. CollateralBits, 6-junio-2018. Disponible en
https://collateralbits.net/el-uso-malicioso-de-la-intelgencia-artificial/ (Consulta: 17-enero-2019).
13 MENDIOLA ZURIARRAIN, José, “Los mayores peligros del uso indebido de la inteligencia artificial”; 6-marzo-
2018. Disponible  en https://elpais.com/tecnologia/2018/02/23/actualidad/1519384458 653400.html
(consulta: 17-enero-2019).
14 COGNILYTICA, Ronald Schmelzer, “La Inteligencia Artificial puede usarse maliciosamente contra las empresas”,
junio de 2018. Disponible en https://searchdatacenter.techtarget.com/es/cronica/La-inteligencia-artificial-
puede-usarse-maliciosamente-contra-las-empresas (consulta: 17-enero-2019).
15 COMISION DE ASUNTOS JURIDICOS DEL PARLAMENTO EUROPEO, Proyecto de informe con recomendaciones
destinadas a la Comision sobre normas de Derecho Civil sobre robdtica, de 31-5-2016. Disponible en
http://www.europarl.europa.eu
16 DE ASIS ROIG, Rafael, Una mirada a la robética desde los derechos humanos. op. cit. p. 71.
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formacién, no manipulacién, y cumplir con el principio de libre eleccién de las personas, para
garantizar la autonomia humana?’.

2. NECESIDAD DE REPLANTEAR UNA REGULACION MAS PROTECTORA DE LOS
DERECHOS DE LOS MENORES EN EL NUEVO ESCENARIO TECNOLOGICO

El menor y, mds todavia, el adolescente, vive y crece en gran medida en el entorno
digital y tecnoldgico, ejercitando su libertad y asi se comunica con sus amigos, se socializa, se
expresa, escucha musica, juega, se educa, forma su conciencia, comparte sus vivencias, su vida
personal, sus imagenes, sin ser consciente de los riesgos que esta forma de actuar conlleva,
asumiéndola como normal. Estamos asistiendo a cambios fundamentales a un ritmo
vertiginoso en la manera en que el menor se relaciona o ejerce sus derechos dentro de la
arquitectura digital, que le hacen también especialmente vulnerable. De ahi que pueda
empezar a hablarse de “los nuevos derechos de la infancia en la era digital”.

Ciertamente, el mundo de la IA ofrece importantes posibilidades para el cuidado,
asistencia, formacién y aprendizaje de los nifios y adolescentes, los cuales deben poder
beneficiarse de esta moderna tecnologia. Es mas; el menor tiene derecho a acceder a este
nuevo entorno para aprovechar al maximo las potencialidades de las tecnologias como parte
de su desarrollo personal, social y cultural, ofreciéndole conocimientos y permitiéndole
desarrollarse como persona a través del aprendizaje que adquiera de la misma. Ahora bien, el
legislador debe procurar un avance tecnolégico acorde y respetuoso con los derechos de los
mas jovenes; debe potenciar el desarrollo de una IA que beneficie y ayude a este colectivo,
para lo cual debe detenerse y ponderar los serios peligros que también ésta entrafia,
regulando sus consecuencias juridicas y éticas, sin obstaculizar con ello la imparable
innovacion tecnoldgica que la propia sociedad necesita y reclama.

La IA es capaz de influir en las decisiones humanas a través del analisis de grandes
cantidades de datos (a menudo personales) en muchos terrenos. Los menores de edad
constituyen un grupo particularmente vulnerable en relacidon con las aplicaciones de IA
dirigidas explicitamente a influir en sus deseos y comportamientos'®. En este sentido, el
Derecho estd obligado a elaborar una regulacién avanzada que pueda impulsar el
desenvolvimiento de la robdtica y asegurarle un desarrollo sostenible y congruente con los
valores propios del ordenamiento juridico. Debe trabajarse en la creacidon de un régimen
juridico que garantice el progreso tecnolégico y que al mismo tiempo refuerce el libre
desarrollo de la personalidad y los derechos fundamentales de los menores, al tiempo que
impida que la tecnologia se convierta en una via para hacer a éstos menos humanos y mas
pasivos; con una autonomia reducida; con una dependencia creciente; con una pérdida de la
capacidad de iniciativa y de reaccién que pueda llevar a una situacién de subordinacion
irreversible hacia las maquinas inteligentes. Se plantea asi, la necesidad de una nueva rama

17 COMITE ECONOMICO Y SOCIAL EUROPEO, Dictamen sobre la revolucion digital teniendo en cuenta las
necesidades y los derechos de los ciudadanos, Dictamen de iniciativa, ponente: Ulrich Samm; conclusiones y
recomendaciones (Diario Oficial de la Unidn Europea de 5-6-2019).
18 DICTAMEN DEL COMITE ECONOMICO Y SOCIAL EUROPEO sobre la Inteligencia artificial: las consecuencias de
la inteligencia artificial para el mercado unico (digital), la produccion, el consumo, el empleo y la sociedad; 31-8-
2017. Disponible en http://vlex.com/vid/dictamen-comite-economico-social
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juridica auténoma, que podriamos denominar el “Derecho de los Robots”*?, dentro de la cual,
deberia articularse una regulacion todavia mas especifica dedicada a los mas jovenes, pues el
marco normativo tradicional para la proteccién civil de los derechos de éstos, revela sus
carencias en el momento actual para dar respuesta a los problemas que en la era digital
plantean; maxime cuando el entorno virtual y tecnoldgico se ha convertido en el lugar
preferido para el desenvolvimiento de multiples actividades y, por ende, del desarrollo de Ia
personalidad de aquéllos. Puede decirse que queda una asignatura pendiente de gran
trascendencia juridica en lo que concierne a la proteccidn de sus derechos fundamentales, en
particular: el derecho al honor, a la intimidad y a la propia imagen, a la vista del nuevo
escenario tecnoldgico, consecuencia del protagonismo y omnipresencia de las nuevas
tecnologias, que son incorporadas a su vida cotidiana desde edades tempranas, ya que los
derechos del menor son ejercidos en este nuevo ambito de una manera radicalmente distinta
a como habia sido habitual hasta ahora.

Verdad es también, que dicho fendmeno presenta unas dimensiones de tal
complejidad que hacen muy dificil asumir el reto expuesto a través de la legislacién nacional
exclusivamente. Dificilmente puede el legislador espafiol afrontar el problema derivado del
apuntado cambio en el ejercicio de los derechos fundamentales sin contar con el apoyo de
otras instancias y mecanismos de diversa indole internacionales que, de una manera global,
permitan dar respuesta a los problemas juridicos relacionados con las nuevas formas de
vulneracion de los derechos del menor en el siglo XXI, en pleno apogeo de la era digital?°.

Asi lo ha considerado el Parlamento Europeo, que siendo consciente de los riesgos que
entrafan estas nuevas interacciones, desde el afio 2016, viene trabajando con urgencia en
una serie de textos y propuestas encaminadas a elaborar en un futuro préximo un nuevo
régimen juridico especifico para la IA aplicada a la robdtica. Entre estas iniciativas destaca el
marco regulatorio sobre “deontologia”: normas, directrices y principios éticos que van
dirigidos a los disefiadores, fabricantes y operadores de robots, para que las actuaciones de
estos sistemas reflejen los valores intrinsecamente europeos, con la finalidad de conformar
una robdtica avanzada que sirva a la humanidad con el médximo beneficio.

Los sistemas de IA que se disefian actualmente no contienen valores éticos:
incorporarlos a dichos sistemas y al entorno donde se utilizan, es tarea de los humanos. El
desarrollo, la activacion y el uso de los sistemas de IA debe supeditarse a nuestro valores,
normas, libertades y derechos humanos?*. Por tal motivo, se propone la creacién de un marco
ético que sirva de orientacién a los ingenieros en robética para el disefio y la produccion de
robots, con la finalidad de frenar los riesgos relacionados con la seguridad humana, la
intimidad, la integridad fisica y psiquica, la dignidad, la autonomia, la autodeterminacién del

19 BARRIO ANDRES, Moisés, “Del derecho de Internet al derecho de los robots”. Capitulo II. Derecho de los robots.
Dir. Por Moisés Barrio Andrés. Editorial la Ley, Wolters Kluwer, Madrid, 2018. Disponible en
http://www.smarteca.es/my-
reader/SMT2018084_00000000_0?fileName=content%2FDT0000263714_20180131.HTML&location=pi-975.

20 SANCHEZ GOMEZ, Amelia, “El marco normativo tradicional para la proteccién de los derechos de la
personalidad del menor. {Alguna asignatura pendiente en el siglo XXI?”. Revista Doctrinal Aranzadi Civil-
Mercantil num. 11/2016.
Editorial Aranzadi, S.A.U, Cizur Menor. 2016. Disponible en http://aranzadi.aranzadidigital.es/

21 DICTAMEN DEL COMITE ECONOMICO Y SOCIAL EUROPEO sobre la Inteligencia artificial: las consecuencias de
la inteligencia artificial para el mercado unico (digital), la produccion, el consumo, el empleo y la sociedad; 31-8-
2017. Disponible en http://vlex.com/vid/dictamen-comite-economico-social
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individuo, el consentimiento informado, la no estigmatizacién y la propiedad de los datos. Este
marco ético orientador debe basarse en los principios consagrados en la Carta de los derechos
fundamentales de la Unidn, como la dignidad humana, la igualdad, la justicia, la equidad, la
no estigmatizacién, la privacidad, la libertad, y la necesidad de no herir, engafiar o explorar a
los usuarios vulnerables??, debiéndose prestar especial atencidn al posible desarrollo de un
vinculo emocional entre seres humanos y robots, especialmente en el caso de grupos
vulnerables, como los nifios, personas mayores y con discapacidad?3.

Los disefiadores deberdn tener en cuenta los valores europeos de dignidad, libertad y
justicia, antes, durante y después del proceso de concepcidn, desarrollo y aplicacién de estas
tecnologias, incluida la necesidad de no perjudicar, herir, engafiar o explorar a los usuarios
vulnerables, debiendo garantizar que el robot funciona de modo conforme a los principios
éticos, y deberdn asegurarse de que los robots son identificables como tales al relacionarse
con seres humanos?,

Los esfuerzos mencionados encaminados a la configuracién de este marco ético para la

IA, han tenido como resultado la elaboracién por el Grupo Independiente de Expertos de Alto
Nivel en Inteligencia Artificial de la Comisién Europea, de un documento de “Directrices Eticas
para una IA fiable”, publicado en Bruselas, en abril del 2019, en el que se destacan como
valores que deben respetarse en el desarrollo, despliegue y utilizacién de los sistemas de IA,
el prestar una atencién especial a las situaciones que afecten a los grupos mas vulnerables,
como los nifios, las personas con discapacidad u otras que se encuentren en riesgo de
exclusién. Entre las directrices que afectan especialmente a la poblacién juvenil hay que
destacar en el mencionado documento?>:
- “El respeto a la dignidad humana”. La dignidad humana contiene en si la idea de que todo
ser humano posee un «valor intrinseco» que jamds se debe menoscabar, poner en peligro ni
ser objeto de represion por parte de otros (ni de las nuevas tecnologias, como los sistemas de
IA). En el contexto de la inteligencia artificial, el respeto de la dignidad humana implica que
todas las personas han de ser tratadas con el debido respeto que merecen como sujetos
morales, y no como simples objetos que se pueden filtrar, ordenar, puntuar, dirigir,
condicionar o manipular. En consecuencia, los sistemas de IA deben desarrollarse de un modo
gue respete, proteja y esté al servicio de la integridad fisica y mental de los seres humanos, el
sentimiento de identidad personal y cultural y la satisfaccion de sus necesidades esenciales.

22 cODIGO DE CONDUCTA ETICA PARA LOS INGENIEROS EN ROBOTICA. En Proyecto de informe con
recomendaciones destinadas a la Comision sobre normas de Derecho civil sobre robdtica, op. cit.

23 PARLAMENTO EUROPEOQ, Resolucién del Parlamento Europeo, de 16 de febrero de 2017, con recomendaciones
destinadas a la Comision sobre normas de Derecho civil sobre robdtica (2015/2103 (INL)).En
http://www.europarl.europa.eu

24 COMISION DE ASUNTOS JURIDICOS DEL PARLAMENTO EUROPEO, Proyecto de informe con recomendaciones
destinadas a la Comisién sobre normas de Derecho Civil sobre robdtica, de 31-5-2016. Disponible en
http://www.europarl.europa.eu

25 Las mencionadas directrices van dirigidas a todas las partes interesadas implicadas en el disefio, desarrollo,
despliegue, aplicacién o utilizacién de IA, o que se vean afectadas por esta, incluidas, con caracter no limitativo,
las empresas, organizaciones, investigadores, servicios publicos, agencias gubernamentales, instituciones,
organizaciones de la sociedad civil, particulares, trabajadores y consumidores; GRUPO INDEPENDIENTE DE
EXPERTOS DE ALTO NIVEL SOBRE INTELIGENCIA ARTIFICIAL creado por la Comisidn Europea en junio de 2018,
“Directrices éticas para una IA fiable”. Bruselas, abril de 2019. P. 7. Disponible en https://ec.europa.eu/digital-
single-market/en/news/ethics-guidelines-trustworthy-ai (consulta: 1-08-2019).
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- “La libertad individual”. Los seres humanos deben ser libres para tomar decisiones vitales
por si mismos. Esto implica libertad frente a intromisiones soberanas, pero también requiere
la intervencién de organizaciones gubernamentales y no gubernamentales para garantizar
que los individuos o las personas en riesgo de exclusién disfruten de igualdad de acceso a los
beneficios y las oportunidades que ofrece la IA. En el contexto de la inteligencia artificial, la
libertad individual exige mitigar la coercidn ilegitima (in)directa, las amenazas a la autonomia
mental y la salud mental, la vigilancia injustificada, el engano y la manipulacidn injusta.

- “lgualdad, no discriminacidn y solidaridad”, incluidos los derechos de las personas en riesgo
de exclusién. Es preciso garantizar por igual el respeto del valor moral y la dignidad de todos
los seres humanos. Este requisito va mads alla de la no discriminacién, que tolera el
establecimiento de distinciones entre situaciones diferentes sobre la base de justificaciones
objetivas. En el contexto de la IA, la igualdad implica que el funcionamiento de este tipo de
sistemas no debe generar resultados injustamente sesgados (por ejemplo, los datos utilizados
para la formacion de los sistemas de IA deben ser lo mas inclusivos posibles, de forma que
estén representados los diferentes grupos de poblaciéon). Esto también requiere un adecuado
respeto de las personas y grupos potencialmente vulnerables, como los trabajadores, las
mujeres, las personas con discapacidad, las minorias étnicas, los nifos, los consumidores u
otras personas en riesgo de exclusion.

Las Directrices Eticas para una IA fiable también recogen en su texto unos “principios
éticos bdsicos” que tienen como finalidad inspirar instrumentos reglamentarios nuevos y
especificos, contribuir a interpretar los derechos fundamentales a medida que vaya
evolucionando nuestro entorno sociotécnico y guiar la légica del desarrollo, utilizacion y
aplicacion de los sistemas de IA, de forma que se adapten dinamicamente conforme
evolucione la propia sociedad. Se trata de cuatro principios éticos arraigados en los derechos
fundamentales, que deben cumplirse para garantizar que los sistemas de |IA se desarrollen,
desplieguen y utilicen de manera fiable. Se establece especificamente que se trata de
“imperativos éticos” de obligado cumplimiento, que los profesionales de la IA deben
esforzarse en todo momento en observar. Sin imponer una jerarquia entre ellos, los principios
se enumeran siguiendo el orden de aparicién de los derechos fundamentales en los que se
basan en la Carta de la Unidon Europea:

I) Respeto a la autonomia humana. Las personas que interactien con sistemas de IA deben
poder mantener una autonomia plena y efectiva sobre si mismas y ser capaces de participar
en el proceso democratico. Los sistemas de IA no deberian subordinar, coaccionar, engafiar,
manipular, condicionar o dirigir a los seres humanos de manera injustificada. En lugar de ello,
los sistemas de IA deberian disefiarse de forma que aumenten, complementen y potencien las
aptitudes cognitivas, sociales y culturales de las personas. La distribucion de funciones entre
los seres humanos vy los sistemas de IA deberia seguir principios de disefio centrados en las
personas, y dejar amplias oportunidades para la eleccién humana. Los usuarios deberian ser
capaces de tomar decisiones auténomas con conocimiento de causa en relacién con los
sistemas de |A. Se les deberia proporcionar los conocimientos y herramientas necesarios para
comprender los sistemas de IA e interactuar con ellos de manera satisfactoria y, siempre que
resulte posible, permitirseles evaluar por si mismos o cuestionar el sistema. Los sistemas de
IA deberian ayudar a las personas a tomar mejores decisiones y con mayor conocimiento de
causa de conformidad con sus objetivos. En ocasiones se pueden desplegar sistemas de |A con
el objetivo de condicionar e influir en el comportamiento humano a través de mecanismos
que pueden ser dificiles de detectar, dado que pueden explotar procesos del subconsciente
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mediante diversas formas de manipulacién injusta, engafio, direccidn y condicionamiento,
todas las cuales pueden suponer una amenaza para la autonomia individual.

Il) Prevencion del dafio. Los sistemas de IA no deberian provocar dafos (o agravar los
existentes) ni perjudicar de cualquier otro modo a los seres humanos. Las personas
vulnerables, como por ejemplo los menores de edad, deberian recibir mayor atencién y
participar en el desarrollo y despliegue de los sistemas de IA.

Ill) Equidad. El desarrollo, despliegue y utilizaciéon de sistemas de IA debe ser equitativo.
Implica un compromiso de garantizar una distribucidn justa e igualitaria de los beneficios y
costes, y asegurar que las personas y grupos no sufran sesgos injustos, discriminacion ni
estigmatizacion. Si se pueden evitar los sesgos injustos, los sistemas de IA podrian incluso
aumentar la equidad social. También se deberia fomentar la igualdad de oportunidades en
términos de acceso a la educacion, los bienes los servicios y la tecnologia. Ademas, el uso de
sistemas de IA no deberia conducir jamas a que se engafie a los usuarios (finales) ni se limite
su libertad de eleccién. Asimismo, la equidad implica que los profesionales de la IA deberian
respetar el principio de proporcionalidad entre medios y fines, y estudiar cuidadosamente
como alcanzar un equilibrio entre los diferentes intereses y objetivos contrapuestos. La
dimension procedimental de la equidad conlleva la capacidad de oponerse a las decisiones
adoptadas por los sistemas de IA y por las personas que los manejan, asi como de tratar de
obtener compensaciones adecuadas frente a ellas, para cuyo fin debe poderse identificar a la
entidad responsable de la decision y explicar los procesos de adopcién de decisiones.

IV) Explicabilidad. Significa que los procesos han de ser transparentes; que es preciso
comunicar abiertamente las capacidades y la finalidad de los sistemas de IA, y que las
decisiones deben poder explicarse —en la medida de lo posible— a las partes que se vean
afectadas por ellas de manera directa o indirecta. Sin esta informacion, no es posible impugnar
adecuadamente una decisién. No siempre resulta posible explicar por qué un modelo ha
generado un resultado o una decision particular (ni qué combinacién de factores
contribuyeron a ello). Esos casos, que se denominan algoritmos de «caja negra», requieren
especial atencidn. En tales circunstancias, puede ser necesario adoptar otras medidas
relacionadas con la explicabilidad (por ejemplo, la trazabilidad, la auditabilidad y la
comunicacion transparente sobre las prestaciones del sistema), siempre y cuando el sistema
en su conjunto respete los derechos fundamentales. El grado de necesidad de explicabilidad
depende en gran medida del contexto y la gravedad de las consecuencias derivadas de un
resultado erréneo o inadecuado?®.

En las Directrices se resalta que los principios expuestos deben traducirse en unos
requisitos concretos para hacer realidad una IA fiable. Dichos requisitos son aplicables a las
diferentes partes interesadas que participan en algin momento en el ciclo de vida de los
sistemas de IA: desarrolladores, responsables del despliegue y usuarios finales, asi como a la
sociedad en su conjunto. Con el término «desarrolladores» nos referimos a las personas
dedicadas a la investigacidn, el disefio o el desarrollo de sistemas de IA. Por «responsables del
despliegue» entendemos las organizaciones publicas o privadas que utilizan sistemas de IA en
sus procesos internos y para ofrecer productos y servicios a otros agentes. Los «usuarios

26 GRUPO INDEPENDIENTE DE EXPERTOS DE ALTO NIVEL SOBRE INTELIGENCIA ARTIFICIAL creado por la Comisién
Europea en junio de 2018, “Directrices éticas para una IA fiable”. op. cit. pp: 12 a 16 y 19 (consulta: 1-8-2019).
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finales» son aquellos que interactuan con el sistema de IA, ya sea de forma directa o indirecta.
Por ultimo, la «sociedad en su conjunto» engloba el resto de agentes, personas y entidades
afectados de manera directa o indirecta por los sistemas de IA.

Entre estos requisitos debe hacerse aqui mencién a la accidn y supervisiéon humanas,
como técnica que ayuda a garantizar que un sistema de IA no socave la autonomia humana o
provoque otros efectos adversos. La supervision se puede llevar a cabo a través de
mecanismos de gobernanza, tales como los enfoques de participacién humana, control
humano o mando humano. La participacién humana hace referencia a la capacidad de que
intervengan seres humanos en todos los ciclos de decisién del sistema; algo que en muchos
casos no es posible ni deseable. El control humano se refiere a la capacidad de que
intervengan seres humanos durante el ciclo de disefo del sistema y en el seguimiento de su
funcionamiento. El mando humano es la capacidad de supervisar la actividad global del
sistema de IA, asi como la capacidad de decidir cdmo y cuando utilizar el sistema en una
situacion determinada. Esto puede incluir la decision de no utilizar un sistema de IA en una
situacion particular, establecer niveles de discrecionalidad humana durante el uso del sistema
o garantizar la posibilidad de ignorar una decisién adoptada por un sistema.

Por otra parte, los sistemas de IA deben respaldar la autonomia y la toma de decisiones
de las personas. Los usuarios deben ser capaces de tomar decisiones auténomas con
conocimiento de causa en relacion con los sistemas de IA. Se les debe proporcionar los
conocimientos y herramientas necesarios para comprender los sistemas de IA e interactuar
con ellos de manera satisfactoria y, siempre que resulte posible, permitirseles evaluar por si
mismos o cuestionar el sistema. Los sistemas de IA deben ayudar a las personas a tomar
mejores decisiones y con mayor conocimiento de causa de conformidad con sus objetivos. En
ocasiones se pueden desplegar sistemas de |IA con el objetivo de condicionar e influir en el
comportamiento humano a través de mecanismos que pueden ser dificiles de detectar, dado
gue pueden explotar procesos del subconsciente mediante diversas formas de manipulacion
injusta, engafio, direccién y condicionamiento, todas las cuales pueden suponer una amenaza
para la autonomia individual.

A la privacidad como derecho fundamental, que se ve especialmente afectado por los
sistemas de IA, y que guarda una estrecha relacion con el principio de prevencion del daho.
Ambas facetas requieren una adecuada gestién de los datos, que abarque la calidad y la
integridad de los datos utilizados; su pertinencia en contraste con el dmbito en el que se
desplegaran los sistemas de IA; sus protocolos de acceso y la capacidad para procesar datos
sin vulnerar la privacidad. Los sistemas de IA deben garantizar la proteccién de la intimidad y
de los datos a lo largo de todo su ciclo de vida. Esto incluye la informacidn inicialmente
facilitada por el usuario, asi como la informacién generada sobre éste en el contexto de su
interaccion con el sistema. Los registros digitales del comportamiento humano pueden
posibilitar que los sistemas de IA no solo infieran las preferencias de las personas, sino
también su orientacion sexual, edad, género u opiniones politicas y religiosas. Para permitir
gue los individuos confien en el proceso de recopilacién de datos, es preciso garantizar que la
informacién recabada sobre ellos no se utilizara para discriminarlos de forma injusta o ilegal.

Y a la comunicacion como método para alertar de que los sistemas de IA no deberian
presentarse a si mismos como humanos ante los usuarios; las personas y especialmente los
menores de edad tienen derecho a saber que estdn interactuando con un sistema de IA. Por
lo tanto, los sistemas de |IA deben ser identificables como tales. Ademas, cuando sea
necesario, se deberia ofrecer al usuario la posibilidad de decidir si prefiere interactuar con un
sistema de IA o con otra persona, con el fin de garantizar el cumplimiento de los derechos
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fundamentales. Mds alld de lo expuesto, se deberia informar sobre las capacidades y
limitaciones del sistema de A a los profesionales o usuarios finales; dicha informacién deberia
proporcionarse de un modo adecuado segun el caso de uso de que se trate y deberia incluir
informacion acerca del nivel de precisidn del sistema de |A, asi como de sus limitaciones?’.

Junto al abordaje de la cuestion ética, se propone ademas una educacion especifica para
la adquisicion y el desarrollo de capacidades digitales en materia de IA desde los primeros
afios de escolarizacion, mediante la creaciéon de nuevos itinerarios de aprendizaje y la
adaptacion de los planes de estudio®®. Se considera que las personas necesitan adquirir dichas
competencias para ser capaces de adaptarse a la rapida evolucion de la IA, especialmente, en
areas donde estos sistemas supongan una amenaza (como las que requieren
fundamentalmente interaccion humana o colaboracién entre el humano y la maquina). Se
apuesta por la complementariedad entre el humano y la IA avanzada o aumentada, lo que
requerird una educacion generalizada en su manejo desde la infancia, a fin de que las personas
puedan conservar su autonomia. En este sentido, se considera especialmente importante la
educacion sobre ética y privacidad, puesto que la IA repercute fuertemente en estos
ambitos?°.

3. LA PROTECCION DEL MENOR DE EDAD FRENTE A LOS RIESGOS DE LA INTELIGENCIA
ARTIFICIAL EN EL ORDENAMIENTO ESPANOL; PROPUESTAS DE REFORMA

La proteccién general de la juventud y de la infancia viene reconocida en los arts: 39y
48 de la Constitucion, que reconocen el derecho de los nifios a gozar de la proteccidn prevista
en los acuerdos internacionales y el derecho a participar en el desarrollo politico, social,
econdmico y cultural, respectivamente.

El desarrollo especifico de los mencionados derechos constitucionales tuvo lugar a
través de la Ley Orgdnica 1/1996, de 15 de enero, de Proteccion Juridica del Menor (LOPJM),
que fue la respuesta al mandato constitucional contenido en el art.39 de la Constitucién, que
establece la obligacién de los poderes publicos de asegurar la proteccion social, econdmica y
juridica de la familia, y en especial de los menores de edad.

En su momento, esta Ley contempld en su texto unas formas de intromisién de los
derechos encaminadas a proteger a los menores de las tecnologias de la informacién y de la
comunicacion, pero los importantes cambios y mutaciones que han experimentado estas
tecnologias desde entonces hasta la actualidad obliga a realizar un replanteamiento de
aquéllos derechos con la finalidad de incluir en los mismos las nuevas situaciones de riesgo y
de dafio a las que puede verse sometido el menor de edad en el contexto tecnoldgico actual.

La LOPJM fue reformada por la Ley Orgdnica 8/2015, de 22 de julio, de modificacion
del sistema de proteccion a la infancia y a la adolescencia (en adelante; L.O 8/2015), con la
finalidad de adaptar el interés superior del menor a las nuevas circunstancias y necesidades

27 GRUPO INDEPENDIENTE DE EXPERTOS DE ALTO NIVEL SOBRE INTELIGENCIA ARTIFICIAL creado por la Comisién
Europea en junio de 2018, “Directrices éticas para una IA fiable”. op. cit. pp: 19 a 22 (consulta: 1-8-2019).
28 PARLAMENTO EUROPEO, Resolucién de 12 de febrero de 2019, sobre una politica industrial global europea en
materia de inteligencia artificial y robética, en http://www.europarl.europa.eu (consulta: 25-9-2019); estima que
la alfabetizacién digital es uno de los factores mas importantes para el futuro desarrollo de la IA, e insta a la
Comision y a los Estados miembros a que desarrollen y apliquen estrategias de formacidn y reciclaje en materia
de capacidades digitales.
29 DICTAMEN DEL COMITE ECONOMICO Y SOCIAL EUROPEO sobre la Inteligencia artificial: las consecuencias de
la inteligencia artificial para el mercado unico (digital), la produccion, el consumo, el empleo y la sociedad; 31-8-
2017. Disponible en http://vlex.com/vid/dictamen-comite-economico-social
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sociales, ante el reto planteado por las nuevas amenazas a su dignidad y libertad, pero llama
la atencion que la mencionada reforma no se detuviera en la proteccién de sus derechos
fundamentales en el entorno digital y de la inteligencia artificial. Hay aqui, una decepcionante
inactividad del legislador que causa una cierta perplejidad, al ser derechos que resultan
facilmente vulnerables en estos medios. Por tal motivo, no puede decirse que la reforma de
la L.O 8/2015 se encuentre cerrada totalmente. Queda todavia una asignatura pendiente de
gran trascendencia juridica a la vista del nuevo escenario tecnoldgico®®. Ha llegado el
momento de plantearse si desde el punto de vista de la proteccidn civil siguen siendo validos
los supuestos de intromisién ilegitima que configurd el legislador de 1996, o si por el contrario,
seria deseable la sistematizacién de supuestos de intromisién acorde con las novedades
tecnoldgicas del siglo XXI, que han propiciado una diversidad de supuestos proclives a tales
intromisiones y con ello, nuevas demandas juridicas. Realmente, seria deseable en esta
materia dicha sistematizacién en consonancia con lo acontecido en el ambito penal,

reformado en los anos 2010 y 2015, con el objetivo de introducir nuevas figuras delictivas o

de adecuar los tipos penales ya existentes con el fin de ofrecer una respuesta mas adecuada

a las nuevas formas de delincuencia3..

En definitiva, a dia de hoy, se echa de menos una regulacién en la LOPJM que tenga en
cuenta las nuevas formas de vulneracion de los derechos de los mas jévenes en el campo de
las tecnologias avanzadas, o lo que es lo mismo: una regulaciéon de sus ya denominados
“derechos digitales”.

Los derechos del menor contemplados en la LOPJM que pueden verse afectados en su
interrelacién con los robots humanoides inteligentes y con los sistemas de |IA en general, son
los siguientes:

- Elderecho al honor, a la intimidad y a la propia imagen (art.4 LOPJM). Ciertamente, la L.O
8/2015 deberia haberse detenido en reformarlo, dando entrada a estas nuevas
tecnologias, para contemplar de manera especifica y detallada los supuestos en los que la
IA puede menoscabar estos derechos. En lugar de ello, la redaccion de este precepto ha
permanecido invariable respecto a la que presentaba hace 20 afios. La reforma del 2015
del sistema de proteccion juridica del menor, hubiera sido el marco juridico idéneo para
tomar conciencia de manera mas concreta y efectiva de la insuficiencia de la regulacion
de estos derechos en el dmbito de su proteccién civil. Hubiera sido el momento para
superar las previsiones del legislador de 1996, preocupado excesivamente por la
vulneracion del honor, intimidad e imagen en los medios de comunicacién tradicionales,
cuando es evidente que hoy los medios de comunicacién universales (television, prensa,
radio....) ya no conforman la plataforma que entrafia el mayor peligro respecto a la
intromisidn en los derechos fundamentales del menor, sino la plataforma digital y la I1A32.

Estrechamente ligados a estos derechos se encuentran los derechos a la integridad
fisica y moral, contemplados en el art. 15 de la Constitucién, que actualmente pueden
verse vulnerados a través de nuevas formas de violencia que se ejercen contra los menores

30 SANCHEZ GOMEZ, Amelia, “El marco normativo tradicional para la proteccién de los derechos de la
personalidad del menor. ¢Alguna asignatura pendiente en el Siglo XXI?. Revista Doctrinal Aranzadi Civil-
Mercantil, n2.11/2016. Editorial Aranzadi, 2016. Disponible en Base de Datos Aranzadi Instituciones, Thomson
Reuters: http://www.aranzadi.aranzadidigital.es (consulta: 28-9-2019).

31 SANCHEZ GOMEZ, Amelia, “El marco normativo tradicional para la proteccién de los derechos de la
personalidad del menor. ¢ Alguna asignatura pendiente en el Siglo XXI?, op.cit.

32 SANCHEZ GOMEZ, Amelia, “El marco normativo tradicional para la proteccién de los derechos de la
personalidad del menor. ¢ Alguna asignatura pendiente en el Siglo XXI?. op.cit.
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por medio de estas nuevas tecnologias. Debe introducirse la proteccion de la infancia y
adolescencia ante cualquier tipo de violencia que pueda producirse en el entorno digital,
por medio de la aprobacién, desarrollo y modificacidn de politicas y medidas relacionadas
con la ciberseguridad, la inteligencia artificial, el aprendizaje automatico y la apertura de
internet.

Entre estas nuevas formas de violencia, actualmente, se identifican las siguientes:
el Ciberacoso: cuando se usan las redes y medios digitales para realizar ataques
personales con informacién confidencial y falsa. Implica un dafio recurrente y puede
consistir en amenazas, insultos, mentiras, mensajes de connotacién sexual o simple.

El Grooming: cuando los adultos (o en este caso las |IA) intentan acercarse a menores de
edad y ganar su confianza fingiendo empatia con el fin de obtener satisfaccién sexual.
Suele estar relacionado con delitos graves como la pornografia infantil y la trata y trafico
de personas.

El Phishing: es un fraude que busca informacidn sobre la identidad, informacién bancaria,
suplantando identidades personales e institucionales a través de mensajes de texto,
llamadas, emails o ventanas emergentes en paginas web.

La Sextorsion: se trata de una forma de explotacion sexual a través de amenazas y actos
de chantaje que buscan obtener contenidos o material sexual como fotografias o videos
producidos por la misma victima con la que previamente se habia creado una situacién de
confianza.

El Hacking o cracking: romper o quebrantar un sistema informatico. Sus objetivos son
todos los tipos de servicios informaticos, y

el Cyberbullying: se basa en el acoso psicolégico entre iguales con el uso de fotografias,
comentarios ofensivos, amenazas, rumores ofensivos a través de medios telematicos,
agobiando a la victima que puede llegar al suicidio®3.

El Morphing: es una practica que consiste en alterar, modificar o manipular una imagen.
La posibilidad de que la imagen de un menor sea captada y manipulada para transformarla
y convertirla en una imagen sexual o de tipo pornografico es manifiesta. Una de las
modalidades de morphing es la captura de una imagen tomada por el depredador sexual,
a la que se aplicaria un programa de tratamiento de imagenes, realizando un montaje y
convirtiendo esa fotografia en una de contenido sexual o pornografico3*.

El derecho a la informacion (art.5 LOPJM). Al igual que sucede con los derechos anteriores,
deberia tenerse en cuenta en una futura reforma de este precepto a los sistemas de IA,
para hacer referencia a las situaciones en las que estos sistemas pueden vulnerar este
derecho del menor. Se echa a faltar una regulacién exhaustiva que concrete los requisitos
que debe reunir la informacidén que se transmite a los menores. Ahora el precepto solo
nos dice que los menores tienen derecho a buscar, recibir y utilizar la informacién
adecuada a su desarrollo, y que los poderes publicos deben velar para que la difusién de
materiales informativos que reciban sea veraz y respetuosa con los principios
constitucionales, al mismo tiempo que deben facilitar el acceso de los menores a los
servicios de informacion, documentacién y demads servicios culturales. Esta diccion se

33 proposicion de Ley Orgdnica de Promocion del Buen Trato y Erradicacidn de las Violencias contra la Infancia y
Adolescencia, en Boletin Oficial de las Cortes Generales. Congreso de los Diputados. XllI Legislatura. Serie B. 16-
julio-2019. N2.58-1.

34 GUARDIOLA, Miriam, “Menores y nuevas tecnologias: los nuevos retos en el sector legal en Espafia”, Derecho
de Familia, n2.14, segundo trimestre de 2017. En Base de Datos Laleydigital, disponible en https://www.
laleydigital-laley-es (consulta: 28-9-2019).
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qgueda corta para poder hacer frente a los nuevos y numerosos tipos de riesgos
tecnoldgicos.

Del precepto puede desprenderse que el menor ostenta un derecho de acceso a
esta nueva tecnologia (a la IA) para utilizarla con fines informativos, pero con un limite
importante, que vendria dado porque los sistemas de IA, en sus mensajes informativos
dirigidos a los menores, deberian respetar los valores de igualdad y solidaridad, evitando
imagenes de violencia, explotacion en las relaciones interpersonales o que reflejen un
trato degradante o sexista. Para reforzar que la publicidad o informacién dirigida a los
menores a través de la nueva tecnologia no les perjudique moral o fisicamente, el precepto
invita a que estas facetas sean reguladas por normas especiales, pero tales normas, en
relacion con la IA actualmente no existen. Al respecto, deberian contemplarse con detalle
las obligaciones de los operadores y la forma de ejercerse el control parental; prestar
atencion a que la informacion que se ofrece a los menores o a sus representantes legales
se diera de forma dosificada mediante avisos, que a su vez fueran simples, concisos y
escritos con un lenguaje pedagdgico; que se facilitara la informaciéon de forma concisa,
transparente, inteligible y de facil acceso, con un lenguaje claro y sencillo. Al mismo tiempo
que deberia garantizarse que llegara siempre a los padres y responsables legales
simultdneamente, etc?”.

El derecho a la libertad ideoldgica, de conciencia y de religion (art.6 LOPJM). Aunque
todavia no lo mencione el precepto, los sistemas avanzados de IA podrian restringir o
anular esta libertad por medio de la manipulacién de la psicologia del menor, perjudicando
su desarrollo integral.

El derecho a participar plenamente en la vida social, cultural y recreativa de su entorno,
asi como a una incorporacion progresiva a la ciudadania activa (art.7 LOPJM). Forma parte
del contenido de este derecho, el a su vez, derecho del menor de poder acceder a las
tecnologias emergentes de IA, que vendria a ser un derecho derivado de los anteriores.
Solo puede hacerse posible la participacion activa del menor en la sociedad y su acceso a
la culturay alos nuevos medios recreativos, si éste dispone de la posibilidad de interactuar
y de manejar las tecnologias mas actuales de forma correcta, pues la evolucion de las
mismas contribuye asimismo a un cambio en la forma de participar en la vida social,
cultural y recreativa que le envuelve, y que tan importante es para su desarrollo como
persona.

El derecho a la libertad de expresion (art.8 LOPJM). Si se adaptara este derecho a las nuevas
formas de vulneracion del mismo por los agentes de IA, tendriamos como resultado que
podria verse menoscabado por estos sistemas en un doble sentido: por un lado, en el
sentido de coartar esta libertad del menor, y por otro, en el sentido de utilizar esta libertad
para vulnerar su intimidad e imagen. En consecuencia, en una futura reforma deberian
concretarse los supuestos en los que estas vulneraciones pueden tener lugar en la
practica.

El derecho a ser escuchado (art.9 LOPJM). Este precepto ha sido modificado por la “Ley
Organica 8/2015, con la finalidad de adaptarlo a la nueva forma de concebir la capacidad
juridica del nifio, que pasa a modularse en funcién de su desarrollo y grado de autonomia.
En otra futura revision del mismo, deberia incorporarse la manera en que el menor puede

35 AZURMENDI, Ana, “Derechos digitales de los menores y datos masivos. Reglamento europeo de proteccién de
datos de 2016 y la COPPA de Estados Unidos”, El profesional de la informacidn, 2018, enero-febrero, v. 27, n. 1.
Pag.31. Disponible en http://content.ebscohost.com/ContentServer.asp (consulta: 27-9-2019).
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ejercer este derecho en sus interrelaciones con los sistemas de IA. En este nuevo marco
normativo, el niflo pasa a ser contemplado como un individuo con opiniones propias que
habran de ser atendidas en consonancia con su capacidad y madurez. Ahora deben
tomarse en consideracidén sus opiniones a cualquier edad en todos los asuntos y
procedimientos que le afecten. El grado de aplicabilidad de este principio dependerd del
estadio de desarrollo del nifio y de su capacidad para intervenir en las decisiones que le
conciernen, de manera que a medida que madure, sus opiniones deberdn tener cada vez
mas peso en la evaluacién de su interés superior. Se parte de la premisa de que el nifio
tiene capacidad de entendimiento para formarse sus propias opiniones y para expresarlas
en cualquier asunto o procedimiento; principio éste, que debera incorporarse en el disefio
de los agentes inteligentes. No se establece limite alguno para el ejercicio de este derecho,
con la consiguiente obligacion de darle audiencia en todas las cuestiones que le afecten,
en la forma adecuada a su grado de madurez intelectual. En cualquier caso, se considera
que tiene suficiente madurez a partir de los 12 afios cumplidos, y siendo menor de dicha
edad, la capacidad para comprender y opinar habra de valorarse por personal
especializado. Se procura, ante todo, que el menor pueda ejercitar este derecho
personalmente por si mismo, antes que tener que acudir a sus representantes3®.

La dltima y mas reciente regulacién encaminada a proteger los derechos de los
menores en el nuevo entorno tecnoldgico, ha tenido lugar con la aprobacion de la “Ley
Organica 3/2018, de 5 de diciembre, de Proteccion de Datos Personales y garantia de los
derechos digitales” (en adelante; L.O 3/2018). La norma parte de una nueva realidad en
nuestra vida social y privada, que viene marcada por la imparable evolucién tecnolégica, la
cual esta adquiriendo una importancia fundamental para la comunicacién humana.

La mencionada norma pone de relieve que la transformacion digital de nuestra
sociedad es ya una realidad en nuestro desarrollo presente y futuro, tanto a nivel social como
econdmico, y que es necesaria una regulacién para hacer posible el pleno ejercicio de los
derechos fundamentales en la nueva era digital. Incluso se habla de una deseable futura
reforma de la Constitucién, que deberia incluir entre sus prioridades la actualizacién de
aquélla a la era digital y, especificamente, elevar a rango constitucional una nueva generacién
de “derechos digitales”, pero en tanto no se acometa este reto, el legislador debe abordar el
reconocimiento de un sistema de garantia de los derechos digitales que, inequivocamente,
encuentra su anclaje en el mandato impuesto por el apartado cuarto del articulo 18 de la
Constitucion Espafiola, que impone al Estado el deber de limitar el uso de las nuevas
tecnologias para garantizar el honor, la intimidad y la imagen de los ciudadanos, asi como el
pleno ejercicio de sus derechos.

Las acciones acometidas por la L.O 3/2018, en el ambito de los menores, se centran por
un lado, en exigir la edad de 14 afios cumplidos o0 mas para que el menor pueda prestar un
consentimiento valido para el tratamiento de sus datos personales. Siendo menor de dicha
edad, su consentimiento solo sera valido si cuenta con el consentimiento de los titulares de la
patria potestad o tutela (art.7).

Por otro, aborda la regulacién de unos nuevos derechos de la persona, que han surgido
como consecuencia de este nuevo entorno tecnolégico, a los que denomina “derechos

36 NUNEZ ZORRILLA, M2 Carmen, “El interés superior del menor en las Ultimas reformas llevadas a cabo por el
legislador estatal en el sistema de proteccion a la infancia y a la adolescencia”. Persona y Derecho. Revista de
Fundamentacidn de las Instituciones Juridicas y de Derechos Humanos. N2. 73, 2015/2. Universidad de Navarra.
Pamplona, 2015. Pp: 121, 129, 130y 138.
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digitales”, que es necesario garantizar. Dentro de estos derechos deben destacarse aqui, por
su relacién con los menores de edad, los siguientes:
- el Derecho a la educacion digital, que impone al sistema educativo garantizar la plena
insercidon del alumnado en la sociedad digital y un aprendizaje en el uso de los medios digitales
gue sea seguro y respetuoso con la dignidad humana, los valores constitucionales, los
derechos fundamentales y, particularmente, con la intimidad personal y familiar y la
proteccion de datos personales. Las Administraciones educativas deberan incluir en el disefio
del bloque de asignaturas de libre configuracion la competencia digital, asi como los
elementos relacionados con las situaciones de riesgo derivadas de la inadecuada utilizacién
de las tecnologias, con especial atencidn a las situaciones de violencia. Asimismo, ordena que
el profesorado reciba las competencias digitales y la formacidn necesaria para la ensefianza y
transmisién de los valores y derechos referidos (art.83).
- Proteccion de los menores en Internet. Contiene un mandato dirigido a los padres, madres,
tutores, curadores o representantes legales, los cuales procuraran que los menores de edad
hagan un uso equilibrado y responsable de los dispositivos digitales y de los servicios de la
sociedad de la informacién, a fin de garantizar el adecuado desarrollo de su personalidad y
preservar su dignidad y sus derechos fundamentales. La utilizacidn o difusién de imdagenes o
informacién personal de menores en las redes sociales y servicios de la sociedad de la
informacién equivalentes, que puedan implicar una intromisién ilegitima en sus derechos
fundamentales determinara la intervencion del Ministerio Fiscal, que instara las medidas de
proteccion previstas en la LOPJM (art.84).
- Proteccion de datos de los menores en Internet. Contempla el deber de los centros educativos
y cualesquiera personas fisicas o juridicas que desarrollen actividades en las que participen
menores de edad, de garantizar el derecho a la proteccién de los datos personales del menor
en la publicacién o difusidn de sus datos a través de servicios de la sociedad de la informacién.
Cuando dicha publicacién o difusién fuera a tener lugar a través de servicios de redes sociales
o servicios equivalentes, deberdan contar con el consentimiento del menor o sus
representantes legales, conforme a lo prescrito en el articulo 7 de esta ley organica (art.92).
La Ley Organica manda aprobar un Plan de Actuacion dirigido a promover las acciones
de formacion, difusién y concienciacién necesarias para lograr que los menores de edad hagan
un uso equilibrado y responsable de los dispositivos digitales, de las redes sociales y de los
servicios de la sociedad de la informacidn, con la finalidad de garantizar su adecuado
desarrollo de la personalidad y de preservar su dignidad y derechos fundamentales (art.97).
Por ultimo, en su Disposicion adicional decimonovena ordena que en el plazo de un afio
a contar desde su entrada en vigor, el Gobierno remita al Congreso de los Diputados un
proyecto de ley dirigido especificamente a garantizar los derechos de los menores ante el
impacto de las nuevas tecnologias, con el fin de garantizar su seguridad y luchar contra la
discriminacion vy la violencia que sobre los mismos es ejercida mediante estos sistemas.

Esta iniciativa legislativa futura que esperemos no se haga esperar, es imprescindible;
especialmente con respecto a uno de los grupos sociales mas vulnerables (los menores de
edad), a quienes debe garantizarse un acceso basico a las nuevas tecnologias complementado
con un elevado grado de informacién sobre las implicaciones derivadas del uso de las mismas.
La trascendencia de tales derechos merece, sin duda, una ley que los desarrolle de forma
exclusiva y mas completa a como lo ha hecho por el momento la L.O 3/2018, que tampoco ha
conseguido estar a la altura del nuevo panorama de riesgos tecnoldgicos, para afrontar una
efectiva proteccién de los derechos de los menores frente a los mismos; un auténtico reto
para el ordenamiento, de dificil abordaje: la creacidn de una nueva generacién de derechos
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de los menores en esta nueva realidad digital, que debe poner el acento en sus derechos
fundamentales; derechos éstos, cuyo contenido debe ser actualizado para adaptarse a la
nueva sociedad digital. Dentro de este nuevo marco regulatorio que se propone, deberian ser
objeto de regulacién todos los derechos humanos y libertades contemplados en los Tratados
y Convenios Internacionales; el derecho a la identidad digital; el derecho a la ciudadania
digital; el derecho a la dignidad y al libre desarrollo de la personalidad; el derecho a la libertad
e igualdad en el acceso al entorno digital; el derecho a la seguridad ante los desarrollos
tecnoldgicos; el derecho al olvido y al recuerdo digital; el derecho a la intimidad; el derecho a
la libertad de pensamiento, expresidn e informacion en el entorno digital; el derecho a la
proteccion de datos, y el derecho a la educacién y formacién profesional digital, entre otros®’.
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