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In this article, we consider the quasi-linear stochastic wave and heat equations on the real line and with an
additive Gaussian noise which is white in time and behaves in space like a fractional Brownian motion with
Hurst index H ∈ (0,1). The drift term is assumed to be globally Lipschitz. We prove that the solution of
each of the above equations is continuous in terms of the index H , with respect to the convergence in law
in the space of continuous functions.
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1. Introduction

We consider the following stochastic wave and heat equations on [0,∞) ×R, respectively:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂2uH

∂t2
(t, x) = ∂2uH

∂x2
(t, x) + b

(
uH (t, x)

) + ẆH (t, x),

uH (0, x) = u0(x), x ∈R,

∂uH

∂t
(0, x) = v0(x), x ∈R,

(SWE)

and ⎧⎨
⎩

∂uH

∂t
(t, x) = ∂2uH

∂x2
(t, x) + b

(
uH (t, x)

) + ẆH (t, x),

uH (0, x) = u0(x), x ∈R.

(SHE)

The initial conditions u0, v0 : R→R are deterministic measurable functions which satisfy some
regularity conditions specified below. The drift coefficient b : R → R is assumed to be globally
Lipschitz.

The term ẆH (t, x) stands for a random perturbation that is supposed to be a Gaussian noise
which is white in time and has a spatially homogeneous correlation of fractional type. More
precisely, on some complete probability space (�,F,P), the noise ẆH is defined by a family of
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centered Gaussian random variables {WH (ϕ),ϕ ∈D}, where D := C∞
0 ([0,∞)×R) is the space

of infinitely differentiable functions with compact support, with covariance functional

E
[
WH (ϕ)WH (ψ)

] =
∫ ∞

0

∫
R

Fϕ(t, ·)(ξ)Fψ(t, ·)(ξ)μH (dξ) dt, (1)

for all ϕ,ψ ∈ D, where F denotes the Fourier transform in the space variable. For any H ∈ (0,1),
the spectral measure μH is given by

μH (dξ) := cH |ξ |1−2H dξ, cH = �(2H + 1) sin(πH)

2π
. (2)

The above covariance relation, as in [10], is used to construct an inner product on the space D
defined in the following way:

〈ϕ,ψ〉H := E
[
WH (ϕ)WH (ψ)

]
, ϕ,ψ ∈ D.

Let HH be the completion of D with respect to the inner product 〈·, ·〉H , which will be the
natural space of deterministic integrands with respect to WH . Indeed, our noise can be extended
to a centered Gaussian family {WH (g), g ∈HH } indexed on the Hilbert space HH and satisfying

E
[
WH (g1)W

H (g2)
] = 〈g1, g2〉H .

As usual, for any g ∈HH , we say that WH (g) is the Wiener integral of g and we denote it by∫ ∞

0

∫
R

g(t, x)WH (dt, dx) := WH (g).

The space HH contains all functions g such that its Fourier transform in the space variable
satisfies (see [4], Thm. 2.7, and [10], Prop. 2.9):∫ ∞

0

∫
R

∣∣Fg(t, ·)(ξ)
∣∣2|ξ |1−2H dξ dt < ∞.

In particular, the space HH contains all elements of the form 1[0,t]×[0,x], with t > 0 and x ∈ R.
Then, the following random field is naturally associated to our noise WH :

XH (t, x) := WH (1[0,t]×[0,x]).

As a consequence of the representation in law of the fractional Brownian motion as a Wiener
type integral with respect to a complex Brownian motion (see, for instance, [17], p. 257), we
have that

E
[
XH (t, x)XH (s, y)

] =
∫ ∞

0

∫
R

F1[0,t]×[0,x](r, ·)(ξ)F1[0,s]×[0,y](r, ·)(ξ)μH (dξ) dt

=
∫ t∧s

0

∫
R

F1[0,x](ξ)F1[0,y](ξ)μH (dξ) dt

= 1

2
(t ∧ s)

(|x|2H + |y|2H − |x − y|2H
)
.
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This is the covariance of a standard Brownian motion in the time variable, while in the space
variable we have obtained the covariance of a fractional Brownian motion with Hurst parame-
ter H .

We denote by (FH
t )t≥0 the filtration generated by WH , namely

FH
t := σ

(
WH (1[0,s]ϕ), s ∈ [0, t], ϕ ∈ C∞

0 (R)
) ∨N , (3)

where N denotes the class of P-null sets in F .
The solution to equations (SWE) and (SHE) will be interpreted in the mild sense. That is,

for any T > 0, we say that an adapted and jointly measurable process uH = {uH (t, x), (t, x) ∈
[0, T ] ×R} solves (SWE) (resp. (SHE)) if, for all (t, x) ∈ [0, T ] ×R, it holds

uH (t, x) = I0(t, x) +
∫ t

0

∫
R

Gt−s(x − y)WH (ds, dy)

+
∫ t

0

∫
R

Gt−s(x − y)b
(
uH (s, y)

)
dy ds, P-a.s. (4)

Here, the function Gt(x) is the fundamental solution of the wave (resp. heat) equation in R, and
I0(t, x) is the solution of the corresponding deterministic linear equation. These are given by

I0(t, x) =

⎧⎪⎪⎨
⎪⎪⎩

1

2

∫ x+t

x−t

v0(y) dy + 1

2

(
u0(x + t) − u0(x − t)

)
, wave equation,∫

R

Gt(x − y)u0(y) dy, heat equation,
(5)

and

Gt(x) =

⎧⎪⎨
⎪⎩

1

2
1|x|<t (x), wave equation,

1

(2πt)1/2
exp

(
−|x|2

2t

)
, heat equation.

(6)

Our main objective consists in studying the continuity in law, in the space C([0, T ] × R) of
continuous functions, of the solution uH to equations (SWE) and (SHE) with respect to the Hurst
index H ∈ (0,1). More precisely, we fix H0 ∈ (0,1) and we will provide sufficient conditions on
the initial data under which, whenever H → H0, the C([0, T ] ×R)-valued random variable uH

converges in law to uH0 (cf. Theorem 4.1). Recall that the parameter H quantifies the regularity
of the random perturbation WH , and hence the level of noise in the system. So we will study the
probabilistic behavior of the solution in terms of H , aiming at showing that the sensitivity in H

implies the corresponding convergence of the solutions.
We note that continuity in law with respect to fractionality indices has been studied in other

related contexts. We refer the reader to [14–16] for results involving symmetric, Wiener and mul-
tiple integrals with respect to fractional Brownian motion, respectively, while in [13,19] the con-
vergence in law of the local time of the fractional Brownian motion and of anisotropic Gaussian
random fields has been considered, respectively. Finally, in the recent paper [1], the continuity in
law for some additive functionals of the sub-fractional Brownian motion has been studied.
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In order to tackle our main objective, we start by focusing on the linear version of equations
(SWE) and (SHE). That is, we consider the case where b = 0. Here, we first prove existence and
uniqueness of solution, together with the existence of a continuous modification, for any H ∈
(0,1) (cf. Theorem 2.1). So, for the particular case of (SWE) and (SHE), this result puts together
the more general ones of [3] (valid for H ≤ 1

2 ) and [9] (valid for H > 1
2 ). The convergence in law

of uH to uH0 reduces to analyze the convergence of the corresponding stochastic convolutions,
which are centered Gaussian processes. For this, we first check that the corresponding family
of probability laws is tight in the space C([0, T ] × R), and then we identify the limit law by
characterizing the underlying Gaussian candidate for the limit (see Theorem 2.8 for details).
Finally, we point out that in the linear case, the proof of the main convergence result holds for
both wave and heat equations.

We remark that there are several well-posedness results for equations (SWE) and (SHE) with
b = 0 and a more general noise term, namely of the form σ(u(t, x))ẆH (t, x), for some function
σ : R → R: if H < 1

2 , we refer the reader to, for example, [4,11], while the case H ≥ 1
2 falls

in the general framework of Walsh and Dalang (see, for example, [9,10,18]). When H < 1
2 ,

most of the existing work focuses on the particular coefficient σ(z) = z, which corresponds to
the so-called Hyperbolic Anderson Model (HAM) and the Parabolic Anderson Model (PAM),
respectively (see [4,5,12] and references therein). In these cases, the fact that H < 1

2 entails
important technical difficulties in order to define stochastic integrals with respect to the noise
WH . Moreover, as proved in [5], Prop.3.7, the above equations admit a unique solution if and
only if H > 1

4 . In the present article, we do not encounter such issues since the noise appears in
the equations in an additive way. Indeed, we plan to address the convergence in law with respect
to H for the HAM and PAM in a separate publication, where the underlying stochastic integrals
are interpreted in the Skorohod sense.

We turn now to the study of the quasi-linear case, that is assuming that b is a general Lipschitz
function. Here, we first prove that equations (SWE) and (SHE) admit a unique solution (see
Theorem 3.1). This result holds for any H ∈ (0,1) and, as far as we know, is new for the case H <
1
2 (if H > 1

2 , it follows from [10], Thm. 4.3). Moreover, we note that the proof of Theorem 3.1
can be built in a unified way for both wave and heat equations.

Nevertheless, the analysis of the weak convergence in the quasi-linear case does not admit a
unified proof for wave and heat equations. More precisely, for the wave equation, the convergence
in law of uH to uH0 , whenever H → H0, follows from a pathwise argument: we prove that,
for almost all ω, the solution of (SWE) can be seen as the image of the stochastic convolution
through a certain continuous functional F : C([0, T ] × R) → C([0, T ] × R). In the case of the
heat equation, this argument cannot be directly applied, for the associated deterministic equation
which has to be solved in order to define the above-mentioned functional is not well-posed for a
general coefficient b. We overcome this difficulty by first assuming that b is a bounded function
and then using a truncation argument. As it will be exhibited in Section 4.3, this part of the paper
contains most of the technical difficulties that we need to face. It is also worthy to point out that,
in the analysis of the wave equation and the heat equation with bounded b, we have established ad
hoc versions of Grönwall lemma which have been crucial to complete the corresponding proofs
(see, respectively, Lemmas 4.2 and 4.4).

This article is organized as follows. Section 2 is devoted to study the convergence in law for
equations (SWE) and (SHE) in the linear additive case (i.e., b = 0). In Section 3, existence,
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uniqueness and pathwise Hölder continuity in the quasi-linear additive case are established. Fi-
nally, the main result on weak convergence for the quasi-linear case is proved in Section 4: here
we treat separately the case of the wave equation (Section 4.1), the heat equation with b bounded
(Section 4.2) and the heat equation with general b (Section 4.3).

When we make use of the constant C, we are meaning that the value of that constant is not
relevant for our computations, and also that it can change its value from line to line. When two
constants (possibly different) appear on the same line, we will call them C1, C2. Sometimes we
use Cp when we want to stress that the constant depends on some exponent p.

2. Weak convergence for the linear additive case

In this section, we consider equations (SWE) and (SHE) in the case where the drift term vanishes,
that is b = 0. Then, the mild formulation (4) reads

uH (t, x) = I0(t, x) +
∫ t

0

∫
R

Gt−s(x − y)WH (ds, dy), (7)

where we recall that the term I0 and the fundamental solution G have been defined in (5) and
(6), respectively. Throughout this section, we assume that H ∈ (0,1). Notice that (7) is now an
explicit formula for the solution uH . We consider the following hypotheses on the initial data:

Hypothesis A. It holds that

(a) Wave equation: u0 is continuous and v0 ∈ L1
loc(R).

(b) Heat equation: u0 is continuous and bounded.

It can be easily verified that the above conditions on the initial data imply that I0 : [0,∞) ×
R → R is a continuous function. On the other hand, the stochastic convolution in (7) is a well-
defined centered Gaussian random variable since, for any (t, x) ∈ [0, T ] ×R,

E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x − y)WH (ds, dy)

∣∣∣∣
2]

=
∫ t

0

∫
R

∣∣FGt−s(ξ)
∣∣2|ξ |1−2H dξ ds

≤
∫ T

0

∫
R

∣∣FGs(ξ)
∣∣2|ξ |1−2H dξ ds < ∞,

where we have applied Lemma 2.4 below. Hence, we have the following result.

Theorem 2.1. Assume that Hypothesis A holds and let H ∈ (0,1). Then, there exists a unique
solution uH = {uH (t, x), (t, x) ∈ [0, T ] × R} of equation (7). Moreover, the random field uH

admits a modification with continuous sample paths.

Proof. We only need to prove that uH has a modification with continuous paths. Indeed, since I0
is deterministic and continuous, we check that the stochastic convolution ũH (t, x) := uH (t, x)−
I0(t, x) admits a continuous modification. This is a direct consequence of Step 1 in the proof of
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Theorem 2.8 below. More precisely, for any p ≥ 2, there exists a constant C (depending only on
p) such that, for all t, t ′ ∈ [0, T ] and x, x′ ∈ R, it holds

E
[∣∣ũH (t, x) − ũH

(
t ′, x′)∣∣p] ≤ C

{∣∣t − t ′
∣∣αp + ∣∣x − x′∣∣pH }

,

where α = H for the wave equation and α = H
2 for the heat equation. An application of Kol-

mogorov’s continuity criterion concludes the proof. �

Remark 2.2. In the case of the heat equation, the assumptions of Theorem 2.1 indeed imply
that, for all p ≥ 1,

sup
(t,x)∈[0,T ]×R

E
[∣∣uH (t, x)

∣∣p]
< ∞.

For the wave equation, this property can be obtained by slightly strengthening the hypotheses of
u0 and v0, for example, assuming that they are bounded functions (see [10], Lem. 4.2).

Remark 2.3. The proof of Theorem 2.1 implies that the stochastic convolution in equation (7)
has a modification which is (locally) β1-Hölder continuous in time for any β1 ∈ (0, α) and (lo-
cally) β2-Hölder continuous in space for any β2 ∈ (0,H).

In the proof of the main result of the present section (cf. Theorem 2.8), we will need the
following three technical lemmas (proved in [4]). They provide explicit estimates, depending on
H , of the norm in the space L2(R;μH ) of the Fourier transforms of the fundamental solutions
of the deterministic wave and heat equations, where we recall that, respectively:

FGt(ξ) = sin(t |ξ |)
|ξ | and FGt(ξ) = exp

(−tξ2

2

)
, t > 0, ξ ∈ R. (8)

In the following three lemmas, we will denote either one of these two functions by FGt(ξ). We
recall that the spatial spectral measure is given by μH (dξ) = cH |ξ |1−2H dξ (see (2)).

Lemma 2.4 ([4], Lemma 3.1). Let T > 0. Then, the integral

AT (α) :=
∫ T

0

∫
R

∣∣FGt(ξ)
∣∣2|ξ |α dξ dt

converges if and only if α ∈ (−1,1). In this case, it holds:

AT (α) =

⎧⎪⎨
⎪⎩

21−αCα

1

2 − α
T 2−α for the wave equation,

2

1 − α
�

(
α + 1

2

)
T (1−α)/2 for the heat equation,
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where the constant Cα is given by

Cα =

⎧⎪⎨
⎪⎩

�(α)

1 − α
sin(πα/2), α ∈ (−1,1) \ {0},

π

2
, α = 0.

Lemma 2.5 ([4], Lemma 3.4). Let T > 0 and α ∈ (−1,1). Then, for any h > 0, it holds:

∫ T

0

∫
R

(
1 − cos(ξh)

)∣∣FGt(ξ)
∣∣2|ξ |α dξ dt ≤

{
C|h|1−α for the heat equation,

CT |h|1−α for the wave equation,

where C = ∫
R
(1 − cosη)|η|α−2 dη.

Lemma 2.6 ([4], Lemma 3.5). Let T > 0 and α ∈ (−1,1). Then, for any h > 0, it holds:

∫ T

0

∫
R

∣∣FGt+h(ξ) −FGt(ξ)
∣∣2|ξ |α dξ dt ≤

{
Cα|h|(1−α)/2 for the heat equation,

CαT |h|1−α for the wave equation,

where

Cα =
∫
R

(1 − e−η2/2)2

|η|2−α
dη for the heat equation, and

Cα = 4
∫
R

min(1, |η|2)
|η|2−α

dη for the wave equation.

We will also make use of the following tightness criterion in the plane (see [20], Prop. 2.3):

Theorem 2.7. Let {Xλ}λ∈� be a family of random functions indexed on the set � and taking
values in the space C([0, T ] ×R), in which we consider the metric of uniform convergence over
compact sets. Then, the family {Xλ}λ∈� is tight if, for any compact set J ⊂R, there exist p′,p >

0, δ > 2, and a constant C such that the following holds for any t ′, t ∈ [0, T ] and x′, x ∈ J :

(i) supλ∈� E[|Xλ(0,0)|p′ ] < ∞,
(ii) supλ∈� E[|Xλ(t

′, x′) − Xλ(t, x)|p] ≤ C(|t ′ − t | + |x′ − x|)δ .

We are now in position to state and prove the main result of this section.

Theorem 2.8. Consider a family {uHn}n≥1 of solutions of equation (SWE) or (SHE), and sup-

pose that the Hurst indexes Hn → H0 ∈ (0,1), as n → ∞. Then uHn
d−→ uH0 , as n → ∞, where

the convergence holds in distribution in the space C([0, T ] × R), where the latter is endowed
with the metric of uniform convergence on compact sets.
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Proof. We split the proof in two steps. In the first one, we prove that the sequence of stochastic
convolutions is tight in C([0, T ] × R), while the second step is devoted to the identification of
the limit law.

Step 1: Since Hn → H0, the sequence {Hn} is contained in a compact set K ⊂ (0,1). For a
fixed H ∈ (0,1), we have that the solution uH is expressed as

uH (t, x) = I0(t, x) +
∫ t

0

∫
R

Gt−s(x − y)WH (ds, dy).

We will apply Theorem 2.7 to the family {ũH = uH − I0}H∈K of stochastic convolutions:

ũH (t, x) = uH (t, x) − I0(t, x) =
∫ t

0

∫
R

Gt−s(x − y)WH (ds, dy).

We write then, supposing without loss of generality that t ′ ≥ t and x′ ≥ x:

ũH
(
t ′, x′) − ũH (t, x) =

∫ t ′

t

∫
R

Gt ′−s

(
x′ − y

)
WH (ds, dy)

+
∫ t

0

∫
R

[
Gt ′−s

(
x′ − y

) − Gt−s(x − y)
]
WH (ds, dy).

Thus, we have

E
[∣∣u(t, x) − u

(
t ′, x′)∣∣p] ≤ Cp(I1 + I2),

where I1, I2 are defined as:

I1 := E

[∣∣∣∣
∫ t ′

t

∫
R

Gt ′−s

(
x′ − y

)
WH (ds, dy)

∣∣∣∣
p]

,

I2 := E

[∣∣∣∣
∫ t

0

∫
R

[
Gt−s(x − y) − Gt ′−s

(
x′ − y

)]
WH (ds, dy)

∣∣∣∣
p]

.

Since I1 is the moment of order p of a centered Gaussian random variable, we have

I1 = E

[∣∣∣∣
∫ T

0

∫
R

1[t,t ′](s)Gt ′−s

(
x′ − y

)
WH (ds, dy)

∣∣∣∣
p]

= zpc
p/2
H

[∫ T

0
1[t,t ′](s)

∫
R

∣∣FGt ′−s

(
x′ − ·)(ξ)

∣∣2|ξ |1−2H dξ ds

]p/2

= zpc
p/2
H

[∫ t ′

t

∫
R

∣∣FGt ′−s

(
x′ − ·)(ξ)

∣∣2|ξ |1−2H dξ ds

]p/2

= zpc
p/2
H

[∫ t ′−t

0

∫
R

∣∣FGs′(ξ)
∣∣2|ξ |1−2H dξ ds′

]p/2

. (9)
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Notice that we have used the standard properties of Fourier transform in the space variable, and
we performed the change of variable s′ = t ′ − s. The constant zp is the p-order moment of a
standard normal distribution and cH is given by (2).

Now we apply Lemma 2.4 and obtain

I1 ≤

⎧⎪⎪⎨
⎪⎪⎩

zpc
p/2
H

[
22H C̃1−2H

1

1 + 2H

(
t ′ − t

)1+2H
]p/2

, wave equation,

zpc
p/2
H

[
1

H
�(1 − H)

(
t ′ − t

)H
]p/2

, heat equation.

(10)

The above constant C̃1−2H is the one of Lemma 2.4:

C̃1−2H =

⎧⎪⎨
⎪⎩

�(1 − 2H)

2H
sin

(
π

1 − 2H

2

)
, H ∈ (0,1),H 
= 1

2
,

π

2
, H = 1

2
.

First, we observe that zp is independent of H and

cH = �(2H + 1) sin(πH)

2π
≤ �(3)

2π
= 1

π
.

Next, as far as estimate (10) for the wave equation is concerned, we note that 22H ≤ 4 and
1

1+2H
≤ 1, for any H ∈ (0,1). Thus, we concentrate on the constant C̃1−2H , which we show

that it is uniformly bounded in H . Clearly, the function C̃1−2H : (0,1) → R has, possibly, a
singularity only in H = 1

2 , but since �(x) ∼ 1
x

as x → 0+, by simple calculations we have that

the function C̃1−2H is continuous also at the point H = 1
2 . Therefore, C̃1−2H is bounded on the

set K .
On the other hand, regarding estimate (10) for the heat equation, we have that 1

H
�(1 − H)

defines a continuous function of H on the interval (0,1), and thus it is bounded on K .
We now turn to the analysis of the term I2. More precisely, we have

I2 = E

[∣∣∣∣
∫ T

0

∫
R

1[0,t](s)
[
Gt−s(x − y) − Gt ′−s

(
x′ − y

)]
WH (ds, dy)

∣∣∣∣
p]

= zpc
p/2
H

[∫ T

0
1[0,t](s)

∫
R

∣∣F(
Gt−s(x − ·) − Gt ′−s

(
x′ − ·))(ξ)

∣∣2|ξ |1−2H dξ ds

]p/2

= zpc
p/2
H

[∫ t

0

∫
R

∣∣FGt−s(x − ·)(ξ) −FGt ′−s

(
x′ − ·)(ξ)

∣∣2|ξ |1−2H dξ ds

]p/2

≤ zpc
p/2
H Cp

([∫ t

0

∫
R

∣∣FGt ′−s

(
x′ − ·)(ξ) −FGt−s

(
x′ − ·)(ξ)

∣∣2|ξ |1−2H dξ ds

]p/2
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+
[∫ t

0

∫
R

∣∣FGt−s

(
x′ − ·)(ξ) −FGt−s(x − ·)(ξ)

∣∣2|ξ |1−2H dξ ds

]p/2)

= zpc
p/2
H Cp(J1 + J2),

where Cp denotes some constant depending on p. We estimate J1 and J2 using similar techniques
as those used for the term I1. Hence, via the change of variable s′ = t − s, we have:

J1 =
[∫ t

0

∫
R

∣∣FGs′+(t ′−t)

(
x′ − ·)(ξ) −FGs′

(
x′ − ·)(ξ)

∣∣2|ξ |1−2H dξ ds′
]p/2

.

Thus, by Lemma 2.6,

J1 ≤
{

M
p/2
H tp/2(t ′ − t

)pH ≤ M
p/2
H T p/2(t ′ − t

)pH
, wave equation,

N
p/2
H

(
t ′ − t

)pH/2
, heat equation.

The above constants are the following:

1

4
MH =

∫
R

min(1, |h|2)
|h|1+2H

dh

=
∫

|h|>1

1

|h|1+2H
dh +

∫
|h|<1

1

|h|2H−1
dh

= 1

H
+ 1

1 − H
,

and

NH =
∫
R

(1 − e− h2
2 )2

|h|1+2H
dh

≤
∫
R

1 − e− h2
2

|h|1+2H
dh

≤
∫

|h|>1

1

|h|1+2H
dh +

∫
|h|<1

1

|h|2H−1
dh

= 1

H
+ 1

1 − H
.

The function H �→ 1
H

+ 1
1−H

is again continuous in (0,1), and thus bounded for H ∈ K .
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For the term J2, we have:

J2 =
[∫ t

0

∫
R

∣∣FGt−s

(
x′ − ·)(ξ) −FGt−s(x − ·)(ξ)

∣∣2|ξ |1−2H dξ ds

]p/2

=
[∫ t

0

∫
R

[
1 − cos

(
ξ
(
x′ − x

))]∣∣FGs′(x − ·)(ξ)
∣∣2|ξ |1−2H dξ ds′

]p/2

,

and applying Lemma 2.5 we end up with

J2 ≤
{

C
p/2
H tp/2(x′ − x

)pH ≤ C
p/2
H T p/2(x′ − x

)pH
, wave equation,

C
p/2
H

(
x′ − x

)pH
, heat equation.

Here, the constant CH is

CH =
∫
R

1 − cos(h)

|h|1+2H
dh ≤ 1

H
+ 1

1 − H
,

which again is a bounded function on the set K .
To sum up, we have proved that

E
[∣∣ũH (t, x) − ũH

(
t ′, x′)∣∣p] ≤ C

((
t ′ − t

)αp + (
x′ − x

)pH )
,

where α = H for the wave equation and α = H
2 for the heat equation, and the constant C depends

only of p and T . Thus, choosing p > 4
minH∈K H

, we have that the hypotheses of Theorem 2.7 are

fulfilled by the family {ũH }H∈K , for both the solution to (SWE) and (SHE). This concludes the
first step of the proof.

Step 2: In order to identify the limit law of the sequence {uHn}n≥1, we proceed to prove the
convergence of the finite dimensional distributions of ũHn when n → ∞.

We recall that, for every H ∈ (0,1), ũH = uH −I0 is a centered Gaussian process, so it suffices
to analyze the convergence of the corresponding covariance functions.

Let (t, x), (t ′, x′) ∈ [0, T ] ×R and suppose that t ′ ≥ t . Then,

E
[
ũHn(t, x)ũHn

(
t ′, x′)] = cHn

∫ t

0

∫
R

FGt−s(x − ·)(ξ)FGt ′−s

(
x′ − ·)(ξ)|ξ |1−2Hn dξ ds.

Let us first consider the case of the wave equation. Taking into account the explicit form of
FGt(ξ) (see (8)), we have

E
[
ũHn(t, x)ũHn

(
t ′, x′)] = cHn

∫ t

0

∫
R

e−iξ(x−x′) sin((t − s)|ξ |) sin((t ′ − s)|ξ |)
|ξ |1+2Hn

dξ ds.

We clearly have that cHn → cH0 . The integrand function in the latter integral converges, as
n → ∞, to

e−iξ(x−x′) sin((t − s)|ξ |) sin((t ′ − s)|ξ |)
|ξ |1+2H0

,
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for almost every (s, ξ) ∈ [0, t] × R. Moreover, thanks to the fact that | sin(z)| ≤ z for all z ∈ R,
its modulus is dominated by the integrable function⎧⎪⎪⎨

⎪⎪⎩
(t − s)(t ′ − s)

|ξ |2 supn(Hn)−1
, s ∈ [0, t], |ξ | ≤ 1,

1

|ξ |2 infn(Hn)+1
, s ∈ [0, t], |ξ | > 1.

Then, by the dominated convergence theorem, we obtain that

lim
n→∞ E

[
ũHn(t, x)ũHn

(
t ′, x′)] = cH0

∫ t

0

∫
R

e−iξ(x−x′) sin((t − s)|ξ |) sin((t ′ − s)|ξ |)
|ξ |1+2H0

dξ ds

= E
[
ũH0(t, x)ũH0

(
t ′, x′)].

On the other hand, in the case of the heat equation, we have

E
[
ũHn(t, x)ũHn

(
t ′, x′)] = cHn

∫ t

0

∫
R

e−iξ(x−x′)e− (t−s)ξ2

2 e− (t ′−s)ξ2

2

|ξ |2Hn−1
dξ ds. (11)

The pointwise limit of the above integrand is given by

e−iξ(x−x′)e− (t−s)ξ2

2 e− (t ′−s)ξ2

2

|ξ |2H0−1
,

for all s ∈ [0, t] and ξ ∈ R, and its modulus reads

e− (t+t ′−2s)ξ2

2

|ξ |2Hn−1
.

Now, we use the bound

e−ax2
<

1

ax2
, if a > 0,

with a = (t + t ′ − 2s)/2 (which is always positive provided that s ∈ [0, t]). Thus,

e− (t+t ′−2s)ξ2

2

|ξ |2Hn−1
≤

⎧⎪⎨
⎪⎩

1

|ξ |2 supn(Hn)−1
, |ξ | ≤ 1, s ∈ [0, t],

2

(t ′ − t)|ξ |2 infn(Hn)+1
, |ξ | > 1, s ∈ [0, t].

This covers all cases except t = t ′. In this latter case, the modulus of the integrand appearing in
(11) becomes

e−(t−s)ξ2

|ξ |2Hn−1
≤

⎧⎪⎪⎨
⎪⎪⎩

1

|ξ |2 supn(Hn)−1
, |ξ | ≤ 1, s ∈ [0, t],

exp(−(t − s)ξ2)

|ξ |2 infn(Hn)−1
, |ξ | > 1, s ∈ [0, t],
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and the integrability of this function is an easy consequence of Lemma 2.4. Therefore, by the
dominated convergence theorem, we also obtain that

lim
n→∞ E

[
ũHn(t, x)ũHn

(
t ′, x′)] = E

[
ũH0(t, x)ũH0

(
t ′, x′)],

which concludes Step 2 of the proof.
To finish the proof of the theorem, it remains to observe that, since the translation by I0 is

clearly a continuous mapping from C([0, T ] × R) into itself, the convergence in distribution

ũHn
d−→ ũH0 implies the convergence in distribution uHn

d−→ uH0 , which was our statement. �

3. Quasi-linear additive case: Existence of solution

In this section, we consider equations (SWE) and (SHE) with a general drift coefficient b, where
we assume that b : R → R is a globally Lipschitz function. Let T > 0. Owing to (4), we recall
that a solution to these equations is an adapted and jointly measurable process {uH (t, x), (t, x) ∈
[0, T ] ×R} such that, for all (t, x) ∈ [0, T ] ×R,

uH (t, x) = I0(t, x) +
∫ t

0

∫
R

Gt−s(x − y)WH (ds, dy)

+
∫ t

0

∫
R

b
(
uH (s, y)

)
Gt−s(x − y)dy ds, P-a.s., (12)

where the term I0 and the fundamental solution G are specified in (5) and (6), respectively.
If H > 1

2 , the existence of a unique solution to (12) follows from [10], Thm. 4.3, assuming
that the term I0 satisfies

sup
(t,x)∈[0,T ]×R

∣∣I0(t, x)
∣∣ < ∞.

The case H = 1
2 was considered in [18]. Finally, we have not been able to find a proof of existence

in the case H < 1
2 . This section is devoted to present a proof of existence and uniqueness of

solution to (12) which holds for any H ∈ (0,1) (cf. Theorem 3.1). Furthermore, we provide
sufficient conditions on the initial data ensuring that the solution admits a Hölder-continuous
version (cf. Theorem 3.2 below).

Along this section, we will require more restrictive conditions for the initial conditions. Con-
cretely, we consider the following assumption:

Hypothesis B. It holds that

(a) Wave equation: u0 and v0 are H -Hölder continuous and bounded.
(b) Heat equation: u0 is H -Hölder continuous and bounded.

Moreover, we recall that we are considering the filtration (FH
t )t≥0 which is generated by our

fractional noise WH (see (3)).
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Theorem 3.1. Let p ≥ 2 and assume that Hypothesis B is satisfied. Then, equation (12) has a
unique solution uH in the space of L2(�)-continuous and adapted stochastic processes satisfying

sup
(t,x)∈[0,T ]×R

E
[∣∣uH (t, x)

∣∣p]
< ∞.

Proof. We follow similar arguments as those used in [9]. We split the proof in four parts.
Step 1: We define the following Picard iteration scheme. For n = 0, we set

uH
0 (t, x) := I0(t, x) +

∫ t

0

∫
R

Gt−s(x − y)WH (ds, dy), (13)

and for n ≥ 1 we define

uH
n (t, x) := uH

0 (t, x) +
∫ t

0

∫
R

Gt−s(x − y)b
(
uH

n−1(s, y)
)
dy ds. (14)

Clearly, the process uH
0 is adapted and, by step 1 in Section 4.3, it is L2(�)-continuous. Then,

uH
0 admits a jointly measurable modification (cf. [2], Prop. B.1), which will be denoted in the

same way.
Owing to Lemma 3.3, we obtain that, for every n ≥ 0, the Picard iteration uH

n is L2(�)-
continuous, and thus has a jointly measurable modification. Moreover, by Lemma 3.4 below, uH

n

is uniformly bounded in Lp(�), that is,

sup
(t,x)∈[0,T ]×R

E
[∣∣uH

n (t, x)
∣∣p]

< ∞.

The above two facts imply that uH
n is well-defined, for all n ≥ 0. On the other hand, it is clear

that any Picard iteration defines an adapted process.
Step 2: We prove that the Picard iteration scheme converges in the space of L2(�)-continuous,

adapted and Lp(�)-uniformly bounded processes, which is a complete normed space when en-
dowed with the norm ∥∥uH

∥∥
p

= sup
(t,x)∈[0,T ]×R

(
E
[∣∣uH (t, x)

∣∣p])1/p
.

Indeed, it can be seen as the closed subset formed by adapted process of the space

L∞([0, T ] ×R;Lp(�)
)
,

which is a Banach space for any p ≥ 2.
Then, it is sufficient to show that the sequence of Picard iterations is Cauchy with respect to

‖ · ‖p to infer the existence of a limit.
We use that b is Lipschitz and Minkowski inequality for integrals to obtain(

E
[∣∣uH

n+1(t, x) − uH
n (t, x)

∣∣p])1/p

=
(

E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x − y)
[
b
(
uH

n (s, y)
) − b

(
uH

n−1(s, y)
)]

dy ds

∣∣∣∣
p])1/p
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≤ C

(
E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x − y)
∣∣uH

n (s, y) − uH
n−1(s, y)

∣∣dy ds

∣∣∣∣
p])1/p

≤ C

∫ t

0

∫
R

(
E
[
Gt−s(x − y)p

∣∣uH
n (s, y) − uH

n−1(s, y)
∣∣p])1/p

dy ds

≤ C

∫ t

0

∫
R

Gt−s(x − y) sup
y∈R,

s′∈[0,s]

(
E
[∣∣uH

n

(
s′, y

) − uH
n−1

(
s′, y

)∣∣p])1/p
dy ds

= C

∫ t

0
sup
y∈R,

s′∈[0,s]

(
E
[∣∣uH

n

(
s′, y

) − uH
n−1

(
s′, y

)∣∣p])1/p
ds.

This inequality implies that

sup
x∈R,

s∈[0,t]

(
E
[∣∣uH

n+1(s, x) − uH
n (s, x)

∣∣p])1/p

≤ C

∫ t

0
sup
y∈R,

s′∈[0,s]

(
E
[∣∣uH

n

(
s′, y

) − uH
n−1

(
s′, y

)∣∣p])1/p
ds

If we define

fn(t) := sup
x∈R,

s∈[0,t]

(
E
[∣∣uH

n+1(s, x) − uH
n (s, x)

∣∣p])1/p
,

we have that

fn(t) ≤ C

∫ t

0
fn−1(s) ds.

Thanks to Lemma 3.4, we have that f0 is a bounded function on [0, T ], and thus integrable. Then,
by Grönwall lemma, we can conclude that {uH

n }n≥0 defines a Cauchy sequence in the underlying
space, and therefore it converges to a limit uH , namely

lim
n→∞ sup

(t,x)∈[0,T ]×R

E
[∣∣uH

n (t, x) − uH (t, x)
∣∣p] = 0.

Since any uH
n is L2(�)-continuous and adapted, uH has the same properties. In particular,

L2(�)-continuity implies the existence of a joint-measurable version of uH .
Step 3: We check that the process uH is a solution of (12). To do this, we take n → ∞ with

respect to the uniform Lp(�)-norm in the expression

uH
n+1(t, x) = uH

0 (t, x) +
∫ t

0

∫
R

Gt−s(x − y)b
(
uH

n (s, y)
)
dy ds.
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The left-hand side, by its definition, converges to uH , while for the non-constant (with respect to
n) part of the right-hand side, we argue as follows:

(
E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x − y)
(
b
(
uH

n (s, y)
) − b

(
uH (s, y)

))
dy ds

∣∣∣∣
p])1/p

≤ C

(
E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x − y)
∣∣uH

n (s, y) − uH (s, y)
∣∣dy ds

∣∣∣∣
p])1/p

≤ C

∫ t

0

∫
R

Gt−s(x − y)
(
E
[∣∣uH

n (s, y) − uH (s, y)
∣∣p])1/p

dy ds

≤ C

∫ t

0
sup

(s,y)∈[0,T ]×R

(
E
[∣∣uH

n (s, y) − uH (s, y)
∣∣p])1/p

ds

≤ C sup
(s,y)∈[0,T ]×R

(
E
[∣∣uH

n (s, y) − uH (s, y)
∣∣p])1/p

.

We note that the latter term converges to zero as n → ∞. Thus, we have that uH satisfies (12).
Step 4: Uniqueness can be checked by using analogous arguments as those used in the previous

steps. �

We have the following property of the sample paths of the solution uH .

Theorem 3.2. Let p ≥ 2. Assume that Hypothesis B is fulfilled. Let uH be the solution of (12).
Then, for any t, t ′ ∈ [0, T ] and x, x′ ∈ R such that |t ′ − t | ≤ 1 and |x′ − x| ≤ 1, the following
inequalities hold true:

sup
x∈R

E
[∣∣uH

(
t ′, x

) − uH (t, x)
∣∣p] ≤ Cp

∣∣t ′ − t
∣∣γp (15)

and

sup
t∈[0,T ]

E
[∣∣uH

(
t, x′) − uH (t, x)

∣∣p] ≤ Cp

∣∣x′ − x
∣∣Hp

, (16)

where γ = H for the wave equation and γ = H
2 for the heat equation. Hence, the process uH has

a modification whose trajectories are almost surely γ ′-Hölder continuous in time, for all γ ′ < γ ,
and H ′-Hölder continuous in space for all H ′ < H .

Proof. The bounds (15) and (16) are an easy corollary of the stronger results obtained in Step 1
of Section 4.3. Indeed, in that theorem, the same kind of estimates have been obtained uniformly
with respect to the Hurst index H , when restricted on a compact set [a, b] ⊂ (0,1). Nevertheless,
here we need to obtain (15) and (16) only for a fixed H ∈ (0,1). �

In order to conclude this section, we state and prove the two lemmas that we used in Step 1 of
the proof of Theorem 3.1 above.
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Lemma 3.3. For each n ≥ 0, the process uH
n defined by (13) and (14) satisfies the following.

There exists a constant C = C(n,H) such that, for any t ∈ [0, T ] and h ∈ R with t + h ≤ T , it
holds

sup
x∈R

E
[∣∣uH

n (t + h,x) − uH
n (t, x)

∣∣2] ≤
{

Chmin(2H,1), wave equation,

ChH , heat equation.
(17)

and, for any x ∈R and h ∈ R with |h| < 1,

sup
t∈[0,T ]

E
[∣∣uH

n (t, x + h) − uH
n (t, x)

∣∣2] ≤ Ch2H . (18)

In particular, the process uH
n is L2(�)-continuous.

Proof. We proceed by induction. In the case n = 0, first we study the time increments. We focus
on the right continuity. The computations for the left continuity are analogous. We have

E
[∣∣uH

0 (t + h,x) − uH
0 (t, x)

∣∣2] ≤ 2(A1 + A2),

where

A1 = ∣∣I0(t + h,x) − I0(t, x)
∣∣2

,

A2 = E

[∣∣∣∣
∫ t

0

∫
R

[
Gt+h−s(x − y) − Gt−s(x − y)

]
WH (ds, dy)

+
∫ t+h

t

∫
R

Gt+h−s(x − y)WH (ds, dy)

∣∣∣∣
2]

.

In Theorem 3.7 of [4], it is shown that

A1 ≤
{

Ch2H for the wave equation,

ChH for the heat equation.

Concerning the term A2, we have

A2 ≤ 2(A2,1 + A2,2),

where

A2,1 = E

[∣∣∣∣
∫ t

0

∫
R

[
Gt+h−s(x − y) − Gt−s(x − y)

]
WH (ds, dy)

∣∣∣∣
2]

,

A2,2 = E

[∣∣∣∣
∫ t+h

t

∫
R

Gt+h−s(x − y)WH (ds, dy)

∣∣∣∣
2]

.
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These terms have been studied in the proof of Theorem 2.8, concretely A2,1 corresponds to
term J1 in that theorem and term A2,2 corresponds to I1. So,

A2,1 ≤
{

Ch1+2H , for the wave equation,

Ch
1
2 +H , for the heat equation,

and

A2,2 ≤
{

Ch1+2H , for the wave equation,

Ch
1
2 +H , for the heat equation.

Putting together the above estimates, we obtain the validity of (17) for n = 0.
Regarding the space increments, we have, for any h ∈ R with |h| < 1,

E
[∣∣uH

0 (t, x + h) − uH
0 (t, x)

∣∣2] ≤ 2(B1 + B2),

where

B1 = ∣∣I0(t, x + h) − I0(t, x)
∣∣2

,

B2 = E

[∣∣∣∣
∫ t

0

∫
R

[
Gt−s(x + h − y) − Gt−s(x − y)

]
WH (ds, dy)

∣∣∣∣
2]

.

As before, by [4], Thm. 3.7, we have

B1 ≤ Ch2H

for both heat and wave equations. The term B2 corresponds to J2 in the proof of Theorem 2.8,
hence

B2 ≤ C|h|1+2H .

So, we have proved (18) for n = 0.
We suppose now by induction hypothesis that uH

n satisfies (17) and (18). Let us compute the
time increments of uH

n+1, for 0 < h � 1:

E
[∣∣uH

n+1(t + h,x)−uH
n+1(t, x)

∣∣2] ≤ 3(D1 + D2 + D3),

where

D1 = E
[∣∣uH

0 (t + h,x) − uH
0 (t, x)

∣∣2]
,

D2 = E

[(∫ t

0

∫
R

Gs(y)
∣∣b(

uH
n (t + h − s, x − y)

) − b
(
uH

n (t − s, y)
)∣∣dy ds

)2]
,

D3 = E

[(∫ t+h

t

∫
R

Gs(y)
∣∣b(

un(t + h − s, x − y)
)∣∣dy ds

)2]
.
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We already showed that D1 is bounded as the right-hand side of (17), so we only need to handle
D2 and D3. As in Lemma 19 of [9], first we compute D2. Namely, using that b is Lipschitz and
applying Cauchy–Schwarz inequality and Fubini theorem, we have

D2 ≤ C

(∫ t

0

∫
R

Gs(y)dy ds

)

× E

[∫ t

0

∫
R

Gs(y)
∣∣uH

n (t + h − s, x − y) − uH
n (t − s, x − y)

∣∣2
dy ds

]

≤ CE

[∫ t

0

∫
R

Gs(y)
∣∣uH

n (t + h − s, x − y) − uH
n (t − s, x − y)

∣∣2
dy ds

]

= C

∫ t

0

∫
R

Gs(y)E
[∣∣uH

n (t + h − s, x − y) − uH
n (t − s, x − y)

∣∣2]
dy ds

≤
{

Ch2H , wave equation,

ChH , heat equation.

Notice that in the last inequality we used the induction hypothesis.
Regarding D3, we have

D3 ≤ C

∫ t+h

t

∫
R

(
1 + E

[∣∣uH
n (t + h − s, x − y)

∣∣2])
Gs(y)dy ds.

The uniform boundedness in L2(�) of uH
n (by Lemma 3.4) gives that

D3 ≤ C

∫ t+h

t

∫
R

Gs(y)dy ds ≤ Ch,

for both wave and heat equations. Thus, taking into account the above estimates for J1, J2 and
J3, we obtain that uH

n+1 satisfies (17).
We are left to deal with the spatial increments of uH

n+1. Indeed, we have

E
[∣∣uH

n+1(t, x + h) − uH
n+1(t, x)

∣∣2] ≤ 2(K1 + K2),

where

K1 = E
[∣∣uH

0 (t, x + h) − uH
0 (t, x)

∣∣2]
,

K2 = E

[(∫ t

0

∫
R

∣∣b(
uH

n (t − s, x + h − y)
) − b

(
uH

n (t − s, x − y)
)∣∣Gs(y)dy ds

)2]
.

The term K1 has already been studied, and K2 can be treated as the term J2, obtaining that
K2 ≤ C|h|2H . So we can infer that (18) is fulfilled for uH

n+1. �
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Lemma 3.4. Let p ≥ 2 and [a, b] ⊂ (0,1). Let uH
n , n ≥ 0, be the Picard iteration scheme defined

in (13) and (14). Then,

sup
n≥0

sup
H∈[a,b]

sup
(t,x)∈[0,T ]×R

E
[∣∣uH

n (t, x)
∣∣p]

< ∞.

Proof. First, we have

E
[∣∣uH

0 (t, x)
∣∣p] ≤ Cp

(∣∣I0(t, x)
∣∣p + E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x − y)WH (ds, dy)

∣∣∣∣
p])

.

By [10], Lemma 4.2, we have that

sup
(t,x)∈[0,T ]×R

∣∣I0(t, x)
∣∣ < ∞,

and this is uniform in H , since we are considering the same initial conditions for every H .
Regarding the stochastic term, arguing as in (9) and applying Lemma 2.4, we get

E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x − y)WH (ds, dy)

∣∣∣∣
p]

= zpc
p/2
H

[∫ t

0

∫
R

∣∣FGt−s(x − ·)(ξ)
∣∣2|ξ |1−2H dξ ds

]p/2

≤
{

Cp

(
t1+2H

)p/2
, wave equation,

Cp

(
tH

)p/2
, heat equation.

The last inequality comes from an estimate essentially identical to the one already computed in
(10). All above constants which are dependent on H can be uniformly bounded, provided that H

is in the compact interval [a, b] ⊂ (0,1). The above considerations yield

sup
H∈[a,b]

sup
(t,x)∈[0,T ]×R

E
[∣∣uH

0 (t, x)
∣∣p]

< ∞.

Next, owing to (14) we can infer that

E
[∣∣uH

n+1(t, x)
∣∣p] ≤ C

(
1 + E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x − y)b
(
uH

n (s, y)
)
dy ds

∣∣∣∣
p])

.

If we apply Hölder inequality, we obtain

E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x − y)b
(
uH

n (s, y)
)
dy ds

∣∣∣∣
p]

≤ CE

[∫ t

0

∫
R

Gt−s(x − y)
(
1 + ∣∣uH

n (s, y))
∣∣p)

dy ds

]
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= C1 + C2

∫ t

0

∫
R

Gt−s(x − y)E
[∣∣uH

n (s, y))
∣∣p]

dy ds

≤ C1 + C2

∫ t

0

∫
R

sup
H∈[a,b]

sup
(s′,y)∈[0,s]×R

E
[∣∣uH

n

(
s′, y

)
)
∣∣p]

Gt−s(x − y)dy ds

≤ C1 + C2

∫ t

0
sup

H∈[a,b]
sup

(s′,y)∈[0,s]×R

E
[∣∣uH

n

(
s′, y

)
)
∣∣p]

ds. (19)

The constants appearing in the previous calculations are clearly independent of H . Then, we
have

sup
H∈[a,b]

sup
(t ′,y)∈[0,t]×R

E
[∣∣uH

n+1

(
t ′, y

)∣∣p]

≤ C1 + C2

∫ t

0
sup

H∈[a,b]
sup

(s′,y)∈[0,s]×R

E
[∣∣uH

n

(
s′, y

)
)
∣∣p]

ds.

We conclude the proof by applying Grönwall lemma. �

4. Quasi-linear additive case: Weak convergence

This section is devoted to prove that the mild solution uHn of equation (SWE) (resp. (SHE))
converges in law in the space of continuous functions, as Hn → H0, to the solution uH0 of
(SWE) (resp. (SHE)) corresponding to the Hurst index H0.

Throughout this section, we fix H0 ∈ (0,1) and any sequence (Hn)n≥1 converging to H0.
Then, we consider the following assumptions for the initial data:

Hypothesis C. For some α > H0, it holds that

(a) Wave equation: u0 and v0 are α-Hölder continuous and bounded.
(b) Heat equation: u0 is α-Hölder continuous and bounded.

Without any loss of generality, we assume that Hn ≤ α, for all n ≥ 1. Hence, we will be able
to apply the results of the previous section for all these Hurst indexes.

The main strategy to prove that uHn converges in law to uH0 can be summarized as follows.
Recall that b is assumed to be globally Lipschitz. Let η be a deterministic function in C([0, T ]×
R), and consider the (deterministic) integral equation

z(t, x) =
∫ t

0

∫
R

b
(
z(s, y)

)
Gt−s(x − y)ds dy + η(t, x), (20)

which is defined on the space C([0, T ] × R), endowed with the metric of uniform convergence
on compact sets.

We will prove that (20) admits a unique solution. This allows us to define the solution operator

F : C([0, T ] ×R
) −→ C

([0, T ] ×R
)

(21)
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by (Fη)(t, x) := z(t, x). We will show that this operator is continuous. Note that uHn = F(ūHn)

(almost surely), for all n ≥ 0, where ūHn denotes the solution in the linear additive case (i.e.,
b = 0). Moreover, by Theorem 2.8, ūHn converges in law, in the space of continuous functions,
to ūH0 . Therefore, we can apply Theorem 2.7 of [7] to obtain the desired result.

Here is the main result of the paper.

Theorem 4.1. Assume that Hypothesis C is fulfilled and b is globally Lipschitz. Then, uHn
d−→

uH0 , as n → ∞, where the convergence holds in distribution in the space C([0, T ] ×R).

The proof of the above theorem will be tackled in the following three subsections. Indeed, we
need to distinguish the case of the wave equation from the one of the heat equation. Moreover, for
the heat equation, we split the analysis in two subcases: bounded b and possibly unbounded b.
As it will be made clear in the sequel, in the latter case, the above-explained strategy based on
the solution operator cannot be applied, so the case b unbounded will be studied separately.

4.1. Wave equation

In this section, we provide the proof of Theorem 4.1 for the stochastic wave equation (SWE). For
this, as already explained, it suffices to prove that equation (20) has a unique solution and that
the solution operator (21) is continuous. These two facts will be proved in Theorem 4.3 below.

We recall that the fundamental solution G of the wave equation on [0,∞) ×R is

Gt(x) = 1

2
1{|x|≤t}.

We will make use of the following ad hoc version of Grönwall lemma ([6]). We give its proof for
the sake of completeness. We remark that, using [8], Lem. 3.7, one could get a sharper version
of this result.

Lemma 4.2. Let {fn,n ≥ 0} be a sequence of real-valued non-negative functions defined on
[0, T ] × [a − T ,b + T ], for some a, b ∈ R such that a < b, and T > 0. Suppose that there exist
λ,μ > 0 such that, for every (t, x) ∈ [0, T ] × [a, b] and n ≥ 0,

fn+1(t, x) ≤ λ + μ

2

∫ t

0

∫ x+t−s

x−t+s

fn(s, y) dy ds,

and that f0 is bounded. Then, for every n ≥ 0 and (t, x) ∈ [0, T ] × [a, b], it holds that

fn(t, x) ≤ λ

n−1∑
k=0

(μt2)k

k! + ‖f0‖∞
(μt2)n

n! , (22)

which in particular implies that

lim sup
n→∞

fn(t, x) ≤ λ exp
(
μt2).
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Proof. We prove it by induction: the case n = 1 reduces to the inequality

f1(t, x) ≤ λ + μt2‖f0‖∞,

that is clearly satisfied. We go on with the inductive step: if (22) holds true, then

fn+1(t, x) ≤ λ + μ

2

∫ t

0

∫ x+t−s

x−t+s

[
λ

n−1∑
k=0

(μs2)k

k! + ‖f0‖∞
(μs2)n

n!

]
dy ds

= λ + μ

2

∫ t

0
2(t − s)

[
λ

n−1∑
k=0

(μs2)k

k! + ‖f0‖∞
(μs2)n

n!

]
ds

≤ λ + μ

∫ t

0
t

[
λ

n−1∑
k=0

(μs2)k

k! + ‖f0‖∞
(μs2)n

n!

]
ds

= λ + μ

[
λ

n−1∑
k=0

μk(t2)k+1

k!(2k + 1)
+ ‖f0‖∞

μn(t2)n+1

n!(2n + 1)

]

= λ + λ

n−1∑
k=0

μk+1(t2)k+1

k!(2k + 1)
+ ‖f0‖∞

μn+1(t2)n+1

n!(2n + 1)

≤ λ

n∑
k=0

μk(t2)k

k! + ‖f0‖∞
μn+1(t2)n+1

(n + 1)! ,

which is our thesis. In the last two inequalities, we shifted by one the index of the sum and we
used the fact that 4k2 + 6k + 2 > k + 1, for every k ∈N. If we take the lim sup as n → ∞ in both
sides of the inequality, we also obtain easily that

lim sup
n→∞

fn(t, x) ≤ λ exp
(
μt2). �

We will use the above Grönwall-type lemma to prove the following theorem, proved also in
[6].

Theorem 4.3. Let η ∈ C([0, T ] × R) and consider the deterministic equation (20) in the case
where G is the fundamental solution of the wave equation. Then, (20) has a unique solution
z ∈ C([0, T ] ×R). Moreover, the solution operator

F : C([0, T ] ×R
) → C

([0, T ] ×R
)

defined by F(η) = z is continuous, if we endow C([0, T ] × R) with the metric of uniform con-
vergence on compact sets.
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Proof. We define the Picard iteration scheme

z0(t, x) := η(t, x),

zn(t, x) :=
∫ t

0

∫
R

Gt−s(x − y)b
(
zn−1(s, y)

)
dy ds + η(t, x) (23)

= 1

2

∫ t

0

∫ x+t−s

x−t+s

b
(
zn−1(s, y)

)
dy ds + η(t, x), n ≥ 1.

Clearly, the above expressions of the Picard scheme are well-defined. Moreover, since b is Lip-
schitz continuous, if zn−1 is continuous then also b ◦ zn−1 is so. This gives by induction that
zn is a continuous function. Moreover, we will show that zn converges uniformly on compact
sets on [0, T ] ×R. More precisely, we prove that the sequence {zn}n≥0 is uniformly Cauchy on
[0, T ] × [−L,L], for every L > 0. Indeed, for all (t, x) ∈ [0, T ] × [−L,L], we have

∣∣zn+1(t, x) − zn(t, x)
∣∣ =

∣∣∣∣1

2

∫ t

0

∫ x+t−s

x−t+s

[
b
(
zn(s, y)

) − b
(
zn−1(s, y)

)]
dy ds

∣∣∣∣
≤ C

∫ t

0

∫ x+t−s

x−t+s

∣∣zn(s, y) − zn−1(s, y)
∣∣dy ds.

We can apply Lemma 4.2 to the sequence of functions fn := |zn+1 − zn| and with λ = 0 and
μ = 2C, obtaining that

∣∣zn+1(t, x) − zn(t, x)
∣∣ ≤

(
sup

(s,y)∈[0,T ]×[−L−T ,L+T ]

∣∣z1(s, y) − z0(s, y)
∣∣) (2Ct2)n

n!

≤
(

sup
(s,y)∈[0,T ]×[−L−T ,L+T ]

∣∣z1(s, y) − z0(s, y)
∣∣) (2CL2)n

n! .

Notice that the latter bound does not depend on t and x. This remark, together with the fact that

the function z1 −z0 is bounded on any compact set, and that the sum
∑∞

k=0
(2CL2)n

n! is convergent,
yield that the sequence {zn(t, x)}n≥0 is uniformly Cauchy on [0, T ]×[−L,L]. Let z(t, x) denote
its limit. Then, by the uniqueness of the pointwise limit, the fact that C([0, T ]×R) is a complete
metric space (with the underlying metric) and that zn, n ≥ 0, are continuous functions, we have
that z is also a continuous function in C([0, T ] ×R).

Letting n → ∞ in (24) and observing that b◦zn → b◦z uniformly on compact sets, one easily
gets that z solves equation (20).

The uniqueness of the solution comes from a simple remark: suppose we have two solutions
z1, z2 relative to the same η. Then, for a fixed L > 0 and for any (t, x) ∈ [0, T ] × [−L,L], we
have

∣∣z1(t, x) − z2(t, x)
∣∣ ≤ 1

2

∫ t

0

∫ x+t−s

x−t+s

∣∣b(
z1(s, y)

) − b
(
z2(s, y)

)∣∣dy ds

≤ C

∫ t

0

∫ x+t−s

x−t+s

∣∣z1(s, y) − z2(s, y)
∣∣dy ds.
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It remains to apply Lemma 4.2 to obtain the uniqueness for every L > 0, and thus for the equation
on the whole space.

Let us now turn to the analysis of the solution operator F : C([0, T ] ×R) −→ C([0, T ] ×R),
which is defined by F(η)(t, x) := z(t, x). We need to prove that this operator is continuous with
respect to the metric of uniform convergence on compact sets. That is, we show the continuity of
the restricted mapping

F : C([0, T ] × [−L,L]) −→ C
([0, T ] × [−L,L]),

for every L > 0.
We denote by ‖ · ‖∞,L the supremum norm on C([0, T ] × [−L,L]). Let z1 := F(η1) and

z2 := F(η2) for some η1, η2 ∈ C([0, T ] ×R). Then, for (t, x) ∈ [0, T ] × [−L,L],
∣∣z1(t, x) − z2(t, x)

∣∣ ≤
∫ t

0

∫ x+t−s

x−t+s

∣∣b(
z1(s, y)

) − b
(
z2(s, y)

)∣∣dy ds + ∣∣η1(t, x) − η2(t, x)
∣∣

≤ C

∫ t

0

∫ x+t−s

x−t+s

∣∣z1(s, y) − z2(s, y)
∣∣dy ds + ‖η1 − η2‖∞,L.

Here, we apply again Lemma 4.2 to obtain that

‖z1 − z2‖∞,L ≤ C‖η1 − η2‖∞,L. �

4.2. Heat equation: b bounded

In this section, we prove Theorem 4.1 for the stochastic heat equation (SHE) in the particular case
where the drift b is assumed to be a bounded function. This is necessary in order to construct a
Picard iteration scheme to solve equation (20).

Recall that the fundamental solution of the heat equation in [0,∞) ×R is given by

Gt(x) = 1√
2πt

e− |x|2
2t .

As we did in the previous subsection, first we establish an ad hoc version of Grönwall lemma.

Lemma 4.4. Let {fn}n≥1, fn : [0, T ] ×R→ R, be a sequence of functions that satisfy, for every
(t, x) ∈ [0, T ] ×R, the following inequality: for some μ,λ > 0,∣∣fn+1(t, x) − fn(t, x)

∣∣
≤ μ

∫ t

0

∫
R

1√
2π(t − s)

e
− |x−y|2

2(t−s)
∣∣b(

fn(s, y)
) − b

(
fn−1(s, y)

)∣∣dy ds + λ,

where b : R→ R is bounded and Lipschitz continuous with Lipschitz constant C. Then, we have
that, for any n ≥ 1 and (t, x) ∈ [0, T ] ×R,

∣∣fn+1(t, x) − fn(t, x)
∣∣ ≤ 2‖b‖∞

Cn−1(μt)n

n! +
n−1∑
k=0

λtk

k! .
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As a consequence, we also have that

lim sup
n→∞

(
sup
x∈R

∣∣fn+1(t, x) − fn(t, x)
∣∣) ≤ λet .

Proof. We prove it by induction. First, we compute

∣∣f2(t, x) − f1(t, x)
∣∣ ≤ μ

∫ t

0

∫
R

1√
2π(t − s)

e
− |x−y|2

2(t−s)
∣∣b(

f1(s, y)
) − b

(
f0(s, y)

)∣∣dy ds + λ

≤ 2μ‖b‖∞
∫ t

0

∫
R

1√
2π(t − s)

e
− |x−y|2

2(t−s) dy ds + λ

≤ 2μ‖b‖∞
∫ t

0
1ds + λ

= 2μt‖b‖∞ + λ.

For the inductive step, we have to exploit the Lipschitz continuity of b:∣∣fn+1(t, x) − fn(t, x)
∣∣

≤ μ

∫ t

0

∫
R

1√
2π(t − s)

e
− |x−y|2

2(t−s)
∣∣b(

fn(s, y)
) − b

(
fn−1(s, y)

)∣∣dy ds + λ

≤ μC

∫ t

0

∫
R

1√
2π(t − s)

e
− |x−y|2

2(t−s)
∣∣fn(s, y) − fn−1(s, y)

∣∣dy ds + λ

≤ μC

∫ t

0

∫
R

1√
2π(t − s)

e
− |x−y|2

2(t−s)

[
2‖b‖∞

Cn−2(μs)n−1

(n − 1)!

+
n−2∑
k=0

λsk

k!

]
dy ds + λ

=
∫ t

0

[
2‖b‖∞

μnCn−1sn−1

(n − 1)! +
n−2∑
k=0

λsk

k!

]
dy ds + λ

= 2‖b‖∞Cn−1 (μt)n

n! +
n−1∑
k=1

λtk

k! + λ.

A direct consequence of this fact is that

lim sup
n→∞

∣∣fn+1(t, x) − fn(t, x)
∣∣ ≤ λet ,

which concludes the proof. �

The proof of Theorem 4.1 in our standing case follows from the following result.
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Theorem 4.5. Let η ∈ C([0, T ] × R) and consider the deterministic equation (20) in the case
where G is the fundamental solution of the heat equation, and such that b is Lipschitz and
bounded. Then, (20) has a unique solution z ∈ C([0, T ] ×R). Moreover, the solution operator

F : C([0, T ] ×R
) → C

([0, T ] ×R
)

defined by F(η) = z is continuous, if we endow C([0, T ] × R) with the metric of uniform con-
vergence on compact sets.

Proof. As in the case of the wave equation, we consider the Picard iteration scheme

z0(t, x) = η(t, x),

zn(t, x) =
∫ t

0

∫
R

Gt−s(x − y)b
(
zn−1(s, y)

)
dy ds + η(t, x)

=
∫ t

0

∫
R

1√
2π(t − s)

e
− |x−y|2

2(t−s) b
(
zn−1(s, y)

)
dy ds + η(t, x), n ≥ 1.

We clearly have that z0 is continuous. Assume that zn−1 is well-defined and continuous, and we
check that zn is so. The well-definiteness of zn follows from the fact that b is bounded, which
implies that the integral defining zn(t, x) is convergent for every (t, x) ∈ [0, T ] × R. Regarding
the continuity of zn, let (t, x) ∈ [0, T ] × R and pick a sequence (tm, xm) → (t, x) as m → ∞.
Then,

zn(tm, xm) =
∫ tm

0

∫
R

Gtm−s(xm − y)b
(
zn(s, y)

)
dy ds + η(tm, xm)

=
∫ tm

0

∫
R

Gs′
(
y′)b(

zn−1
(
tm − s′, xm − y′))dy′ ds′ + η(tm, xm)

=
∫ supm tm

0

∫
R

1[0,tm]×R

(
s′, y′)Gs′

(
y′)b(

zn−1
(
tm − s′, xm − y′))dy′ ds′

+ η(tm, xm).

Thanks to the continuity of b and zn−1, the latter integrand converges point-wise to

1[0,t]×R

(
s′, y′)Gs′

(
y′)b(

zn−1
(
t − s′, x − y′)).

Since b is bounded and G has finite integral over [0, supm tm] ×R, we can apply the dominated
convergence theorem to obtain that

lim
m→∞ zn(tm, xm) = zn(t, x),

so zn is continuous.
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For every (t, x) ∈ [0, T ] ×R, we can infer that

∣∣zn+1(t, x) − zn(t, x)
∣∣ ≤

∫ t

0

∫
R

1√
2π(t − s)

e
− |x−y|2

2(t−s)
∣∣b(

zn(s, y)
) − b

(
zn−1(s, y)

)∣∣dy ds.

By Lemma 4.4, we get

∣∣zn+1(t, x) − zn(t, x)
∣∣ ≤ 2‖b‖∞

Cn−1tn

n! ≤ 2‖b‖∞
Cn−1T n

n! .

Since the rightmost term of this inequality is the general term of a converging series, and the
series does not depend on (t, x), we can infer that the sequence {zn(t, x)}n≥0 is uniformly Cauchy
in C([0, T ]×R). This means that a limit z exists and, since zn → z uniformly, z ∈ C([0, T ]×R).
Moreover, it is straightforward to verify that z is the solution to equation (20). Finally, uniqueness
of solution can be easily checked by applying again Lemma 4.4.

As far as the continuity of the solution operator F : C([0, T ] × R) → C([0, T ] × R) is con-
cerned, where F(η)(t, x) = z(t, x), this property can be verified similarly to the case of the wave
equation, but applying Lemma 4.4. �

4.3. Heat equation: b general

In this section, we aim to verify the validity of Theorem 4.1 for the stochastic heat equation
(SHE) in the case of a general globally Lipschitz coefficient b. Recall that the initial condition u0

is assumed to satisfy Hypothesis C. In particular, u0 is α-Hölder continuous for some α > H0.
We will use a truncation argument on the drift b: for every m ≥ 1, set

bm(x) :=
{

b(x) ∧ m, if b(x) ≥ 0,

b(x) ∨ −m, if b(x) < 0.

We have that bm is bounded and Lipschitz continuous, and converge pointwise to b, as m → ∞.
Moreover, a unique Lipschitz constant can be fixed for all functions bm, m ≥ 1, and b. We
define u

Hn
m to be the solution of (12) where b is replaced by bm, and corresponding to the Hurst

index Hn. An immediate consequence of Section 4.2 is that, for any m ≥ 1,

uHn
m

d−−−→
n→∞ uH0

m (24)

on C([0, T ] ×R).
Then, the proof of Theorem 4.1 is split in three steps.
Step 1: First, we check that the family of laws of {uHn}n≥1 is tight in C([0, T ] ×R). For this,

we will apply the criterion stated in Theorem 2.7. We point out that, indeed, the computations of
this step are valid for both heat and wave equations.

Notice that condition (i) of Theorem 2.7 is clearly satisfied, since uHn(0,0) is deterministic
and does not depend on n. Regarding condition (ii), let t, t ′ ∈ [0, T ] and x, x′ ∈ R with t ′ ≥ t and
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x′ ≥ x, and we can suppose that |x − x′| < 1 and |t − t ′| < 1. We aim to estimate

E
[∣∣uHn

(
t ′, x′) − uHn(t, x)

∣∣p] ≤ Cp

(
E
[∣∣uHn

(
t ′, x′) − uHn

(
t, x′)∣∣p]

+ E
[∣∣uHn

(
t, x′) − uHn(t, x)

∣∣p])
=: Cp(I + J ). (25)

We will see that

I ≤ C1
∣∣t ′ − t

∣∣βI p
, J ≤ C2

∣∣x′ − x
∣∣βJ p

, (26)

where βI ,βJ > 0 are two positive constants.
To start with, we have that

I ≤ Cp

(∣∣I0
(
t ′, x′) − I0

(
t, x′)∣∣p

+ E

[∣∣∣∣
∫ t ′

0

∫
R

Gt ′−s

(
x′ − y

)
WHn(ds, dy) −

∫ t

0

∫
R

Gt−s

(
x′ − y

)
WHn(ds, dy)

∣∣∣∣
p]

+ E

[∣∣∣∣
∫ t ′

0

∫
R

Gt ′−s

(
x′ − y

)
b
(
uHn(s, y)

)
dy ds

−
∫ t

0

∫
R

Gt−s

(
x′ − y

)
b
(
uHn(s, y)

)
dy ds

∣∣∣∣
p])

=: Cp(I1 + I2 + I3).

Regarding I1, it is known from [4], Theorem 3.7, that, for a α-Hölder continuous initial condition,
it holds

I1 ≤ C
∣∣t ′ − t

∣∣ αp
2 ≤ C

∣∣t ′ − t
∣∣ (infn Hn)p

2 . (27)

Next, by step 1 in the proof of Theorem 2.8, we clearly obtain that

I2 ≤ C
∣∣t ′ − t

∣∣Hnp
2 ≤ C

∣∣t ′ − t
∣∣ (infn Hn)p

2 . (28)

It remains to estimate I3. First, in the first summand of I3 we perform the change of variables
s′ = s − (t ′ − t), so that we obtain I3 ≤ Cp(I3,1 + I3,2), where

I3,1 := E

[∣∣∣∣
∫ 0

−(t ′−t)

∫
R

Gt−s′
(
x′ − y

)
b
(
uHn

(
s′ + (

t ′ − t
)
, y

))
dy ds′

∣∣∣∣
p]

and

I3,2 := E

[∣∣∣∣
∫ t

0

∫
R

Gt−s

(
x′ − y

)(
b
(
uHn

(
s + (

t ′ − t
)
, y

)) − b
(
uHn(s, y)

))
dy ds

∣∣∣∣
p]

.
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Clearly, I3,1 ≤ C|t ′ − t |p by Hölder inequality, Lemma 3.4 and the linear growth of b. For I3,2,
we have that

I3,2 = E

[∣∣∣∣
∫ t

0

∫
R

Gt−s

(
x′ − y

)(
b
(
uHn

(
s + (

t ′ − t
)
, y

)) − b
(
uHn(s, y)

))
dy ds

∣∣∣∣
p]

≤ CE

[∫ t

0

∫
R

Gt−s

(
x′ − y

)∣∣uHn
(
s + (

t ′ − t
)
, y

)
) − uHn(s, y)

∣∣p dy ds

]

≤ C

∫ t

0

∫
R

Gt−s

(
x′ − y

)(
sup
n≥1

sup
y∈R

E
[∣∣uHn

(
s + (

t ′ − t
)
, y

)) − uHn(s, y)
∣∣p]

) dy ds

= C

∫ t

0
sup
n≥1

sup
y∈R

E
[∣∣uHn

(
s + (

t ′ − t
)
, y

)
) − uHn(s, y)

∣∣p]
ds.

This latter estimate, together with (27) and (28) and the very definition of I , let us infer that

sup
n≥1

sup
x∈R

E
[∣∣uHn

(
t + (

t ′ − t
)
, x

) − uHn(t, x)
∣∣p]

≤ C1
∣∣t ′ − t

∣∣βI p + C2

∫ t

0
sup
n≥1

sup
y∈R

E
[∣∣uHn

(
s + (

t ′ − t
)
, y

)
) − uHn(s, y)

∣∣p]
ds,

where the constants C1 and C2 do not depend on Hn and βI = 1
2 infn Hn. Hence, by Grönwall

lemma, we obtain the desired estimate for I (see (26)).
Let us now deal with the term J in (25). Assume that x′ = x + h, for some h > 0. We have

E
[∣∣uHn(t, x + h) − uHn(t, x)

∣∣p] ≤ Cp

(∣∣I0(t, x + h) − I0(t, x)
∣∣p

+ E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x + h − y)WHn(ds, dy) −
∫ t

0

∫
R

Gt−s(x − y)WHn(ds, dy)

∣∣∣∣
p]

+ E

[∣∣∣∣
∫ t

0

∫
R

Gt−s(x + h − y)b
(
uHn(s, y)

)
dy ds

−
∫ t

0

∫
R

Gt−s(x − y)b
(
uHn(s, y)

)
dy ds

∣∣∣∣
p])

=: J1 + J2 + J3. (29)

By [4], Theorem 3.7, and step 1 in the proof of Theorem 2.8, we get, respectively,

J1 ≤ Ch(infn Hn)p and J2 ≤ Ch(infn Hn)p. (30)
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In order to tackle the term J3, we perform the change of variable y′ = y −h in its first summand,
yielding

J3 = E

[∣∣∣∣
∫ t

0

∫
R

Gt−s

(
x − y′)b(

uHn
(
s, y′ + h

))
dy′ ds

−
∫ t

0

∫
R

Gt−s(x − y)b
(
uHn(s, y)

)
dy ds

∣∣∣∣
p]

.

Then, renaming the variable y′ as y, we have

J3 = E

[∣∣∣∣
∫ t

0

∫
R

(
b
(
uHn(s, y + h)

) − b
(
uHn(s, y)

))
Gt−s(x − y)dy ds

∣∣∣∣
p]

≤ C

∫ t

0
sup
n≥1

sup
y∈R

E
[∣∣uHn(s, y + h)) − uHn(s, y))

∣∣p]
ds.

Putting together this bound and those of (30), we get

sup
n≥1

sup
x∈R

E
[∣∣uHn(t, x + h) − uHn(t, x)

∣∣p]

≤ C1h
βJ p + C2

∫ t

0
sup
n≥1

sup
y∈R

E
[∣∣uHn(s, y + h)) − uHn(s, y)

∣∣p]
ds,

where βJ = infn Hn. By Grönwall lemma, we conclude that estimates (26) hold. Therefore, by
Theorem 2.7, the family of laws of {uHn}n≥1 is tight in C([0, T ] ×R).

Step 2: This part of the proof is devoted to show the following uniform L2(�)-convergence:

sup
H∈[a,b]

sup
(t,x)∈[0,T ]×R

E
[∣∣uH

m (t, x) − uH (t, x)
∣∣2] −−−−→

m→∞ 0.

We remark that, indeed, the uniformity with respect to (t, x) ∈ [0, T ] ×R will not be needed in
step 3, but we obtain it for free thanks to our Grönwall-type argument exhibited below.

We argue as follows:

E
[∣∣uH

m (t, x) − uH (t, x)
∣∣2]

≤ C

∫ t

0

∫
R

Gt−s(x − y)E
[∣∣bm

(
uH

m (s, y)
) − b

(
uH (s, y)

)∣∣2]
dy ds

≤ C

(∫ t

0

∫
R

Gt−s(x − y)E
[∣∣bm

(
uH

m (s, y)
) − bm

(
uH (s, y)

)∣∣2]
dy ds

+
∫ t

0

∫
R

Gt−s(x − y)E
[∣∣bm

(
uH (s, y)

) − b
(
uH (s, y)

)∣∣2]
dy ds

)

≤ C

(∫ t

0

∫
R

Gt−s(x − y)E
[∣∣uH

m (s, y) − uH (s, y)
∣∣2]

dy ds
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+
∫ t

0

∫
R

Gt−s(x − y)E
[∣∣bm

(
uH (s, y)

) − b
(
uH (s, y)

)∣∣21{|uH (s,y)|>m}
]
dy ds

)

≤ C

(∫ t

0
sup

H∈[a,b]
sup

(s′,y)∈[0,s]×R

E
[∣∣uH

m

(
s′, y

) − uH
(
s′, y

)∣∣2]
ds

+
∫ t

0

∫
R

Gt−s(x − y)E
[∣∣bm

(
uH (s, y)

) − b
(
uH (s, y)

)∣∣4] 1
2

× P
(∣∣uH (s, y) > m

∣∣) 1
2 dy ds

)
, (31)

where in the progress we used the fact that |bm(uH (s, y)) − b(uH (s, y))| = 0, whenever
|uH (s, y)| ≤ m.

A direct consequence of Lemma 3.4 is that uH is uniformly bounded in Lp(�), with respect
to H ∈ [a, b] and (t, x) ∈ [0, T ]×R, for any p ≥ 2, which means that there exists a constant Mp

which depends only on p and T such that

sup
H∈[a,b]

sup
(t,x)∈[0,T ]×R

E
[∣∣uH (t, x)

∣∣p] ≤ Mp. (32)

Hence, by Markov inequality,

P
(∣∣uH (s, y)

∣∣ > m
) ≤ E[|uH (s, y)|2]

m2
≤ M2

m2
.

Note that the latter estimate is again uniform with respect to H ∈ [a, b] and (s, y) ∈ [0, T ] ×R.
Thus, going back to (31) and using the linear growth of b and (32), we get

∫ t

0

∫
R

Gt−s(x − y)E
[∣∣bm

(
uH (s, y)

) − b
(
uH (s, y)

)∣∣4] 1
2 P

(∣∣uH (s, y) > m
∣∣) 1

2 dy ds

≤
∫ t

0

∫
R

C
M

1/2
2

m
Gt−s(x − y)dy ds

≤
∫ t

0
C

M
1/2
2

m
ds =: C

m
. (33)

We observe now that if on the left-hand side of (31) we replace t with any t ′ ≤ t , the inequality
would still hold exactly in the same way (indeed, the integrand on the right-hand side is positive,
so it is increasing as a function of t ). Therefore, we can infer that

sup
H∈[a,b]

sup
(t ′,x)∈[0,t]×R

E
[∣∣uH

m

(
t ′, x

) − uH
(
t ′, x

)∣∣2]

≤ C1

m
+ C2

∫ t

0
sup

H∈[a,b]
sup

(s′,y)∈[0,s]×R

E
[∣∣uH

m

(
s′, y

) − uH
(
s′, y

)∣∣2]
ds.
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Then, Grönwall lemma implies that

sup
H∈[a,b]

sup
(t ′,x)∈[0,T ]×R

E
[∣∣uH

m

(
t ′, x

) − uH
(
t ′, x

)∣∣2] ≤ C

m
−−−−→
m→∞ 0,

which is what we wanted to show.
Step 3: We prove that the finite dimensional distributions of uHn converge to those of uH0 .

Given a finite dimensional vector {(t1, x1), . . . , (tk, xk)} and f ∈ Cb(R
k), we can write∣∣E[

f
(
uHn(t1, x1), . . . , u

Hn(tk, xk)
) − f

(
uH0(t1, x1), . . . , u

H0(tk, xk)
)]∣∣

≤ ∣∣E[
f

(
uHn(t1, x1), . . . , u

Hn(tk, xk)
) − f

(
uHn

m (t1, x1), . . . , u
Hn
m (tk, xk)

)]∣∣
+ ∣∣E[

f
(
uHn

m (t1, x1), . . . , u
Hn
m (tk, xk)

) − f
(
uH0

m (t1, x1), . . . , u
H0
m (tk, xk)

)]∣∣
+ ∣∣E[

f
(
uH0

m (t1, x1), . . . , u
H0
m (tk, xk)

) − f
(
uH0(t1, x1), . . . , u

H0(tk, xk)
)]∣∣

=: I1(m,n) + I2(m,n) + I3(m).

Assume that f : Rk → R is Lipschitz continuous with Lipschitz constant Lf (we can always
restrict to the class of Lipschitz continuous functions to verify weak convergence). Then, for all
H ∈ [a, b],

sup
H∈[a,b]

∣∣E[
f

(
uH (t1, x1), . . . , u

H (tk, xk)
) − f

(
uH

m (t1, x1), . . . , u
H
m (tk, xk)

)]∣∣
≤ sup

H∈[a,b]
E
[∣∣f (

uH (t1, x1), . . . , u
H (tk, xk)

) − f
(
uH

m (t1, x1), . . . , u
H
m (tk, xk)

)∣∣]

≤ sup
H∈[a,b]

Lf E

[(
k∑

j=1

∣∣uH
m (tj , xj ) − uH (tj , xj )

∣∣2

)1/2]

≤ Lf sup
H∈[a,b]

(
E

[
k∑

j=1

∣∣uH
m (tj , xj ) − uH (tj , xj )

∣∣2

])1/2

= Lf sup
H∈[a,b]

(
k∑

j=1

E
[∣∣uH

m (tj , xj ) − uH (tj , xj )
∣∣2])1/2

≤ Lf k
1
2

(
sup

H∈[a,b]
sup

(t,x)∈[0,T ]×R

E
[∣∣uH

m (t, x) − uH (t, x)
∣∣2])1/2

, (34)

where the last term converges to 0 as m → ∞ thanks to step 2, and taking into account that
we are considering an arbitrary but fixed number of terms k. Hence, for any ε > 0, there exists
m0 ≥ 1 such that, for all m ≥ m0, we have

sup
n≥1

(
I1(m,n) + I3(m)

) ≤ ε

2
.
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In particular, we have

∣∣E[
f

(
uHn(t1, x1), . . . , u

Hn(tk, xk)
) − f

(
uH0(t1, x1), . . . , u

H0(tk, xk)
)]∣∣ ≤ I2(m0, n) + ε

2
.

Finally, it is sufficient to observe that the convergence (24) implies the corresponding conver-
gence of the finite dimensional distributions, and thus for some n0 ≥ 1 we have that, for all
n ≥ n0, it holds I2(m0, n) < ε

2 . Therefore,∣∣E[
f

(
uHn(t1, x1), . . . , u

Hn(tk, xk)
) − f

(
uH0(t1, x1), . . . , u

H0(tk, xk)
)]∣∣ < ε,

where ε can be taken arbitrary small. This concludes the proof of Theorem 4.1 for the stochastic
heat equation (SHE) in the case of a general Lipschitz continuous drift b.
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