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A B S T R A C T   

Due to increased urbanization and global warming, cities are experiencing more heat wave (HW) 
events that cause extreme heat stress. To mitigate such effects, a better understanding of the 
impact of urban morphology on the boundary layer development is needed. This study in
vestigates the sensitivity of mesoscale simulations using the WRF model coupled with the building 
effect parameterization and the building energy model (BEP-BEM) at a 1-km resolution to 1) soil 
moisture initializations; 2) the inclusion of site-specific urban morphology parameters; and 3) the 
planetary boundary layer (PBL) scheme. A HW episode that occurred in the metropolitan area of 
Barcelona serves as the case study. We find that the use of a high-resolution land data assimilation 
system (HRLDAS) to initialize soil properties results in larger temperature diurnal range, but it 
did not improve the performance of simulated temperatures compared to using low-resolution 
ERA5 data. The inclusion of site-specific urban parameters improved the representation of 
urban fractions, reducing the night-time overprediction of 2-m temperatures compared to using 
default urban parameters. Overall, the Bougeault-Lacarrere (BouLac) scheme represents the PBL- 
height noontime observations better than the Mellor-Yamada-Janjic (MYJ) scheme. This was 
related to a better representation of daytime near-surface temperatures by the BouLac scheme 
compared to the MYJ scheme   

1. Introduction 

More than half of the world's population is currently living in urban areas, and this demographic trend is expected to increase up to 
68% in 2050 (83.7% in the case of Europe), according to the United Nations (UN, 2019). With the dramatic global rise in urbanization, 
the impacts of climate change on urban areas have become a major worldwide concern. Some of these impacts that have already been 
observed or estimated include increasing temperatures (Hunt et al., 2013; IPCC, 2014), changing precipitation dynamics (IPCC, 2014), 
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increasing frequencies and intensities of extreme events such as heat waves (HWs) (Stott et al., 2004; Hunt and Watkiss, 2011; IPCC, 
2014), worsening air quality (Jacob and Winner, 2009), and accelerating sea-level rise (Hunt and Watkiss, 2011; IPCC, 2014). The 
Mediterranean region has been identified as a highly vulnerable area to the effects of climate change (Giorgi, 2006) and is expected to 
see an increase in the frequency of longer-lasting and more severe HWs (Meehl and Tebaldi, 2004; Ballester et al., 2009). 

Historically, the most-studied urban micro-climatic feature is the urban heat island (UHI) phenomenon (Oke, 1982; Moreno-Garcia, 
1994; Arnfield, 2003), which refers to the tendency of urban areas to be warmer than their peri-urban and rural surroundings, 
particularly at night. This effect arises due to multiple causes, such as the excessive absorption of heat by building materials, the 
geometries of urban canopies, the decreased evapotranspiration owing to the lack of vegetation, and the heat released from anthro
pogenic emissions (Oke, 1982; Grimmond, 2007). Moreover, global warming is expected to exacerbate the differences between urban 
and rural temperatures (McCarthy et al., 2010; IPCC, 2014), making urban dwellers more vulnerable to heat stress and other heat- 
related pathologies (Ingole et al., 2020). Li and Bou-Zeid (2013) revealed that HWs interact non-linearly with UHIs to produce 
extremely high heat stress on urban citizens. The combined effect of UHIs and climate change also implies a significant challenge for 
the sustainability of energy and water systems in urban environments and the integrity of urban infrastructures and ecosystems (Hunt 
and Watkiss, 2011). Responding with urgency to these challenges requires a deep understanding of the behaviour of the urban 
boundary layer (UBL), particularly during extreme heat events. 

In this context, numerical models play a key role, both as scientific tools to help researchers understand how different physical 
mechanisms shape UBL evolution, and as practical tools to aid urban planners and policy makers in evaluating the efficiencies of 
different mitigation strategies in the context of a changing climate (Chen et al., 2011). However, today's atmospheric models have a 
range of different options in terms of their physical parameterizations, initializations, etc., that often need to be adapted to each case 
study. The aim of this paper is to test the sensitivity of the mesoscale meteorological Weather Research and Forecasting (WRF) model 
(Skamarock et al., 2019) with the multilayer urban canopy parameterization (UCP) Building Effect Parameterization and the Building 
Energy Model (BEP-BEM) (Salamanca and Martilli, 2010) to three configurations that we identified as the most relevant, using the 
coastal Mediterranean city of Barcelona and its metropolitan area as a case of study. These configurations are described as follows:  

1) Soil moisture and temperature initialization. Soil moisture is a key parameter that affects both the heat capacity of the ground and the 
partitioning between the sensible and latent heat fluxes, while soil temperature affects the amount of heat transferred between the 
surface and inner soil layers. The initialization of these variables in land surface models (LSMs) represents a challenge in atmo
spheric modelling due to sparse available measurements (Best and Grimmond, 2014). Global reanalysis datasets, such as ERA5 
(C3S, 2017), derive these variables at low resolutions (31 km × 31 km) that cannot resolve the complex heterogeneities of land 
cover types and soil textures at the urban scale. To minimize the uncertainties related to the initial conditions in WRF simulations, 
spin-up strategies have been developed, such as the uncoupled LSM high-resolution land data assimilation system (HRLDAS) (Chen 
et al., 2007), which can be used to simulate seasonal variability in soil properties at a high resolution. The HRLDAS system provides 
high-resolution soil moisture and temperature fields for WRF initialization, as was reported in Hong et al. (2011) for the simulation 
of three regions in the United States.  

2) Urban morphology parameters. WRF-BEP-BEM requires the initialization of multiple urban canopy parameters that define the 
geometrical, radiative, energetic, and metabolic properties of urban areas. In this sense, the World Urban Database and Access 
Portal Tools (WUDAPT) project focused on creating a detailed database of urban description land-use/land-cover (LULC) maps for 
each city using the local climate zones (LCZ) classification (Stewart and Oke, 2012; Brousse et al., 2016). The LCZ establishes a 
framework for classifying neighbourhoods within the same city with similar urban cover types, structures, materials, and human 
activities, thus showing similar tendencies regarding UHI effects and establishing a range of values for the urban parameters of each 
LCZ that can serve as inputs for the UCP (Stewart and Oke, 2012). Alternatively, the WRF-BEP-BEM system has also incorporated 
the option to directly initialize urban canopy parameters into WRF grids in a point-by-point based approach (Chen et al., 2011). In 
this way, each grid has its own unique set of urban morphological parameters, such as canopy geometry and urban fraction (λu, 
defined as the fraction of the impervious surface area to the total plan area). Hammerberg et al. (2018) compared the WUDAPT 
methodology with the LCZ-averaged urban morphology to initialize WRF BEP-BEM over the city of Vienna (Austria). Their results 
showed that using LCZ-averaged urban morphology from specific data of the city of Vienna only provided marginal improvements 
compared to the WUDAPT methodology due to the high homogeneity of the city and the high horizontal resolution of their WRF 
simulations (500 m). Additionally, Wong et al. (2019) compared the WUDAPT and the point-by-point methodologies for defining 
UCP datasets for the city of Hong Kong. Their main findings were that the use of tables with default values instead of local specific 
data, such as those used in Stewart and Oke (2012), can add a large source of uncertainty in urban WRF-BEP-BEM simulations.  

3) Planetary Boundary Layer schemes. In the WRF model, PBL schemes represent the turbulent sub-grid-scale processes by computing 
the boundary layer fluxes of heat, moisture, and momentum in the lowest part of the troposphere along with resolving vertical 
diffusion due to turbulence for the entire vertical column. Two available PBL schemes are available in WRF that can be coupled 
with the BEP-BEM urban canopy model: the Bougeault-Lacarrere (BouLac) (Bougeault and Lacarrere, 1989) and the Mellor- 
Yamada-Janjic (MYJ) (Janjic, 2002) schemes. Other studies have analysed the performance of the WRF model using these PBL 
schemes for the city of Barcelona, such as Banks et al. (2015) and Banks and Baldasano (2016). Banks et al. (2015), showed that the 
MYJ scheme was the least correlated to LiDAR estimates of the PBL height. Banks and Baldasano (2016) showed that the BouLac 
scheme estimated air and dew point temperature better than MYJ for the cities of Barcelona, Girona and Reus. However, these 
studies did not use urban canopy parametrization to represent urban atmospheric processes, and they relied on the BULK scheme 
(Liu et al., 2006), which does not consider urban heterogeneity. 
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Fig. 1. (a) Domains of the WRF model for this study with 9, 3 and 1 km grid size for d01, d02 and d03, respectively. (b) Detail of the domain 3 with a terrain height map and the political boundaries of 
the AMB and Barcelona city (black contours). The red line represents the cross-section shown in Section 3.4. The red crosses show the position of the meteorological stations used in this study for the 
performance evaluation of the WRF simulations. The white dot shows the radiosonde launching position. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
web version of this article.) 
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Recent studies have used numerical modelling approaches to investigate the UHI phenomenon of different cities (Arnfield, 2003; 
Salamanca et al., 2012; Li and Bou-Zeid, 2013; Sharma et al., 2014, 2016; Li et al., 2019). Some observational studies have found a 
spatial correlation between near-surface temperatures and λu (Kottmeier et al., 2007; Zhang et al., 2010; Ryu and Baik., 2012; Schatz 
and Kucharik, 2014; Li et al., 2019). Usually, near-surface temperatures increase with λu, presenting a linear trend (Schatz and 
Kucharik, 2014, 2015; Li et al., 2019). Li et al. (2019), used a linear regression between simulated two-meter temperatures (T2m) and λu 
using WRF coupled to an UCP for the city of Berlin, and a method for determining the UHI intensity of Berlin based on a set of validated 
λu linear functions. 

This comprehensive sensitivity analysis can constitute a reference for future urban modelling exercises by providing the most 
suitable WRF-BEP-BEM model configuration for a coastal Mediterranean city during a HW event. Moreover, this analysis constitutes a 
basis to improve our scientific understanding of the physical mechanism responsible for the development of the UBLs of these types of 
cities, as well as to derive information that can be used to design mitigation strategies. As an example, in the second part of the paper, 
the reference model configuration is used to investigate the impact of the studied urban area on UBL development and the impact of 
vegetation on the urban air temperature. 

This paper is organized as follows: in Section 2, the study region and case study are described, along with the WRF-BEP-BEM setup 
and configurations and the observation datasets used to evaluate the model performance; Section 3 describes the results and discussion 
of the various simulations; and finally, in Section 4, some conclusions are remarked. 

2. Methods and data 

2.1. Region of interest and case study 

In this study, we analyse urban atmospheric simulations of the metropolitan area of Barcelona (AMB) and its surrounding areas. 
The AMB is situated in the northwest region of the Mediterranean basin and in the northeast region of the Iberian Peninsula (Fig. 1a). 
The AMB coast is oriented from southwest to northeast, and the AMB is surrounded by the Mediterranean Sea, the Catalan Coastal 
Range (near 500 m in altitude) at the NW and two rivers, the Llobregat River (South) and the Besòs River (North) (Fig. 1b). The AMB 
covers an area of 636 km2 with a population of more than 3 million inhabitants (the 6th largest metropolitan area in Europe). The city 
of Barcelona has 1.6 million inhabitants and covers a total area of 101 km2, with a population density of 160 individuals/ha. 

The Mediterranean climate is made up of dry summers with a regime of local breezes and warm temperatures (25–27 ◦C) influenced 
by the thermoregulatory effect of the sea, which in turn creates an increasing heat sensation effect due to humidity (Lionello et al., 
2006). During the summer months, stagnant synoptic patterns and the absence of synoptic events make mesoscale convective pro
cesses predominate, especially on the coast, which is influenced by sea/land breezes (Pérez et al., 2006). The day and night transitions 
of the sea/land breezes together with the UHI effect cause a complex structure in the atmospheric boundary layer, modifying the 
temperature and the dispersion of contaminants (Soler et al., 2011). Sea breezes start between 8 and 9 UTC (Barcelona's longitude is 2 
Degrees E, therefore UTC can be considered equivalent to Local Solar Time), reaching their maximum strength at approximately 12–14 
UTC, with higher values recorded near the coast but spanning hundreds of kilometres of the land surface until 18–20 UTC when they 
gradually disappear (Soler et al., 2011). At night, the coastal regions are characterized by land-to-sea breezes, which have much lower 
forces than those of the sea breezes, increasing the influence of the possible effects of topography on the winds (Soler et al., 2011). 

Our study case corresponds to a HW episode that occurred between 4 and 6 July 2015 in southern and central Europe. The 
maximum daily temperatures surpassed the 98th percentile for three or more consecutive days at numerous meteorological stations, 
meeting the definition of a HW episode established by the Catalan Meteorological Service (SMC). During this period, the maximum 
daily temperatures reached 40 ◦C in the interior of the AMB and 35 ◦C on the coast (SMC, 2015). The night-time temperatures were also 
considerably high during the entire HW, exceeding 25 ◦C for several consecutive days in some neighbourhoods (SMC, 2015). Maximum 
daily temperatures were considerably high during the previous weeks over the entire Iberian Peninsula and extended for almost a 
whole month (27 June 2015 to 22 July 2015) with no precipitation. Most of the days during the HW are classified with the Shallow 
cyclone or Undetermined pressure gradient and Anticyclonic western advection synoptic types according to the synoptic classification 
methodology described in Miró et al. (2020). These two circulation patterns are the most common types of situations for the summer 
days in the Iberian Peninsula, making this HW an excellent case study representative of the most frequent synoptic events leading to 
HWs. Further details of the synoptic situation during the HW can be seen in Section 1 of the Supplementary material and in Section 2 of 
the Supplementary material of Gilabert et al. (2021a). 

2.2. WRF implementation 

2.2.1. Model set-up 
The Weather Research and Forecasting (WRF) v4.0 model (Skamarock et al., 2019) is used to study the urban boundary layer 

evolution over the AMB. The WRF model is a mesoscale numerical weather prediction system that allows atmospheric simulations to 
be performed across a wide range of spatial scales (from regional to urban) due to its nesting capabilities and its potential to be coupled 
to a UCP (Chen et al., 2011). In this study, WRF is coupled with the BEP-BEM scheme (Martilli et al., 2002; Salamanca and Martilli, 
2010) to better represent the physical surface energy exchanges inside the urban canopy, the drag effect on the wind and the urban 
spatial heterogeneities. The WRF configuration used for this study consists of 3 two-way nested domains with horizontal resolutions of 
9 km, 3 km, and 1 km (Fig. 1a). The domains were selected to include all geographical features that have synoptic or regional in
fluences on the meteorology of the AMB. The large domain covers the entire Iberian Peninsula and Northern Africa. The middle domain 
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contains the entire Catalan territory and extends in the north above the eastern Pyrenees. The small domain covers Barcelona Province, 
which contains the AMB on its eastern coast (Fig. 1b). 

All simulations cover the period from 00 UTC on 24 June 2015 to 00 UTC on 10 July 2015, using the first 24 h as the spin-up period 
and covering the three days considered to be the HW (July 4, 5 and 6, 2015). Only the innermost domain is evaluated against the 
observed data. The model characteristics and experimental configurations, such as the domain resolution and physical parameteri
zations, are shown in Table 1, which have been derived from previous sensitivity studies (Ribeiro et al., 2021; Gilabert et al., 2021a). 

2.2.2. Land-use classification 
For the LULC classification, the WRF model was adapted following the indications of Martilli et al. (2016) and the WUDAPT project 

to use the detailed urban descriptions of urban LCZs (Brousse et al., 2016; Gilabert et al., 2021b). The LCZ map of the AMB and 
adjoining areas was created following the WUDAPT classification (Bechtel et al., 2015) at a 100-m resolution. Then, it was improved 
through the reclassification and integration of high-resolution LULC maps such as Urban Atlas 2012, the LULC AMB 2015 and LiDAR 
data (Gilabert et al., 2021b). The LCZ map for the AMB region and adjoining areas covers a rectangular extension (ROI, Fig. 2a), which 
was used as the region of study. For this study, 10 urban LCZs and the LCZ E (reformulated as asphalt) are used in combination with the 
Corine Land Cover 2018 classification (CLC) (Büttner et al., 2017; https://land.copernicus.eu/pan-european/corine-land-cover/ 
clc2018) at a 100-m resolution for the other areas as the background land-use types. The CLC is remapped from its original 44 
classes into 16 classes using the MODIS IGBP land classification and four urban LCZs following the method of Pineda et al. (2004); 
these maps are then used by the WRF model. Both LULC classifications are interpolated at each model domain resolution using the 
most common land-use class in each cell. Additionally, the green vegetation fraction (GREENFRAC) was updated using the fraction of 
green vegetation cover (FCOVER) product of the Copernicus Global Land Service (Smets et al., 2019) with a 1-km resolution. The 
default FPAR MODIS data did not represent well the vegetation of the highly urbanized coast of the AMB due to the low resolution. 

After interpolation to the resolution of the innermost domain, the most common LULC class inside the ROI (without considering 
water) is the evergreen needleleaf forest class (23.2%) (Fig. 2b), representing the natural regions of Collserola (512 m a.s.l) north of 
Barcelona city and the Garraf Massif (657 m a.s.l.) to the west of the AMB, both of which are located in the Catalan Coastal Range. 
Urban areas represent 47% of the non-maritime area of the ROI. The largest LCZ is the large low-rise zone (19.6%), followed by the 
open low-rise zone (12.7%) and the compact mid-rise zone (9.6%), while the other urban LCZs constitute minorities (5.3% combined). 

2.2.3. Urban canopy parameters 
Different approaches are used to define the WRF-BEP-BEM urban parameters. The radiative and thermal properties must be 

specified for each surface type in the urban canopy (roofs, building walls and ground/roads). The radiative properties of building roofs 
(albedo and emissivity) were computed using Landsat 5 TM images with 30 m resolution (USGS, 2019) containing roof and ground 
albedos following the methods of Liang (2001) and Landsat 8 OLI/TIRS images (Vermote et al., 2016) containing roof and ground 
emissivity values following the methods of Ndossi and Avdan (2016); then, both properties were averaged for each urban LCZ. 
Geometric and surface cover parameters such as the urban fraction, street width, building width and height distribution were 
established using the two methodologies described in Section 2.3.2. 

The rest of the urban parameters (thermal properties, surface roughness, room occupancy and AC systems specifications) were 
adjusted using different assumptions to be as representative as possible for each urban LCZ and can be seen in Section 3 of the Sup
plementary material of Gilabert et al. (2021a). The anthropogenic heat released by buildings due to AC systems can have an important 
contribution to the surface energy balance, especially during HW events. For this reason, the AC option of the BEP-BEM scheme is 
activated for all urban LCZs (except LCZ E Asphalt) during the daytime hours (6–18 UTC or 8–20 local time, LT), with a target indoor 
temperature of 24.0 ◦C and a comfort range of 1.5 ◦C, based on the recommendations of Burroughs and Hansen (2011). 

Table 1 
Model characteristics and experiment configurations.  

Resolution and initial 
conditions  

Horizontal resolution 9 km × 9 km; 3 km × 3 km; 1 km × 1 km 
Domain dimensions 150 × 145; 118 × 118; 121 × 121 
Vertical layers 57 (16 between the surface and 100 m) 
Top of the atmosphere 50 hPa 
Initial conditions ERA5 (C3S, 2017) with 31 km horizontal resolution, 137 vertical levels and 6-h separation 
Physics parameterizations  
Microphysics WRF Single-Moment 6-class scheme (Hong et al., 2006) 
Shortwave and longwave 

radiation 
RRTMG scheme (Iacono et al., 2008) 

Cumulus Kain-Fritsch scheme (Kain and Kain, 2004) (only the outermost domain) 
Surface / UCP Noah Land Surface Model (pervious areas) (Chen and Dudhia, 2001) / BEP-BEM (impervious areas) (Martilli et al., 2002;  

Salamanca and Martilli, 2010) 
Surface layer Monin-Obukhov Eta similarity scheme with Zilitinkevich thermal roughness length  
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Fig. 2. a) Land-use classification for the innermost domain d03, from the interpolation of LCZ and CLC with the red box defining the borders of the ROI; b) Histogram of land-use classes inside the ROI 
(without considering water). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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2.3. Sensitivity studies 

Various simulations were conducted, as summarized in Table 2, to perform the various sensitivity studies that are described in the 
next three sections. 

2.3.1. High-resolution land data assimilation system implementation 
To properly initialize the soil temperature and moisture variables in rural grid cells and the pervious part of urban grid cells (1 - λu), 

LCZ-adapted HRLDAS v3.7.1 (Chen et al., 2007) was used. These variables were input to the Noah LSM in the WRF system. In this 
study, a comparison between a simulation initialized with low-resolution 1-day spin-up soil variables from the ERA5 reanalysis (BL- 
UM) data and a simulation initialized with high-resolution long spin-up soil variables obtained from HRLDAS outputs (BL-UM-HRL) is 
presented (see Table 2 for simulation descriptions). The BL-UM simulation was chosen as the reference simulation in this study because 
it displays the best performance for near-surface temperatures in comparison with the observations (see Section 3). 

HRLDAS was run independently for each nested domain using analysed meteorological forcing data and high-resolution static data. 
ERA5 reanalysis hourly 0.25◦ x 0.25◦ data were used to drive HRLDAS during a period of almost one year (1 July 2014–24 June 2015). 
According to Chen et al. (2007), soil properties require approximately 1 year to reach a quasi-equilibrium state using the HRLDAS 
model. Since soil variables are only used in the WRF model by the land surface model and not by the UCP, HRLDAS is used without 
coupling any urban scheme. In this way, HRLDAS considers only the pervious fraction of each grid cell (the vegetated and bare soil 
surfaces inside the grid cell), and the impervious fraction (all built surfaces including buildings) is ignored. 

Fig. 3 shows a comparison in the WRF model initialization of the temperature and moisture conditions of first soil layer (0 to 0.1 m 
depths) using ERA5 data and the HRLDAS outputs (after running the HRLDAS model for one year). These data were used to initialize 
the WRF model at 00 UTC on 24 June 2015; therefore, we compared the input files for the WRF model after running the pre-processor 
tool (real.exe). In the first soil layer, the ERA5 data had slightly warmer soil temperatures (up to 0.4 ◦C warmer) than the HRLDAS data 
in low-altitude regions (Fig. 3c), while colder temperatures were seen in the ERA5 data in mountainous regions (down to − 1.3 ◦C 
lower). In the case of the HRLDAS data, the soil temperature values showed high spatial uniformity, with first-layer temperatures 
ranging between 21.2 and 24.0 ◦C. The fact that HRLDAS only considers the vegetated and bare soil surfaces of each grid cell reduces 
the spatial heterogeneity resulting from the LULC variability; thus, the spatial differences depend more on other factors such as the 
vegetation type and fraction and orography. In Fig. S2 of the Supplementary material, the temporal series of the HRLDAS output for the 
soil temperature variables show that the soil temperature difference between rural and urban areas barely changes over the one-year 
simulation. 

Fig. 4 shows the WRF model soil initialization variables of the second soil layer (0.1 to 0.4 m depths), which, together with the first 
soil layer, constitute the layers that have the greatest influence on the temporal evolution of near-surface variables in short simulations. 
For the second soil layer, the HRLDAS data generally had much higher soil temperatures (up to 4.6 ◦C higher for the second layer) and 
higher spatial variability than the ERA5 data (see Fig. 4c). 

Comparing soil moisture, the WRF pre-processor only applies a simple bilinear interpolation for this variable in the case of the low- 
resolution ERA5 data, with low moisture values ranging from 0.17 m3 m− 3 (0.18 m3 m− 3) in inland areas to 0.04 m3 m− 3 (0.04 m3 m− 3) 
in coastal areas for the first (second) soil layer (Fig. 3e and 4e). In contrast, HRLDAS generally showed higher soil moisture (0.19 m3 

m− 3 and 0.21 m3 m− 3 on average for the first and second layers, respectively) than the ERA5 data, and the model was able to represent 
spatial heterogeneities in the studied domain. Higher differences between the two initialization methods are seen near the southwest 
coast of the AMB (Fig. 3f and 4f). Minimum differences between urban and rural areas can be seen in the temporal series of soil 
moisture from the HRLDAS output (Fig. S3). 

2.3.2. Sensitivity to urban morphology parameters 
In this study, we evaluated the capability of LCZs to represent the urban morphology of the AMB compared to using specific urban 

morphology for the region. In the case of the WUDAPT methodology, the default urban morphology parameters typical for each urban 
LCZ class suggested by Stewart and Oke (2012) and Stewart et al. (2014) were used to set the parameters in the URBPARM.TBL file of 
the WRF-BEP-BEM model (See Table S2 in the supplementary material). The building heights distribution is obtained from Brousse 
et al. (2016), based on the Stewart et al. (2014) tables but slightly adapted to the city of Madrid (Spain). 

In contrast, for the point-by-point approach, the buildings heights were extracted from LiDAR captures of the ROI and a digital 
surface model with a resolution of 2 m (ICGC, 2019). Then, the Urban Multiscale Environmental Predictor (Lindberg et al., 2018) was 
used to generate the walls height. The histogram of building heights was generated following the methodology described by 

Table 2 
Simulations design for the different WRF-BEP-BEM model sensitivities performed in this study. The reference simulation (BL-UM) is highlighted in 
bold.  

Simulation Soil initialization PBL Scheme Specific urban morphology Comment 

BL-UM ERA5 BouLac Yes – 
BL-UM-HRL HRLDAS BouLac Yes – 
BL-noUM ERA5 BouLac No – 
MYJ-UM ERA5 MYJ Yes – 
BL-crop ERA5 BouLac No Urban modified to cropland/natural vegetation mosaic  
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Pappaccogli et al. (2017). In the case of urban fractions, yearly maximum NDVI maps derived from Landsat 8 OLI/TIRS images at a 30 
m resolution (USGS, 2019) were reclassified to differentiate urban areas from vegetated areas, as is explained in Gilabert et al. (2021a). 
Then, these data were interpolated specifically for each urban classified grid cell at a 1-km resolution by the WRF pre-processing tool 
(WPS) (Chen et al., 2011). 

In this work, both methodologies were compared to evaluate the model improvement in the refinement of the urban morphology 
description and the capability of the WUDAPT methodology to represent the heterogeneities in the climate of the city (see Section 2 in 
the Supplementary material). To do this, one simulation where BEP-BEM used the default morphological urban parameters derived by 
the WUDAPT methodology and based on the ranges proposed by Stewart and Oke (2012) (BL-noUM) was conducted, and another 
simulation where BEP-BEM used the grid-cell-specific morphological urban parameters extracted with GIS on a point-by-point-based 
approach was performed (BL-UM). 

We studied how the simulations BL-noUM and BL-UM differed depending on which urban morphology parameter were used. In the 

Fig. 3. Comparison of WRF model initialization at 00 UTC on 24 June 2015 in the first soil layer (0–0.1 m depth) for a) soil temperature with 
HRLDAS; b) soil temperature with ERA5; c) difference in soil temperature (HRLDAS – ERA5); d) soil moisture with HRLDAS; e) soil moisture with 
ERA5; f) difference in soil moisture (HRLDAS – ERA5). The black hatched lines represent the urban areas classified with an urban LCZ. 

Fig. 4. Comparison of WRF model initialization at 00 UTC on 24 June 2015 in the second soil layer (0.1–0.4 m depth) for the a) soil temperature 
with HRLDAS; b) soil temperature with ERA5; c) difference in soil temperature (HRLDAS – ERA5); d) soil moisture with HRLDAS; e) soil moisture 
with ERA5; f) difference in soil moisture (HRLDAS – ERA5). The black hatched lines represent the urban areas classified with an urban LCZ. 
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case of BL-noUM, urban morphology parameters were defined using the default values for each LCZ at a 100-m resolution, with a 
relatively high homogeneity of building morphology and low fraction of pervious areas. Therefore, when the land-use classification 
was extrapolated from the LCZ resolution to the WRF grid cells at a 1-km resolution, the model overestimated the λu values, since 
coarser resolutions tend to contain rural areas inside the grid cell apart from urban areas. This is reflected in Fig. S4, were a comparison 
of urban morphology parameters between BL-noUM and BL-UM simulations can be seen. BL-noUM showed higher average values for 
urban grid cells (0.82) than BL-UM (0.42) (see Fig. S4c), especially for LCZ 6 (open low-rise) areas. The difference between the urban 
fractions used in the two simulations was lower in the city centre, where denser urban areas are located. 

In contrast, the mean street widths for the WUDAPT methodology are calculated for each LCZ from the mean building height and 
the mean canyon aspect ratio described in the look-up tables, obtaining much lower values than the ones extracted from the point-by- 
point methodology. BL-UM showed higher mean street widths (39.1 m) than BL-noUM (24.3 m) (Fig. S4l), especially for LCZ 10 (heavy 
industry, +64.2 m), LCZ 3 (compact low-rise, +19.3 m) and LCZ 8 (large low-rise, +16.8 m) areas. 

The area-weighted mean building heights comparison show similar values between the two simulations (Fig. S4f), with an average 
of 9.3 m for BL-noUM and 10.0 m for BL-UM, respectively. This is related to the similarity of the average values for the 3 more frequent 
LCZ in the AMB (LCZ 2, 6 and 8) between the city of Barcelona and the values obtained from Brousse et al. (2016), adapted to the city of 
Madrid, which has a similar building height distribution than Barcelona. This is also seen on the mean building width (Fig. S4i), for 
which both simulations show similar average values of 19.6 m for BL-noUM and 19.6 m for BL-UM. 

2.3.3. Sensitivity to the PBL scheme 
In this study, the sensitivity of the model to the PBL scheme was analysed by comparing the BouLac (Bougeault and Lacarrere, 

1989) and MYJ (Janjic, 2002) schemes. For this study, two WRF-BEP-BEM simulations were compared using these two PBL schemes: 
MYJ-UM for the MYJ scheme and BL-UM for the BouLac scheme (Table 2). Both schemes are one-and-a-half-order prognostic turbulent 
kinetic energy (TKE) schemes with local closure, although the BouLac scheme has a non-local counter gradient term for convective 
conditions. The MYJ scheme, which is more widely used than the BouLac scheme in atmospheric models (Banks et al., 2015), is a 
modified version of the old ETA scheme from the MM5 model. The BouLac scheme has been designed for use with the BEP multi-layer 
model and has been tested most extensively with BEP and BEP-BEM (Salamanca et al., 2011, 2012; Sharma et al., 2014; Huang et al., 
2019; Teixeira et al., 2019; Ribeiro et al., 2021). 

2.3.4. Sensitivity of the UBL to urbanization 
To determine the impacts of the city of Barcelona and the surrounding metropolitan areas on the UBL and near-surface temper

atures, along with sea and land breezes, an additional simulation (BL-crop) was performed and compared with the BL-UM simulation. 
For BL-crop, the same configuration as that of the BL-UM was used, but the land-use of the urban areas inside the ROI was changed to 
the cropland/natural vegetation mosaic class of the modified MODIS IGBP classification (Table 2). 

In this way, we changed the AMB landscape into a mix of croplands, shrublands and grasslands, without any type of vegetation 
occupying more than 60% of the total landscape, such as the current cropland areas near the Llobregat River in the south of the city. 
This class is used in the WRF-BEP-BEM model to define the characteristics of the natural pervious areas inside an urban classified grid 
cell. The vegetation fraction variable (SHDFAC in VEGPARM.TBL of the WRF model) and the leaf area index (LAI), were kept constant 
between the two simulations, with the only difference being that the λu value was decreased to 0 in each grid cell. For all the simu
lations in this study, the vegetation fraction and the LAI of the pervious urban grid cell components are established with the definitions 
of the cropland/natural vegetation mosaic class of the VEGPARM.TBL: 0.80 and 4.29 m2 m− 2, respectively, which are values that do 
not coincide with the real values in the AMB for this period (SHDFAC~0.26 and LAI ~ 0.67 m2 m− 2, respectively) but are used to not 
tune the model with data that are not replicable for other study cases. 

2.4. Observed data 

2.4.1. Near-surface datasets 
The WRF simulations were evaluated using observational data from the SMC and the Spanish Meteorological Agency (AEMET). 

Urban and rural stations were used for this evaluation with a total of 19 stations (Fig. 1b), 14 of which are located inside the AMB and 5 
of which are located outside. The characteristics of these stations are provided in Section 4 of the Supplementary material. The stations 
were classified into 5 groups according to their LULC at a 100-m resolution: 1) urban fabric and non-vegetated urban areas (UF&N
VUA); 2) non-agricultural vegetated urban areas (NAVUA); 3) agricultural areas (AA); 4) forest and seminatural areas (F&SNA); and 5) 
water bodies (WB). 

The stations provide hourly point measurements that are compared with spatially averaged 1 km × 1 km hourly model output data, 
so we should expect more spatial variability in the observations than in the model outputs (Sharma et al., 2016). Moreover, a coarse 1 
km × 1 km grid cell can contain multiple LULC types in the region it covers; therefore, misclassifications could occur between the LULC 
class of a given grid cell and the local surroundings of a station. For example, several stations from the NAVUA and AA groups (urban 
parks and agricultural lands) were placed on grid cell that were classified as urban LCZs at a 1 km × 1 km resolution due to the 
proximity of larger industrial and residential areas nearby. It is expected that for these stations, discrepancies would be found between 
the observations and model outputs due to the significant differences between the characteristics of the areas. These discrepancies are 
discussed during the model evaluation (Section 3.1). In the case of three stations, where the measurement equipment is placed on 
rooftops at 40–50 m above ground, the temperature and wind speed observations were compared with the outputs of the nearest 
vertical level in the WRF simulation, while for the other stations, the observations were compared with diagnostic 2-m temperature 
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(T2m) and 10-m wind speed (WS10m) from the model outputs. 

2.4.2. Vertical profiles 
The surface evaluation was complemented with an assessment of the vertical structure of potential temperature and wind speed 

using radio-sounding measurements from radiosonde launches performed by the SMC. The launches were made in the city of Barcelona 
(41.384495 N, 2.117497E, 98 m a.s.l.) every day at 12 UTC. The radiosonde equipment measured temperature (◦C), relative humidity 
(%), wind speed (m s− 1) and direction (◦), barometric pressure (hPa) and height (m). From these radio-soundings, the planetary 
boundary layer height (PBLH) could be inferred for comparison with the simulated values. To estimate the PBLH from the radio- 
soundings, we use the definition of Stull (2000) and Seibert et al. (2000), which defines the top of the PBL as the minimum height 
where the virtual potential temperature (θv) is equal to that of the surface. This methodology is also used in the BouLac scheme to 
diagnose the PBLH. Note that the lowest height measured by the radiosonde is at the rooftop of a building (33 m from the ground), 
while the first level measured by the WRF model is around 2.5 m above the ground. 

3. Results and discussion 

Statistical analyses of the root-mean-square error (RMSE), mean bias (MB) and correlation factor (R) were used to compare the 
model simulations with the observations. The equations used for computing these indicators and the methodology to average them 
between stations is included in Section 4 of the Supplementary material. The standard deviation is included when the differences 
between averaged fields or averages of the statistical indexes are presented. 

The simulations of each sensitivity test (BL-UM-HRL, BL-noUM and MYJ-UM), further described in the following subsections, are 
tested against the reference simulation (BL-UM) with a two-tailed Welch's t-test for each variable, statistical index and LULC group. The 

Fig. 5. Temperature analysis for the performance of WRF simulations. Root mean square error (RMSE) (top), Mean bias (MB) (middle) and cor
relation coefficient (R) (bottom) at daytime (left) and night-time (right) for each simulation and LULC group of stations. 
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differences between modelled results and observation data are assessed through two-sample t-tests with two-tailed distribution for 
each pair of simulations, where we reject the null hypothesis with a 95% confidence interval if the p-value is lower than 0.05 (please 
see Section 4 of the Supplementary material for a more detailed description). We only remark in the next sections the differences 
between statistical indexes of each simulation that are statistically significant. 

3.1. Evaluation of the reference simulation 

The near-surface temperature analysis is displayed in Fig. 5 for each LULC group for the period of study (25 June to 10 July 2015) 
over the daytime (6–18 UTC) and night-time (19–5 UTC) periods. 

During the daytime, BL-UM showed an average RMSE of 1.61 ± 0.39 ◦C. The lowest RMSE for this period was obtained for the AA 
stations (1.38 ± 0.29 ◦C) corresponding to overpredictions of near-surface temperatures. The highest RMSE was seen for the F&SNA 
stations (1.79 ± 0.56 ◦C). Some reasons for this underestimation of T2m in F&SNA stations could be: 1) an overestimation of the Bowen 
ratio, defined as the ratio between the sensible and latent heat fluxes, and 2) an overestimation of wind speed, that causes the reduction 
of air temperatures due the advection of cooler air from sea-breezes. The BL-UM simulation shows a high correlation with the average 
daytime temperature observations (0.91 ± 0.03), with higher correlations observed for AA stations (0.93 ± 0.02). 

At night, BL-UM showed a reduction in the average RMSE (1.43 ± 0.56 ◦C) with respect to the daytime period, although the error 
increased considerably for the AA (2.31 ± 0.71 ◦C) stations, corresponding to overestimations of T2m. The model also overestimated 
night-time T2m for NAVUA stations (MB = 1.03 ◦C) and the other stations in lower measure (MB < 0.4 ◦C). The overpredictions of the 
NAVUA and AA stations could be explained since most of these stations were classified as urban LCZs (see Table S4), although other 
rural stations also showed positive MBs. Stations with higher night-time RMSEs corresponded to stations that are located on agri
cultural lands or in urban parks but are classified as urban LCZs. LULC misclassifications can have a considerable impact on the 

Fig. 6. Wind speed analysis for the performance of WRF simulations. Root mean square error (RMSE) (top), Mean bias (MB) (middle) and cor
relation coefficient (R) (bottom) at daytime (left) and night-time (right) for each simulation and LULC group of stations. 
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statistical analysis of results when compared to observations (Ribeiro et al., 2021). Overall, the simulated night-time temperatures 
were less correlated with the observations (0.86 ± 0.06) than the simulated daytime temperatures, except for at the F&SNA stations (R 
= 0.90 ± 0.02). 

Similar to Fig. 5, Fig. 6 displays a statistical analysis of the modelled near-surface wind speed compared with the observed data. The 
statistical analysis of the wind speed showed an average RMSE value of 1.67 ± 0.54 m s− 1 and 1.21 ± 0.48 m s− 1 for daytime and night- 
time, respectively, with lower RMSE values obtained for the NAVUA stations (0.82 ± 0.02 m s− 1, 0.65 ± 0.02 m s− 1). The analysis 
revealed a significant variability of the MB (− 0.21 ± 1.34 m s− 1, − 0.39 ± 1.36 m s− 1 and 0.45 ± 1.18 m s− 1 at daytime; − 0.10 ± 0.75 
m s− 1, 0.10 ± 0.60 m s− 1 and -0.08 ± 1.35 m s− 1 at night-time for UF&NVUA, AA and F&SNA stations, respectively), which we mostly 
attribute to poor simulation of wind flow over these stations. For some stations, the wind speed was clearly underestimated because the 
model considered higher building density than the actual local surrounding of these stations. The presence of dense building exerts a 
high drag effect on the wind which reduces its strength near the surface. For other stations placed on rooftops and two rural stations 
that measure 2-m wind speed, wind speed was overestimated because the model was not able to reproduce the increased surface drag 
of building rooftops or the ground. 

Our RMSE results (1.57 ± 0.38 ◦C and 1.49 ± 0.49 m s− 1) for temperature and wind speed, respectively) and correlation factors 
(0.94 ± 0.03 and 0.73 ± 0.10) for the entire study period agree with the results of the study of Ribeiro et al. (2021), who also analysed 
meteorology in the AMB. Their study also uses the WRF-BEP-BEM model, with no specific urban morphology, to study the weather of 
the AMB for an entire summer month (July 2016). We obtain similar RMSE values and correlation factors for near-surface temper
atures and wind speed than those obtained in their study (1.9 ◦C and 0.91 for temperature and 1.5 m s− 1 and 0.73 for wind speed), 
despite the differences between the two studies. However, they observed an underprediction of daytime near-surface temperatures, 
while in our case, we observed an overprediction of night-time temperatures. These differences may be related to the differences 
between the two case studies and to the definitions of the urban canopy parameters. 

Fig. S6 shows a comparison of the time series of simulated near-surface temperatures by the BL-UM simulation and the observed 
measurements averaged among all the stations. In general, the model can capture the temporal evolution of near-surface temperatures. 
The BL-UM simulation underpredicts maximum daytime near-surface temperatures for the 1 and 4 of July and overpredicts the 
temperatures considerably the day after the HW (July 7), considering this day to be the warmest day of the period of study. Day 7th of 
July was the hottest day of the HW for some inland stations, although temperatures decreased during this day in coastal areas with 
respect to the previous 3 days. Moreover, as seen in the analysis (Fig. 5d), the model accounts for an overestimation of night-time 
temperatures during the study period. The model simulates the evolution of the near-surface wind speed reasonably well during 
the study case (Fig. S7), except for underpredicting the maximum sea breeze speed for 26 June and 5 and 9 July and overestimating the 
sea-breeze speed for 7 July. 

3.2. Sensitivity to the initialization of soil properties 

Fig. 7 presents a model comparison of T2m and 10-m wind fields temporally averaged for the period of study over daytime and 
night-time between the simulation using HRLDAS soil data (BL-UM-HRL) and the reference using the ERA5 soil data (BL-UM). The 
spatial distribution of the standard deviation of the differences in T2m between the two simulations over all the time steps available at 

Fig. 7. Model comparison of T2m and 10 m wind vectors averaged at daytime (top row) and night-time (bottom row), for (a, d) BL-UM-HRL; (b, e) 
BL-UM; (c, f) difference BL-UM-HRL – BL-UM. The white colour in difference plots stands for temperature differences lower than 0.1 ◦C in absolute 
value. In plots c and f, green vectors stand for the time-averaged wind vectors for BL-UM-HRL and black vectors for BL-UM. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.) 
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daytime and night-time can be seen in Fig. S8. 
From comparison in Fig. 7, we can see that BL-UM-HRL accounts for lower daily temperature variability, with lower (higher) 

daytime (night-time) temperatures than those obtained from BL-UM, especially in the south and west rural regions of the AMB (Fig. 7c 
and f). These temperature differences are significant in rural areas where BL-UM-HRL considers higher soil moisture values than BL- 
UM (see Fig. 3f and 4f), such as in the west region of the AMB and the south coast. These differences between the two simulations can 
be seen during the entire simulation period for the T2m time series of the rural station Viladecans (see Fig. S9c). Higher soil moisture 
values enhance evapotranspiration from pervious areas during the daytime, altering the surface energy balance that increases latent 
heat fluxes in detriment of lower sensible heat fluxes. 

High night-time temperatures seen for BL-UM-HRL can be explained by two different reasons: 1) the HRLDAS data accounts for 
higher inner soil temperatures than ERA5, which implies high ground heat fluxes from the inner soil layers to the surface, and 2) moist 
soils have increased thermal properties (heat capacity and thermal conductivity) which implies higher heat retention in inner soil 
layers compared to dry soils during the day (Vahmani and Hogue, 2014). Both implies higher retention of the heat or an accumulated 
heat in inner soil layers which is released at night from the surface, compared to BL-UM. 

During the daytime, the temperature differences between the two simulations led to enhanced sea breezes in the BL-UM simulation 
(differences up to 0.5 ± 0.9 m s− 1) compared to those in BL-UM-HRL, although the maximum differences are below the standard 
deviation of wind speed. Moreover, at night, similar results were obtained by the two simulations, although the simulation without 
HRLDAS data accounted for slightly higher land breezes on the south-west coast of the AMB, where the temperature differences 
between the simulations were higher. 

The comparison between soil property initializations revealed different model performances for near-surface temperatures at 
daytime and night-time. During the daytime, the BL-UM-HRL simulation did not show a statistical improvement of the RMSE (1.60 ±
0.57 ◦C) compared to the BL-UM simulation (1.61 ± 0.39 ◦C) (Fig. 5a). However, the RMSE differences were significant for NAVUA 
(BL-UM: 1.61 ± 0.21 ◦C, BL-UM-HRL: 1.35 ± 0.07 ◦C) stations due to reductions in the hot bias values. Urban irrigation is a common 
practice in the urban parks of the AMB in summer (Ajuntament de Barcelona, 2013), which enhances the evapotranspiration while 
reduces the vegetation water stress. The increased soil moisture of the HRLDAS data compared to the ERA5 dataset can resemble the 
effect of irrigation on these areas and can explain the improvement of the BL-UM-HRL simulation in front of the BL-UM. Even though, 
the BL-UM-HRL showed higher RMSE in F&SNA areas (1.98 ± 0.85 ◦C) than BL-UM at daytime, corresponding to an increase in the 
temperatures underpredictions. 

During night-time, the model showed higher RMSEs with BL-UM-HRL (1.51 ± 0.59 ◦C) than with BL-UM (1.43 ± 0.56 ◦C) due to an 
increase in the overprediction of night-time temperatures for all the stations (Fig. 5d). This increment in night-time overestimations 
with HRLDAS data was especially seen for AA stations, which are rural stations nearer to the south-west coast of the AMB, where higher 
night-time temperature differences are observed between the two simulations compared with other stations. This is related to a higher 
overestimation of night-time ground heat fluxes by the BL-UM-HRL simulation, due to an overestimation of inner soil temperatures by 
the HRLDAS data compared to the ERA5 data (see Fig. 4c), or to an overestimation of the thermal capacity and thermal conductivity of 
the soil (functions of the soil moisture) by the BL-UM-HRL simulation. Overall, BL-UM shows better performance in the representation 
of night-time temperatures, with lower RMSE and higher correlation values than those obtained for BL-UM-HRL. 

Fig. 8. Model comparison of T2m and 10 m wind vectors averaged at daytime (top row) and night-time (bottom row), for (a, d) BL-noUM; (b, e) BL- 
UM; (c, f) difference BL-noUM – BL-UM. The white colour in difference plots stands for temperature differences lower than 0.1 ◦C in absolute value. 
In plots c and f, green vectors stand for the time-averaged wind vectors for BL-noUM and black vectors for BL-UM. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.) 
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The statistics of WS10m for all LULC groups of stations were all comparable between the two simulations and are shown in Fig. 6. 
In contrast with our results, other studies have obtained improvements in near-surface variables when HRLDAS data were used for 

different regions (Hong et al., 2011; Rajesh et al., 2016; Sharma et al., 2017). Hong et al. (2011) obtained a relative improvement in 
simulations of surface energy fluxes and soil moisture, including simulations using HRLDAS data, when simulating three regions with 
different climatic characteristics in the United States. However, they did not see a significant effect on the simulations of surface 
temperatures. Additionally, Rajesh et al. (2016) simulated a heavy rainfall event in northern India, comparing a mesoscale simulation 
initialized with HRLDAS data and one initialized with low-resolution reanalysis data. Using HRLDAS data, they obtained better 
representations of soil moisture when validated with station observations, along with more accurate evolutions of the PBL charac
teristics. Sharma et al. (2017) obtained clear improvements in simulations of T2m and WS10m when soil state variables were initialized 
with HRLDAS data for the simulation of a HW over the Chicago Metropolitan Area. Best and Grimmond (2014) remarked on the 
substantial impact of initial soil moisture on the performance of urban LSMs. 

To our knowledge, this is the first study of this kind for a Mediterranean climate city. Overall, the statistical analysis done in this 
study has revealed that the inclusion of high-resolved long spin-up soil variables in the WRF-BEP-BEM model do not imply in a sig
nificant improvement of the model performance when a HW episode in the AMB is considered. The only significant improvement is 
seen for stations in urban parks at daytime, due to a better representation of urban soil conditions. Alternatively, the inclusion of 
HRLDAS data in the WRF model has increased the RMSE of daytime temperatures in natural regions stations and night-time tem
peratures for all the stations. 

3.3. Sensitivity to urban morphology parameters 

From Fig. 8 and Fig. S10, we see that BL-noUM shows higher daytime and night-time temperatures than the BL-UM simulation in 
the urban areas in the northern region of the AMB (up to 2.2 ± 0.7 ◦C higher during the daytime and 2.1 ± 0.4 ◦C at night), while lower 
temperatures are seen in the south during the day (up to 0.8 ± 0.5 ◦C), corresponding to industrial areas (LCZ 10) (Fig. 8c). This 
difference is related to the changes in λu between the two model configurations, as mentioned in Section 2.3.2. Comparing Fig. 8c and f 
with Fig. S4c, a correlation between daytime temperatures and λu can be observed. This correlation can be explained by an over
estimation of urban fractions that increase heat absorption and sensible to latent heat ratios, producing higher near-surface tem
peratures in both daytime and night-time (Nemunaitis-Berry et al., 2017). 

Both simulations presented similar wind fields during the daytime (Fig. 8c), although BL-noUM presented slightly higher wind 
speeds in rural areas (differences up to 1.0 ± 0.4 m s− 1). This can be related to the increased temperature difference between sea and 
land, which causes an increased pressure difference between land and sea, enhancing the development of the sea breezes in this 
simulation. Considering that urban areas imply higher wind drag due to the presence of buildings (Barlow, 2014), this effect on wind 
speed is higher in rural areas. Moreover, at night, BL-UM presented considerably stronger wind speeds than BL-noUM (up to 1.1 ± 0.9 
m s− 1). Unlike during the daytime, the increased night-time temperatures in urban areas due to λu overestimations by the BL-noUM 
simulation oppose the formation of a temperature gradient between land and sea, offsetting the formation of land breezes and 
mountain-to-valley breezes. 

Overall, the inclusion of specific urban morphology (BL-UM) implies a slight reduction in the RMSEs of daytime near-surface 
temperatures compared to BL-noUM (1.74 ± 0.43), especially for NAVUA stations (BL-UM: 1.61 ± 0.21 ◦C; BL-noUM: 2.17 ±
0.23 ◦C) where daytime overpredictions were considerably decreased (Fig. 5a). However, at night, the inclusion of specific 
morphology significantly improved the modelled near-surface temperatures in terms of RMSEs for all LULC groups (BL-UM: 1.43 ±
0.56 ◦C, BL-noUM: 1.82 ± 0.78 ◦C) (Fig. 5b). The overestimation of λu by the default morphological parameters used in the WUDAPT 
methodology produced an increase in night-time temperature overpredictions in urban areas (Fig. 5d). This overestimation especially 
affected the NAVUA and AA stations that were classified with a LCZ, increasing the RMSE of night-time near-surface temperatures. 

In the case of near-surface wind speed, the model did not show a better performance when specific urban morphology parameters 
were used (BL-UM), showing that the WUDAPT methodology is capable of representing the effect of buildings on wind effectively. 
However, BL-UM obtained considerably higher RMSEs than BL-noUM did at two stations classified as urban LCZs where wind speed 
was significantly underestimated. These two stations are located in open spaces without the presence of buildings in their sur
roundings, so wind is not obstructed by the presence of buildings at these locations. Therefore, BL-noUM showed better agreement with 
the observations for these two stations since it considered higher wind speeds during the daytime (see Fig. 8). However, the statistical 
analysis shows that the two simulations are similarly correlated to the near-surface wind speed observations, for all the LULC groups 
during the day and night. 

This contrasts with the results obtained by Hammerberg et al. (2018), who found only marginal improvements using the LCZ- 
averaged site-specific urban morphology parameters in comparison with the WUDAPT methodology for the city of Vienna, Austria. 
However, significant differences arise between their study and our study. The city of Austria is characteristic of the central European 
cities with uniform neighbourhoods, while the AMB is a highly heterogenous region characteristic of the Mediterranean coastal cities. 
Moreover, Hammerberg et al. (2018), compared the average the WUDAPT method with a gridded mean value calculation of the 
detailed site-specific Vienna GIS data set, not the point-by-point methodology used in our study. Therefore, their simulations were not 
able to represent properly any variation of morphology within grid cells of the same LCZ. Additionally, the differences seen in urban 
fractions between the Vienna urban morphology database and the WUDAPT database was minimal and compared to the differences 
seen in our study, evidencing that the WUDAPT database was more fitted for the city of Vienna than for our domain. Wong et al. (2019) 
also pointed out that the use of tables, such as those used in Stewart and Oke (2012), instead of using local specific data for each LCZ 
can add a large source of uncertainty in urban simulations. Therefore, as derived from the results of our study, we conclude that it is 
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important to use site-specific urban morphology parameters in simulations of urban climates. 

3.4. Sensitivity to PBL scheme 

The sensitivity analysis (Fig. 9 and Fig. S11) shows that MYJ-UM outputs higher daytime rural temperatures than BL-UM (up to 1.1 
± 0.9 ◦C) (Fig. 9c). In contrast, different results are seen over urban areas depending on the urban density. In open built areas (LCZ 6, 
open low-rise), MYJ-UM outputs higher near-surface temperatures than BL-UM, while in high-density built areas (LCZ 2, compact mid- 
rise), higher near-surface temperatures were obtained with the BouLac scheme (differences up to 1.3 ± 1.0 ◦C). During night-time, BL- 
UM presented higher T2m values (differences up to 1.2 ± 0.7 ◦C) than MYJ-UM in all the domain. Therefore, MYJ-UM showed a higher 
daily temperature variability than BL-UM in rural areas. 

From Fig. 9, we can see that the model shows considerable sensitivity to the PBL scheme in its representation of near-surface winds, 
especially in the sea and rural areas. Interestingly, although the temperature differences between land and sea were lower for the BL- 
UM simulation during the daytime, BL-UM presented greater magnitudes of sea breezes in rural areas (especially in mountain ranges, 
with differences up to 1.3 ± 1.2 m s− 1) and sea areas, where changes in wind direction were identified (Fig. 9c). However, MYJ-UM 
showed considerable sea-breeze strengths at higher levels inside the UBL (see Fig. 11 e). Over urban areas, we did not observe a 
significant difference in wind speed since wind speed was considerably low over these areas. In the case of night-time winds, MYJ-UM 
represented larger wind speeds than BL-UM in rural areas due to enhanced mountain-to-valley breezes. 

The modelled near-surface temperatures showed clear differences between the BL-UM and MYJ-UM simulations (Fig. 5). The 
simulation conducted with BouLac scheme showed lower daytime RMSE values at all stations compared to those output by the MYJ- 
UM (1.78 ± 0.34 ◦C). In especial, MYJ-UM showed higher errors for UF&NVUA (1.83 ± 0.30 ◦C) and NAVUA (1.84 ± 0.21 ◦C) stations 
compared to BL-UM (1.61 ± 0.30 ◦C and 1.61 ± 0.21 ◦C, respectively). In the case of night-time temperatures, different performances 
were obtained depending on the LULC group. From Fig. 5b, we can see that BL-UM had lower night-time RMSEs for the UF&NVUA and 
F&SNA stations because MYJ-UM underpredicted T2m for these regions. In contrast, for the NAVUA and AA stations, higher RMSEs 
were seen for BL-UM than for MYJ-UM; this difference is related to the larger overprediction of night-time temperatures by BL-UM 
(Fig. 5d). 

Therefore, there is a relation between the MB observed at night-time temperatures and the PBL scheme, considering the night-time 
differences between the two simulations (see Fig. 9f). Even though, the MB is still high for AA (1.2 ± 0.85 ◦C) stations, evidencing that 
there are other systematic errors related to different aspects of the WRF-BEP-BEM model. 

The choice of the PBL scheme did not significantly impact the performance of the model in the case of the wind speed. The BL-UM 
simulation showed lower RMSEs for UF&NVUA stations at day (BL-UM: 1.80 ± 0.54 m s− 1; MYJ-UM: 1.95 ± 0.59 m s− 1) and night (BL- 
UM: 1.18 ± 0.37 m s− 1; MYJ-UM: 1.40 ± 0.61 m s− 1). These reduction in the RMSE is seen in the stations placed over rooftops where 
BL-UM considered a lower overprediction of the wind speed compared to MYJ-UM. The wind speed at these stations is taken from the 
closest vertical level to the height of the meteorological station from the ground. Therefore, we can point out that the differences seen 
in the performance analysis of the wind speed between the two PBL schemes are related principally to the vertical distribution of the 
wind speed. Moreover, a difference in the performance of the two simulations is seen at daytime for the station placed over the sea, 
where MYJ-UM showed closer values to the observed ones than BL-UM. Overall, the BL-UM near-surface wind speeds showed higher 

Fig. 9. Model comparison of T2m and 10 m wind vectors averaged at daytime (top row) and night-time (bottom row), for (a, d) MYJ-UM; (b, e) BL- 
UM; (c, f) difference MYJ-UM – BL-UM. The white colour in difference plots stands for temperature differences lower than 0.1 ◦C in absolute value. 
In plots c and f, green vectors stand for the time-averaged wind vectors for MYJ-UM and black vectors for BL-UM. (For interpretation of the ref
erences to colour in this figure legend, the reader is referred to the web version of this article.) 
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correlations (0.51 ± 0.12) to the observed values at night-time than the simulated by MYJ-UM (0.43 ± 0.15), although similar cor
relations are obtained at daytime (BL-UM: 0.68 ± 0.09; MYJ-UM: 0.70 ± 0.10). 

Fig. 10 shows the time series of the modelled diagnosed PBL heights (PBLH) at the radiosonde launching location (nearest grid cell 
values to the radiosonde launching location) for the BL-UM and MYJ-UM simulations and the PBLH computed from the radio-sounding 
observations. Generally, both simulations reflected a rapid growth of the PBLH during the morning, reaching a maximum at midday, 
followed by the sinking of the inversion cape during the afternoon (Sicard et al., 2006). We observed that BL-UM considered higher 
diurnal PBLHs than MYJ-UM, except for on 9 July, when MYJ predicted a PBLH maximum. This difference between schemes was 
mostly produced by the discrepancies in the methodology used to determine the PBLH by each PBL scheme. These PBL schemes define 
the PBLH in different ways: MYJ defines the PBLH as the level at which the turbulent kinetic energy (TKE) decreases under a certain 
threshold, while BouLac defines the PBLH as the level where θv reaches the same value as that at the surface; the latter is the same 
method used for the observations. 

If we derive the PBLH in the MYJ-UM simulation using the same method as that used in the BL-UM simulation (MYJ-UM_θv), we can 
see that the differences between the two simulations are not as high as before. Both simulations considered similar PBLH maxima 
except for days 25 and 26 of June and 1 and 3 of July when BL-UM show much higher PBLH; and on 5, 6 and 7 July, when MYJ-UM_θv 
provided higher mixing layer tops. The differences in PBLH between BL-UM and MYJ-UM_θv can be related to the differences seen in 
daytime near-surface temperatures between the two simulations for these days. As it can be seen in the temporal series of T2m for the 
Zona Univ. station (Fig. S9b), at 1.2 km distance to the radiosonde launching location, BL-UM showed higher maximum T2m than MYJ- 
UM days 25 and 26 of June and 1 and 3 of July. As for days 5, 6 and 7 of July; MYJ-UM presents higher midday T2m than BL-UM. 

Compared to the observations, BL-UM overpredicted the PBLH for all the simulated days except for 28 June, 4, 7 and 9 July. On the 
other hand, MYJ-UM underpredicted the PBLH at midday for all the measurements using the TKE profile method for the diagnosis, 
while it overestimated all the measurements using the virtual potential temperature method (MYJ-UM_θv), except for on 28 June, 1, 2, 
4 and 9 July. The overestimations of the PBLH by the BL-UM and MYJ-UM_θv can be related to the overestimations of daytime near- 
surface temperatures by these two simulations as it can be seen on Fig. S9b. The day with the highest underestimation of the PBLH is 
the 4th July, which corresponds to the only day that both simulations underpredict midday temperatures at the radiosonde launching 
location (Fig. S9b). Overall, the BL-UM simulations represented PBLHs close to the observations than the MYJ-UM simulation. 
However, when the PBLHs of the MYJ-UM simulation are computed using the virtual potential method (MYJ-UM_θv), both simulations 
show similar performance in the prediction of the PBL height. 

Banks et al. (2015) found similar results, where the BouLac represents closest PBLH at 12 UTC over the city of Barcelona for the 
main synoptic event of this HW (Shallow cyclone or Undetermined pressure gradient, regional recirculations). Banks et al. (2015) also 
used the WRF model, although without the coupling with a UCP for the urban areas. The inclusion of the BEP-BEM model and site- 
specific urban parameters in the PBL comparison has not implied in a modification of the results obtained by Banks et al. (2015). 

However, more observations recorded at different times of the day (the only available data for use in this study were recorded in the 
early morning or late evening) could help in the evaluation of the PBL schemes by increasing the reliability of the analysis. In this sense, 
different studies have used LiDAR measurements (Banks et al., 2015) to infer the mixing layer height at high temporal resolutions and 
almost continuously. Unfortunately, there were no available LiDAR measurements for our period of study. 

To analyse the differences in the representation of the vertical structure of the PBL seen in Fig. 10, the vertical profiles of θv (K) and 
wind speed (m s− 1) derived from the simulations along with available radiosonde observations are displayed in Fig. 11 for the three 
days that were considered the HW period (4, 5 and 6 July 2015) at 12 UTC. 

For the first day of the HW (4 July 2015), both simulations showed considerably shallow PBLHs compared with the radiosonde 

Fig. 10. Time series of diagnosed PBL height at the radiosounding site by BL-UM and MYJ-UM simulations and the computed PBL height from 
radiosounding observations (Obs.) represented with black dots. 
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observations (Fig. 11a). We can see that both simulations underpredicted θv below 500–600 m, although MYJ-UM had a lower output 
(Fig. 11a). From 600 m to 2000 m, the model overpredicted θv. In general, MYJ-UM showed the closest simulated values to the ob
servations. In the case of wind speed, all the simulations showed underestimations above the PBL (Fig. 11d), which was also seen in the 
other days of study (Fig. 11e and f). The underestimations seen for the wind speeds at higher altitudes were produced by un
derestimations of the boundary conditions from the ERA5 wind fields (see Fig. S12 for the comparison of the ERA5 wind speed vertical 
profiles). At lower altitudes, BL-UM showed better results inside the PBL than MYJ-UM for the first day of the HW. 

For 5 July 2015, the PBL seemed to be more stratified than that in the previous day, possibly due to the increase in the sea breeze 
force on this day (see Fig. 11e). The WRF model-simulated θv values were slightly overestimated throughout the PBL (up to 1400 m), 
with the BL-UM simulation showing the closest values to the observations (Fig. 11b). In the case of wind speed, the MYJ scheme 
showed better results than the BouLac scheme compared to the radio-sounding data inside the PBL. 

The third day of the HW period (6 July 2015) showed the lowest observed PBLH, with a value of 850 m (Fig. 11c). This low PBLH 
under unstable conditions was produced by large mesoscale compensatory subsidence over the sea and the formation along the coast of 
a thermal internal boundary layer, as reported by Sicard et al. (2006), which is typical for the city of Barcelona in summer months and 
weak pressure gradients with dominating mesoscale forcing conditions (e.g. sea and land breezes). Both simulations presented vertical 
profiles similar to that of the observations, although with overestimations of θv below 1400 m, which cause the model to overestimate 
the PBLH (Fig. 11c). For the wind speed, no large difference was observed between the two simulations with underestimations inside 
the PBL. In general, the WRF simulations showed a cold bias tendency on the first day of the HW (4 July 2015), which changed 
throughout the simulation period to a warm bias towards the last day of the HW (6 July 2015). 

When we compare these two schemes for the entire simulation period, we see that the vertical profile of virtual potential tem
perature using the MYJ scheme showed closer agreement with the observations for the firsts days of the simulation (25–28 June) (see 
Fig. S13). This is most likely due to a higher overestimation by the BL-UM simulation of the virtual potential temperature inside the 
PBL, especially near the surface. Between the 5th and 7th of July, the MYJ-UM overpredicted the virtual potential temperature near the 
surface, so the BL-UM simulation showed closer vertical profiles to the radio-sounding. For the rest of the days, except days 29 and 30 
June and 4 July, both simulations show similar profiles. Therefore, we can conclude that the vertical profiles are closely related to the 

Fig. 11. Comparison of vertical profiles of WRF model simulated potential temperature (K) (top) and wind speed (m s− 1) (bottom) and radiosonde 
observations from the launches at 12 UTC at the days 4 July 2015 (a, d), 5 July 2015 (b, e) and 6 July 2015 (c, f). 
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bias in the near-surface, and that this bias can extend to the entire PBL. We can not identify a better PBL scheme for the representation 
of the vertical structure of the PBL due to the high variability of the results obtained and the different performance depending on the 
near-surface bias. 

Additionally, we have found that BL-UM-HRL simulation has a better agreement than BL-UM for the vertical profile of the virtual 

Fig. 12. Vertical cross-section of potential temperature (K) (as shown in Fig. 1 as a red line) overlaid by wind vectors on 4 July 2015, for (a) BL-UM 
during day (14:00 UTC), (b) BL-crop during day (14,00 UTC), (c) BL-UM during night (22 UTC), (d) BL-crop during night (22 UTC). Overlaid in 
dashed black line is the PBLH diagnosed by the BouLac PBL scheme. Colls. refers to Collserola Mountain. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this article.) 
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potential temperature for almost all the studied days, due to the lower overestimation of UBL virtual potential temperatures (not 
shown). This agrees with the better performance of the BL-UM-HRL simulation representing midday near-surface temperatures for the 
Zona Univ. station (see Fig. S9b). 

3.5. Sensitivity of the UBL to urbanization 

Fig. 12 shows a vertical cross-section of the potential temperature overlaid by wind vectors for the reference simulation (BL-UM) 
and the urban-to-croplands/natural vegetation mosaic-modified simulation (BL-crop) on 4 July 2015 at 14 UTC (12a and 12b) and 22 
UTC (12c and 12d), the representative moments of the maximum sea breeze periods over the city (daytime) and the period of 
maximum UHI intensity (night-time), respectively. Overlaid in the black dashed line is the PBLH diagnosed by the BouLac scheme. 
During the day, the BL-UM simulation showed higher near-surface temperatures than the BL-crop simulation (up to 3.4 ± 1.1 ◦C, see 
Fig. S14). Urban areas also modified the potential temperature inside the UBL, increasing the temperatures of the overlying air by 
convection and, consequently, increasing the mixing height (Stull, 1988). Interestingly, we can also see that the sea breeze front 
penetrated further inland in the BL-crop simulation than in BL-UM, even though the temperature differences between land and sea 
were smaller. Similar results were obtained by Sharma et al. (2017), who compared two similar scenarios but for the Metropolitan Area 
of Chicago and the interaction between the UHI of the city and the Lake Michigan breeze. They suggested that the reduced surface 
roughness length of cropland fields compared to buildings exerted a lower drag on the wind, implying higher near-surface wind speeds, 
as can also be seen in our case (see Fig. S14c). Moreover, Barlow (2014) reviewed different studies relating sea breezes and the UBL. 
They concluded that UHIs delay the passage of sea breeze fronts when passing through urban areas due to the effect of building drag on 
wind flow. In the BL-UM simulation, the presence of the city near the coast modified the UBL; therefore, sea breezes advected warmer 
temperatures inland, forming a heat plume that crossed Collserola Mountain and extended to the Vallès region (Valley). Therefore, we 
can observe that the spatial extent of the sea breeze thermoregulatory effect is influenced not only by the temperature difference 
between the land and sea but also by the surface friction of the land-use type (Martilli, 2003; Martilli et al., 2003; Barlow, 2014; 
Sharma et al., 2017). 

At night, the release of the heat accumulated during the day by urban fabric materials caused the intensification of the UHI effect, 
increasing temperatures inside the UBL and especially near the surface (up to 4.3 ± 1.1 ◦C; Fig. 12c, d and S14f). This impact was 
higher at night than in the daytime, as would be expected due to the properties of the UHI in Barcelona city (Moreno-Garcia, 1994; 
Martin-Vide and Moreno-Garcia, 2020). From Fig. 12c, we can see that in the BL-UM simulation, a well-formed mixing layer above the 
city (PBLH ~500 m a.s.l) was sustained even after sunset. The release of sensible heat from urban areas can maintain the structure of 
the mixing layer due to the rise of thermals from the surface (Stull, 1988). Moreover, the presence of the UHI above the city prevented 

Fig. 13. Relation between urban fractions (λu) and the simulated mean 2 m temperatures (T2m) in the daytime (a) and night-time (b) during the 
period of study. The black dots show the mean values of the simulated T2m and λu within all the 0.05 intervals of the λu in the urban areas inside 
the ROI. 
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the development of land breezes. When urban areas were modified to cropland fields, the UHI effect did not develop, and a weak land 
breeze could be seen (Fig. 12d and Fig. S14e). 

3.6. Relation between near-surface temperatures and urban fraction 

To study the relation between near-surface temperatures in urban areas of the AMB and λu, an analysis similar to the one used in Li 
et al. (2019) was performed. We used simulated T2m values obtained from the BL-UM simulation for the analysis, as BL-UM accounted 
for the specific λu of each urban grid cell in its initialization of the urban morphology. To compare different urban areas with het
erogeneous LULCs, surface properties, building morphologies and terrain heights, a zonal statistical analysis was used. All the urban 
classified grids in the ROI were divided into 20 groups with a constant λu interval of 0.05. The first group contained grids with λu values 
higher than 0 and lower or equal to 0.05; the second group contained grids with λu values higher than 0.05 and lower or equal to 0.10; 
and this pattern continued until the last group contained grids with λu values between 0.95 and 1.00. The average number of grids per 
bin is 26.6 ± 12.4; and the maximum and minimum values are 55 and 3 grids for the 0.00–0.05 and the 0.95–1.00 bins, respectively. 
The mean simulated T2m and λu were computed within each group. Then, a linear regression was performed to obtain the λu-linear 
function for T2m. The coefficient of determination (R2) of the linear regression was used to evaluate the accuracy of the linear functions. 

Fig. 13 shows the relation between the simulated daytime and night-time T2m and λu by computing the mean values for each 0.05-λu 
interval for the reference simulation (BL-UM). T2m increased with increasing λu, with a higher correlation at night (R2 = 0.96, P < 0.01) 
than in the daytime (R2 = 0.88, P < 0.01). The near-surface temperatures showed higher sensitivity to urban fractions during daytime, 
with a slope of 1.95 ◦C than during the night-time, when the slope was 1.78 ◦C. The intercept value should be similar to the mean of the 
rural T2m since it corresponds to the case where λu is 0. During the daytime, the intercept was 29.3 ◦C, which coincided with the 
average simulated T2m over rural areas in the ROI for the BL-UM simulation (28.5 ± 2.2 ◦C). The night-time interception parameter 
obtained from the linear regression with a value of 23.4 ◦C also coincided with the average rural T2m obtained for the BL-UM during the 
whole period of study (23.9 ± 0.9 ◦C). 

The differences between the surface energy budgets of urban and vegetated areas caused this observed increase in T2m with ur
banization (Oke, 1982; Li et al., 2019). The WRF-BEP-BEM computed the T2m for each grid cell from the first-level potential tem
perature, which is strongly influenced by the sensible heat flux. Furthermore, the sensible heat flux (SH) was computed using the linear 
relation between the sensible heat flux from the urban part (SHurb) and the term from the rural part (SHrural), averaged by the urban 
fraction as shown below: 

SH = λu ⋅ SHurb +(1 − λu) ⋅ SHrural 

To investigate the physical mechanism that controls the relation between T2m and λu, the same methodology was used to reflect the 
relation between SH and λu. We obtained a linear relation with a determination coefficient of 0.96 (p < 0.01) during the daytime and 
0.99 (p < 0.01) at night (Fig. S15). Therefore, even though SHurb may vary among different urban areas depending on the urban 
morphology parameters, the linear relation was strong since SHrural was practically constant for all the urban grid cells because the 
model used the same land-use class (cropland/natural vegetation mosaics) for all the pervious areas inside any urban grid cell, with the 
same SHDFAC and LAI values applied to all these grid cells. This influences the strong linear relation of the sensible heat flux with λu, 
and a linear relation was also derived for T2m; although this variable is not only dependent on the sensible heat flux, it is strongly 
affected by it. Additionally, the overprediction of the SHDFAC and LAI of the pervious areas in urban grid cells could explain the strong 
relation between λu and SH at daytime seen in this study during the daytime, which was not seen in the study of Li et al. (2019). 

However, the evaluation of the model performance in this study revealed that the WRF-BEP-BEM simulations showed a consid
erable positive bias for night-time near-surface temperatures in urban grid cells with considerable vegetated areas such as urban parks 
and peri-urban agricultural areas (λu ranging from 0.21 to 0.65). Therefore, we can expect that the actual linear relation is not as 
correlated as the one that we obtained in our results, because, in reality, heavily vegetated urban areas are likely cooler than what 
simulated. 

4. Conclusions 

In this study, we analysed a high-resolution simulation of a heat wave (HW) event in the Metropolitan Area of Barcelona using the 
WRF model coupled to the BEP-BEM urban canopy parameterization at a 1-km resolution. The overall aim was to investigate the 
sensitivity of high-resolution mesoscale simulations to the 1) soil moisture initialization; 2) inclusion of site-specific urban morphology 
parameters; and 3) planetary boundary layer (PBL) scheme. 

The initialization of soil properties using HRLDAS data, in comparison with low-resolution ERA5 data, significantly changed the 
simulations of the near-surface temperatures, decreasing the diurnal temperature range. Although the HRLDAS data showed a 
qualitatively better representation of the heterogeneity of soil properties with land-use in the ROI, the results of this study showed that 
the performance of the model only significantly improved for stations situated in urban green areas at daytime due to a better rep
resentation of soil moisture. For all the stations, the inclusion of HRLDAS data supposed in an increase in the overestimation of night- 
time near-surface temperatures. Unfortunately, there are currently no soil moisture measurements available to quantitatively evaluate 
these soil initialization datasets. More evaluation studies are required for Mediterranean coastal cities to understand the impact of 
different initializations of soil properties. 

As we expected, including site-specific urban morphology data in the BEP-BEM model instead of default urban parameters derived 
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based on the WUDAPT methodology significantly improved the modelled near-surface temperatures during the day and night-time, 
especially in urban green areas. The usage of the urban morphology parameters, as detailed in the tables of Stewart and Oke 
(2012) for each LCZ, overestimated urban fractions when the LCZ map, originally at a 100-m resolution, was resampled to the coarser 
WRF model resolution (1 km), losing important sub-grid-scale variability. Therefore, we can conclude that it is important to use site- 
specific urban morphology parameters of the studied region. 

The larger biases seen in this study correspond to stations placed in urban green areas with considerable vegetation surrounded by 
large urban landscapes, and the model classified the nearest grid cell to the station as an urban LCZ. Because of this, a considerable 
discrepancy existed between the local surroundings of these stations and the conditions that the model represented. This aspect can 
reflect an additional source of uncertainty and can interfere in the comparison of different sensitivity runs. Running the model at a 
higher resolution to fully capture urban green areas should improve the model performance, especially in green urban areas and 
agricultural lands close to urbanized areas. Future urban studies should be run with higher horizontal resolutions (below 1 km) to 
increase their representation of urban heterogeneity in the utilized models. 

The sensitivity study of the WRF model to the PBL scheme had a significant impact on the modelled state variables inside the PBL. 
The BouLac PBL scheme performed better than the MYJ scheme for near-surface temperatures for all stations during the daytime and 
for urban stations and forest regions at night-time. Nevertheless, MYJ showed lower overestimation of night-time temperatures in high 
vegetated urban stations due to a reduction of temperature overestimations. Similar performances were obtained for the modelled 
wind speed. Additionally, the vertical profile of the simulated virtual potential temperature was used to derive the PBLH for both 
simulations at midday. BouLac scheme considered much higher PBLH than MYJ, although the differences were reduced when a similar 
method for deriving the PBLH was used for the two simulations. Overall, BouLac scheme overestimated PBLH for midday radio
sounding measurements of the PBL top, while MYJ underestimated all the mixing layer heights. Using the BouLac scheme provided 
better agreement with the PBLH observations, in line with other studies for the city of Barcelona (Banks et al., 2015; Banks and 
Baldasano, 2016). We also found that the vertical profiles are closely related to the bias in the near-surface temperatures, and that this 
bias can extend to the entire PBL. 

In addition to the above-mentioned sensitivity studies, we also investigated a theoretical scenario without urban areas in the AMB 
with the aim of studying the impact of urbanization on the UBL temperature and wind speed with a special focus on T2m. Increasing the 
vegetation in urban areas revealed the considerable impact of a decrease in T2m since the UHI effect does not develop under these 
conditions, which consequently reduces the PBLH in this scenario. Moreover, the strength of sea-land breezes in the daytime and at 
night was higher in the scenario without urbanization. Even though daytime UHIs favour the temperature gradient between land and 
sea that forms sea breezes, the surface roughness induced by urban buildings has a greater impact on wind speed, inducing a drag effect 
on wind flows. During night-time, the UHI of the city prevents the formation of land breezes, which can be seen in the scenario without 
urbanization. Moreover, in this study, we observed that urban areas also reduced the penetration distance of sea breezes in the land 
interior throughout the entire height of the UBL, in accordance with other studies (Barlow, 2014). 

Finally, we showed that the T2m field followed a linear relation with urban fractions for the urban areas inside the ROI, which is 
more evident at night than in the daytime. This linear relation arises from the difference in temperature between vegetated and urban 
areas due to the differences in their surface energy balances. However, this relation was unrealistically intensified in our study by the 
homogeneity of the pervious areas in the urban grid cells. Adapting the WRF-BEP-BEM model to account for sub-grid-scale LULC 
variability, such as by applying the MOSAIC option available in the WRF model (Li et al., 2013), could lead to improved simulations of 
urban areas. Overall, more studies are needed to determine the relation between near-surface urban temperatures and urban fractions 
accounting for specific urban morphology, sub-grid-scale variability in LULC and increased horizontal resolutions to achieve an 
optimal representation of landscape heterogeneity within the simulations. Understanding this relation will provide an important tool 
in studies of future heat-abatement urban planning strategies. 
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