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Retelling Narrative in 360° Videos: Implications for Audio Description
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The aim of this article is to question whether the approach for producing audio description (AD)
in 2D films needs to be revisited for 360° narrative videos, a new media format characterized
by its immersive capacity. To provide answers, a two-step research methodology was designed.
First, an extensive literature review was performed. The data obtained during the first step was
then used to design and carry out focus groups. The first part of the article discusses the findings
from the literature review, comparing standard narratives with 360° narrative videos. It draws
some conclusions for audio describers in relation to AD content selection, a key task in the
translation of visuals into words. In the second part of the article, data obtained from the focus
groups held with describers and AD users is presented. The results suggest possible approaches

to AD for 360° content, such as the use of spatial sound and elements of interaction.
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1. Introduction

Virtual environments (Slater and Usoh 1993) are increasingly present in our society to inform,

educate, or entertain audiences. Under this umbrella term, three main types of content can be
found: Virtual Reality (VR), Augmented Reality (AR) and Mixed Reality (MR) [authors].

Within the field of VR, one can find 360° videos, which contain content based primarily on
videos as apposed to computer-generated images (EBU 2017). 360° videos offer a 360-degree
horizontal field of view and 180-degree vertical field of view and are becoming a new
storytelling medium (Damiani 2017) for their interactive potential. Storytelling technigues in
360° videos are currently being researched by different scholars (see Section 2) and filmmakers
who are experimenting with so-called Cinematic Virtual Reality (Godde et al. 2018). 360°
videos can have one linear story or they can propose navigational alternatives (Reyes, 2017,
Lee 2017). In such videos, the viewer decides which viewing path to take, for instance, what
decision the protagonist has to make. It is, however, the first group of 360° videos that will be
the focus of this article.

To date, most of the 360° content are non-fiction, location-based programs, such as the
news and current affairs (Jones 2017, 171) whereas fictional content such as animations, short
films or episodic series (Dooley 2017, 164) are being developed to a lesser extent. Thanks to
this media format, audiences can follow important social events from their location (EBU 2017,
9), or interact with these locations in a way that would not be possible in real life. For example,
a journey to the center or orbit of our planet can be made. This is why the concept of presence,
defined as “psychological sense of being there” (Biocca 1997, 18) is central to experiencing
this media format. In other words, users interacting with 360° videos are expected to feel
immersed in the content presented.

Taking into account the human right to access culture and information, virtual reality

content, including 360° videos should be rendered accessible. This access can be provided by a



variety of different access services, which can be viewed as an instrument with which to ensure
that human rights are being upheld (Greco 2016).

360° videos are multimodal (Braun 2008, 3), which means that they create meaning
from the combination of and interaction between different semiotic channels: images,
dialogues, sounds and on-screen text. As the visual channel is involved, they are not fully
accessible for persons with sight loss. Audio description (AD) and additional access services
such as audio subtitles (AST) could then be used to render this new type of audiovisual content
accessible to the visually impaired target audience. In general terms, AD is a type of
intersemiotic translation that transfers the visual channel to a verbal mode (Maszerowska et al.
2014; Fryer 2016). In audiovisual products, such as films, theatre, opera, sports or music events,
a description of the visual components is provided along with certain sound components that
would be difficult to recognize without their verbal description (Remael 2012). It is primarily
created for audiences with vision loss as it enables this group to create a mental representation
of the visual layer, but it can also be benefited from by other groups, e.g. foreign language
learners or immigrants. In terms of narrative productions, it allows its users to recreate the
original story.

As far as the production of AD in films is concerned, and similarly for any type of
translation process, ADLAB guidelines (Remael et al. 2014) state that audio describers should
conduct a source-text analysis before drafting a script. Such analysis is a two-step process. In
the first step, the describer analyzes the source-text in order to understand the story the
filmmaker intends to convey and to determine which specific narrative elements are used to do
so. This allows for a second step, i.e. deciding which elements to include in the description to
allow the audience to recreate the story. Guidelines currently only offer help with content
selection for standard films, which is identified as one of the main issues in AD (Vercauteren

2016) but has not yet been addressed in relation to 360° narrative video content.



In order to assess whether the current practices for producing AD in 2D films have to
be revisited for 360° narrative videos, a two-step research methodology was chosen. As an
initial research tool, a literature review was carried out to show how 360° narrative videos
change the experience of traditional narratives, and to offer initial insights into content selection
in the new media format. Based on the data obtained during the literature review, focus groups
were designed and held. The data obtained through these two methodological tools will help to
define how AD can be integrated into this media format and help to expand knowledge on this
type of intersemiotic translation, beyond traditional genres and content types.

The article begins with a brief discussion of the principles of story-creation and story-
recreation, followed by an overview of existing studies on storytelling in 360° narrative videos.
Section 3 provides a state of the art on narratology in AD and draws some conclusions on
content selection for audio describers. Section 4 describes the methodology of the focus groups

and section 5 discusses the results obtained in relation to storytelling in 360° narrative videos.

2. From Traditional Film Narrative to Narrative in 360° Videos

Before discussing previous studies about storytelling in 360° videos, this section will briefly
discuss the general principles of story-creation and story-recreation, as knowledge about these
two processes is a valuable tool when conducting a source-text analysis (Vercauteren 2012,
Remael et al. 2014).

Narratology is a discipline that studies all types of narrative including verbal and
audiovisual texts (Bal, 1985: 5) and helps one to 'understand, analyse and evaluate narratives'
(ibid.). Bal differentiates between three layers in a narrative text: the fabula, the story and the
text (1985: 9). The author defines the fabula as 'a series of logically and chronologically related
events caused or experienced by actors and consists of the following elements: events, actions,
time and locations. These elements are later ordered into a story, which is defined as 'a fabula

presented in a certain manner' (1985: 5). In other words, when creating a filmic story,



filmmakers first decide what actions the characters will perform or undergo and later, how the
story will be told. At this second stage they can decide, for instance, the order of the actions
(chronological or non-chronological), their frequency (the actions can be shown more than once
from the perspective of different characters or they can be omitted), or their speed (actions can
be shown at their normal speed, in fast-forward, or in slow-motion). At this stage, the
filmmakers also decide the specific traits that the characters will have and similarly, the details
of the presented places. Moreover, they decide what amount of time will be given to the various
elements of the fabula (Bal 1985: 9). The third layer distinguished by Bal is 'a narrative text'
(Bal 1985: 5). It is a story 'told" in a medium, i.e. converted into signs. In other words, in the
last stage of story-creation, the filmmakers make a concrete decision about how the story will
be presented, i.e. which film techniques are going to be used.

Another process of which audio describers should be aware of is audience story-
reconstruction. In general terms, the audience is presented with a concrete narrative text and
must reconstruct the abstract construct used by the filmmaker to create the story. When
watching a film, audiences process and interpret information by combining actions with other
information and establishing temporal relations between them. Important to the story
reconstruction are mental frames (Herman 2002), which the audience creates and later updates.
They initially contain basic information about the characters and settings in which the actions
are to take place (e.g. '2019"). Later, as audiences constantly update their mental model of the
story, more details are added (e.g. 'a rainy day in October 2019'). Only when the audiences are
able to create a new frame for a given event or update an already existing frame are they able
to follow the story.

While the first approach allows describers to establish the most relevant narrative
elements in the content, the latter allows them to know what cues are necessary to facilitate the

reconstruction of the filmic story by blind and partially-sighted audiences (Vercauteren 2012,



Remael et al. 2014). In the remaining part of this section, we will look at existing studies on
storytelling in 360° videos.

Studies on storytelling in traditional 2D films are numerous and the approaches are
diverse. However, research on narratives in 360° videos conducted to date is scarce and
something that has only recently received scientific attention (Godde et al. 2018). As the full
spectrum of possible storytelling techniques in this media format are still being defined it is not
possible to delineate them. We will however provide a brief overview of the existing studies in
an attempt to compare traditional films with 360° narrative content.

The first relevant aspect is the role of the audience and their level of control. Dolan and
Parets (2016) enumerate four narrative forms based on user experience within the virtual world:
a user can be an observer or participant and be simultaneously active or passive. Similarly with
film narratives, 360° productions fall into the passive observer category (Jones 2017). The
reason for this is that the audience members are placed at the center of the events, with the
option to explore the virtual world without influencing the development of the narrative. In
other words, narratives in 360° media formats are pre-constructed by a film director or content

creator.

A second aspect worth mentioning is how the content is watched. Dooley (2017) notes
the main difference is the rectangular screen with which traditional audiovisual media is
typically viewed, whilst in 360° content, the storyworld surrounds the viewer. In this regard,
the process of viewing 360° videos is similar to watching content in a planetarium, the
difference being that members of the audience are not seated inside a dome, but wearing head-
mounted displays, and discovering the storyworld through head movements. As a result, the
attention of viewers towards narratologically-relevant elements cannot be directed in the same
way as can be in films (Dooley 2017; Godde et al. 2018). A study by Rothe et al. (2017)

demonstrated that it is especially difficult to guide the user’s attention at the beginning of a new



scene. As viewers can explore the entire visual space, they can omit significant parts of the
main narration, looking instead at other parts of the storyworld. This can result in a lack of
understanding of the causality of plot (Jones 2017, Syrett et al. 2017).

To guide users, dispersing the main action across several parts of the storyworld is
recommended (Jerald 2015), along with the use of auditory and visual cues, which are being
researched (Streit and Victoria 2017; Rothe et al. 2017; Nielsen et al. 2016). Rothe et al. (2017)
tested several traditional methods of guiding the viewers' attention (salient objects, sounds,
lighted objects and movement) in order to see whether they could be tranferable to cinematic
virtual reality. Although the authors consider that further investigations are necessary to find
the most appropriate guiding methods, the results of this study show that moving objects or
lights can guide the viewing direction within the storyworld even without any sounds. Similarly,
Nielsen et al. (2016) compared diegetic cues (guiding viewers' attention implicitly by
encouraging them to follow a firely with their gaze) with non-diegetic cues (controlling their
body orientation) and no guidance. The results indicate that such diegetic cues can guide
viewers effectively within the storyworld, whilst assuming control of the viewer's action may
negatively influence presence. These two preliminary studies show that diegetic cues related to
movement may be used often in 360° narrative videos to indicate where the audience should
look.

As far as film language is concerned, techniques such as crossfades and fade-outs may
be used more frequently in this media format than in standard films. The reason for that is
because some consider them to be a better method for changing the scene than cuts (Godde et
al. 2018), as changing location rapidly can be disorienting for members of audience. Recently,
however, filmmakers have begun to use cuts more often, as viewers become more accustomed

to them in VR (ibid.).



As cuts are being used less frequently than in standard films, the authors note that the
space in 360° content undergoes a gradual transformation around the viewer, by different
elements being added or removed (ibid.). Additionally, the space can contain elements of the
internal lives of the characters such as emotions, dreams or thoughts (Damiani and Southard
2017, online); by means of text, visuals or colours, which appear in the storyworld. For this
reason, 360° content is thought to be an appropriate media format with which to convey
subjective, impressionist first-person narratives (ibid.).

All in all, storytelling in VR is still in the process of being defined. This preliminary
analysis shows that although the audience in 360° content follows a linear story, pre-constructed
by the filmmaker in a similar way to standard films, the differences in narrative construction
still exist, such as lack of framing and a different use of guiding cues or scene transition

techniques.

3. Narratology in AD Research: from Standard Films to 360° Content

Based on narratological knowledge, models for content selection in AD were developed by
Kruger (2010) and Vercauteren (2016). Kruger (2010) differentiated two approaches for
rendering visual information accessible for audiences with sight loss: traditional AD and audio
narration (AN), located at two ends of one continuum (2010, 233). While AD reflects the visual
channel objectively, subjective audio narration reflects the narratological sense of the
production. AD with elements of narration and subjectivity is placed in the middle of the
spectrum.

Vercauteren (2016) adopted a narratology, both structuralist and cognitive, to develop
a systematic method for audio describing filmic stories, based on their most relevant narrative
constituents. His research presented a ‘determine-decide’ approach (see Introduction),
considering what narrative elements could be included in AD and how to prioritize these

narrative elements based on audience needs in order to interpret and recreate stories.



Other studies conducted in the field of AD have also adopted a narratological approach.
In a study for the Pear Tree Project (2012), Kruger analyzed eye-tracking and written data to
discern how to select AD content that would allow the audience to reconstruct the original story
in a narratologically more meaningful way. The results of the study show that elements that
occupy a lot of space on the screen do not necessarily have more relevance compared to
elements that are visually insignificant. Similarly, by applying a cognitive approach, Vandaele
(2012) focused on how to select the most relevant AD elements. The results of his research
suggest that aside from the information that allows AD users to follow the plot, the AD script
should contain information about the events that can or could have happened, to allow AD users
to experience suspense, curiosity and surprise. Matamala and Remael (2015) analysed the
narrative of films driven by visual effects to determine whether audio descriptions written for
such films require a different approach. Thanks to the analysis of 'the cinema of spectacle’, the
authors conclude that as such narratives aim to dazzle their audience with effects, the emphasis
in the description should be placed on the prosody of the AD script, the use of metaphors and
interaction with sound. In other words, how to describe should be given importance in this type
of filmic production.

Maszerowska (2014) studied the visual codes of film language such as light and contrast
and how they should be rendered in AD. The article provides a preliminary compilation of the
existing solutions for rendering lighting in AD. It concludes that more consistency is needed in
the rendering of light in AD script and that knowledge about the different functions of light can
prove helpful when drafting AD scripts. Taking a cognitive approach, Fresno (2014) examined
the reception of characters in fiction films. The results of her investigation show that user recall
is favoured by limiting the information in the descriptions and dividing it into short units for

delivery at different stages.



The studies related to standard content are multiple, but it remains to be seen how the
current approach for providing AD could be transferred into new 360° formats. In the following
sub-sections we will focus on the main constituents of film narrative: events, spatio-temporal
settings, characters and film language and strategies for rendering into AD for 2D content. This
will be done so with a view to assessing what strategies could be used in 360° narrative videos

to allow the audience to reconstruct their stories.

3.1. Describing Events

As previously mentioned, audio describers should pay attention to order, duration and
frequency when describing action (Remael et al. 2014). Regarding these elements, audio
describers are advised, for example, to signal any instances of events that are out of
chronological order, to prioritize information or describe the visuals in advance in case of events
being shown on the screen simultaneously by means of a split screen or deep space composition.
Also, in case an event is shown more than once at different points during a film, describers
should determine whether it is repeated unmodified or with a different status and, in turn, decide
whether to include the repeated event in the script (Remael et al. 2014, Vercauteren 2016).

In 360° contents, events are rarely shown out of chronological order, meaning that the
action can be described in the AD without any temporal signaling (e.g. 'a year before"). Also,
actions can happen simultaneously, not by means of a split screen, but by locating them in
different parts of the sphere. In this regard, as is the case with standard films, describers must
decide during the text analysis, which events guarantee the coherence of the story and which
complement the main narrative. The possible challenges regarding the description of events
may be related to the signaling via which part of the storyworld they are presented. This
information must be provided to allow persons with sight loss to have a more immersive

viewing experience.

3.2. Describing Spatio-temporal Settings



Bal’s theory of narrative space (1995) defines settings as an evolving constituent of narrative.
According to Bal, when a story returns to settings that were previously introduced, they can be
repeated in an unchanged way (repetition), new elements can be added (accumulation) or they
can undergo a transformation. In addition to providing a background, settings can have a
symbolic function.

When analysing a source text, audio describers must determine whether settings are new
or known, whether they are only a background or if they have a symbolic function. If settings
are already known, describers have to determine whether they are the same as before or whether
they have changed. In circumstances where the settings serve only as a background, a
description with basic spatio-temporal information is sufficient. Regarding settings with a
symbolic function, a more detailed description should be provided. If the settings return to a
place that is already known, describers have to determine whether something has changed
(Vercauteren & Remael 2014).

When describing settings in 360° videos, describers will have to follow the same rules
as they would when describing standard content, i.e. determine where the action takes place, in
which period and the function of any given setting. The changes in settings that can occur
around the viewer, i.e. addition or disappearance of visuals within the storyworld were defined
by Bal as 'accumulation’ (Bal 1985) and should be similar for those in standard films. Such
elements should be signaled in the script. In a case where a given element reappears, describers
must determine whether it is unmodified or whether its status has changed. The challenge will
probably relate to the prioritization of visual information in the storyworld. As users have a
360° view, the storyworld includes more elements than standard 2D content. AD should,
however, fit in between the dialogues, which may not give describers enough time to describe

all relevant elements.



3.3. Describing Characters

The issue with describing characters has been studied by several authors (e.g. Fresno 2012;
Orero 2011; Vercauteren and Orero 2013). This topic has also been tackled in the AD-Verba
and ADLAB projects. ADLAB guidelines (Remael et al. 2014) distinguish between three
categories of characters: namely focal, secondary and background. Each requires a different
approach in AD. Focal characters are the most important to the narrative, secondary characters
usually have a supporting function and background characters will be less detailed in the script.
When writing an AD script, more attention is normally given to dynamic characters, i.e.
characters that develop remarkably throughout the narrative, as apposed to those that develop
only marginally (Vercauteren 2016, 227). Audio describers also have to decide whether the
physical or mental dimension of a character is more important when describing them (ibid.).
Additionally, describers need to determine whether the character being presented is new or
already known (Remael et al. 2014), (ibid.), as new characters must be introduced. In this case
they should then provide information about their age, appearance and characteristic traits. In
the case of already known characters, describers should determine whether they have changed.
Another relevant aspect worth considering is whether characters are authentic or fictional, real
or unrealistic and whether they serve a symbolic function, i.e. if they represent a certain group
of people, social class, profession, or stereotype.

It can be assumed that the challenges faced in regards to describing characters in 360°
videos will be very similar to those for standard films. The difference being, however, that two
or more characters can appear in different parts of the storyworld, as is the case with actions.
Persons with sight loss may therefore find it more challenging to know where they are located
without adequate guidance. Moreover, as this media format seems better suited to convey the
internal lives of characters and subjective narratives, there could be need for description of

emotions to be further explored, as done so by Braun (2007), Mazur (2014), and in AD



guidelines (e.g. American Council of the Blind 2009, 6). Additionally, as close-ups are not
possible in this media format, identification of characters’ emotions may prove more

challenging.

3.4. Describing Film Language

The term film language refers to what the authors of the ADLAB guidelines (Remael et al.
2014) define as “the accepted systems, methods or conventions through which a film story
comes to the audience.” Under this umbrella term, four broad categories can be found: mise-
en-scene, cinematography, editing and sound design. The rendering of film language in audio
description has been studied by various authors (e.g. Perego 2014, Fryer and Freeman 2013,
Vercauteren 2016). This topic has also been studied in the ADLAB project, with the example
of the film Inglorious Basterds (2009). When writing AD for films, describers should determine
the narrative function of the techniques used by the filmmakers (Remael et al. 2014), and may
want to adopt another strategy, such as including the actual filmic techniques in the description,
as done so for art-house films (Szarkowska and Wasylczyk 2014, Walczak and Fryer 2017).
Although 360° videos are in their infancy, certain aspects differ from those in standard
films and may impact on descriptions. As far as cinematography is concerned, the main
challenge for describers could be the lack of framing, which results in a larger amount of visual
detail, more than is typically present in standard films. Similarly, as different types of shots
such as close-ups are not possible, prioritizing the information presented in the storyworld may
prove challenging. Regarding editing, crossfades and fade-outs, which tend to appear more
often in 360° videos than standard films, should be signaled in the AD script (e.g. the screen
fades to black.) Other aspects such as mise-en-scéne comprise “all the elements placed in front
of the camera to be photographed: the settings and props, lighting, costumes and make-up, and
figure behavior” (Bordwell and Thompson 1990, 410) and will be used in a similar way to

standard films but the amount of visual detail could be challenging for describers.



It can be concluded from this section that content selection in 360° videos will bear
many similarities to content selection in standard films. It can also be asserted that the possible
challenges when describing such content can be related to a) guiding the attention of AD users
towards the relevant narrative elements, and b) prioritizing information in the storyworld. In
the following sections, the methodology applied in the focus groups and the participant
feedback on storytelling are discussed and serve as a necessary first step in the potential

reshaping of AD in new media.

4. Focus Group Methodology

The previous sections have discussed how storytelling is changing in 360° videos and have
identified how this can impact on audio descriptions for this new media format. However, when
designing new solutions it is advisable to include the actual users in the making process in order
to bridge the maker-user gap (Greco 2018). Based on the data collected during the literature
review, focus groups were designed to involve end users. This user-centric approach has been
applied at the core of the ImAc project?, in which the implementation of access services in 360°
videos is being researched alongside the development of the technology. This approach is
similar to the view put forward in the field of accessible filmmaking (Udo and Fels 2010a,
2010b; Romero-Fresco 2013), stating that access services should be considered already in the
content production process and not as an afterthought.

The focus groups proved of value in the early stages of the project as they enabled

participants to become familiarized with 360° technology. This qualitative research method

L immersive Accessibility (ImAc) is a 30-month project funded by the European Union’s Horizon

2020 Research and Innovation Programme under the grant agreement 761974 (http://www.imac-

project.eu/). The research presented in this article has been developed within the framework of this

project.
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allowed participants to ask additional questions about the possibilities of this technology as well

as to confront their views on the implementation of access services with other participants.

The first focus group took place in Barcelona, Catalonia [authors], and the second, in

Krakow, Poland. Both studies had the same structure and consisted of two tasks followed by a
discussion and agreed conclusions (see procedure in section 4.2). The studies were conducted
in accordance with ethical procedures approved by the Ethics Committee of ANONYMIZED.
Participants were informed about the aim and context of the study and were then given consent
forms to be signed. All data was confidential and the identity of the participants was made
anonymous.

The focus group in Barcelona (24 November 2017) was conducted with two end users,
three audio describers and one technical expert. The focus group in Krakéw (28 December
2017) was conducted with three audio describers and three AD users (see participant profile in
section 4.1). As the literature on qualitative research design recommends a limited number of
participants for conducting focus groups (Barbour 2008, 60), the inclusion of six participants
proved an optimal number for the discussion. Aside from participants, a facilitator moderated

each focus group.

4.1. Profile of Participants

Before the discussion, participants filled in a pre-questionnaire aiming at determining their
demographic profile. The pre-questionnaire contained eleven questions regarding age, sex,
educational background, visual impairment, use of technologies, exposure to immersive media
and access to online content. Participants were aged between 25-51 years old. Three end users
defined themselves as blind. Of these three, two defined themselves as blind from birth and
one, as becoming blind between 5-12 years old. The remaining two end users defined
themselves as partially sighted. Almost all (11) participants had a university education and one

participant reported having “further education.” The responses proved that all participants were



frequent technology users. Most of the participants used mobile phones (10) and laptops (10)
on a daily basis, followed by PC (5), tablets (5) and TV (5). All participants were familiar with

AD. Only one participant owned a device to access VR content.

4.2. Procedure

The actual discussion in each of the focus groups held in Barcelona and Krakéw were preceded
by two tasks. Task 1 began with showing participants a 5-minute 360° video and asking one of
the professional audio describers to provide a live AD. The input in the focus group in Barcelona
was an episode of “Polonia”, a comedy show broadcasted on public Catalan television. The
input used in Krakow was an interview with a ski jumper. The reason behind choosing these
materials was that both comprised of actions happening all around the sphere which allowed
the users to follow the main action or to ignore it by looking at their surroundings. In Task 2,
participants watched the clips with spatial sound. Asking the end users about this technology
was deemed important, as it gives the possibility of placing AD in different locations within the
storyworld. Thanks to said sound technology in AD, persons with sight loss will be able to

localize actions and other audio elements being described.

5. Discussion of Results

In the remainder of the article, the results of the focus groups are discussed, emphasizing the
aspects related to storytelling. Other relevant aspects, such as more general comments relating

to the production of AD in this media format, integration of audio subtitles or interaction by

voice are discussed in [authors].

First of all, professional audio describers taking part in the study in Barcelona suggested
that the 360° storyworld be much larger than the standard display for 2D films and that special
attention be given to setting. To this end, it was suggested that the description of the main action

should be provided as a priority and that AD for the surroundings would also be needed.



Therefore, a new approach for producing AD was suggested: the sphere could be divided into
four to six sections, with an AD of the surroundings provided in every section. It was later
added that the main narration should be paused to listen to additional recordings.

Audio describers who took part in the study in Krakow, however, deemed this medium
interactive, which means that the user can choose which parts of the storyworld to see.
Therefore, they considered that persons with sight loss should also be able to watch 360° content
in an interactive way. They expressed an interest in the solution proposed in the focus group in
Barcelona (pausing the main narration and listening to additional AD tracks), as this solution
creates the possibility of interaction.

All in all, the end users present in both focus groups agreed that an AD needs to be
provided for the main action. The results for the focus group in Barcelona suggest that
secondary AD tracks triggered by head movements when wearing a head-mounted display
could also be implemented. This approach is interesting as it could provide a solution to the
prioritization of content discussed earlier in this article. With this solution, audio describers
could include more information that could later be activated at the will of the user.

Interestingly, although not strictly related to the topic of storytelling, in both focus
groups, blind participants asked about the possibility of not wearing a head-mounted display.
For example, two blind people in the focus group in Krakow discussed the possibility of
wearing headphones with a sensor that would track their head-movements instead of a head-
mounted display.

Regarding content selection, audio describers in both focus groups considered it
challenging. Audio describers in the focus group in Krakow agreed that deciding which
elements of the storyworld should be described would depend on the content. The responses
indicate that in some content, priority should be given to conveying the intention of the director

or content creator, while in others, e.g. travel simulations or city tours, describing the



surroundings should be given importance. Audio describers in the focus group in Krakow
agreed that taking into account the amount of possible work, the materials for audio description
should be carefully selected. One participant in this focus group added that the AD should be
produced in close cooperation with the content creators or it would fall entirely under the
purview of the creative team.

Regarding directing audience attention toward the narratologically-relevant elements,
the responses obtained from persons with sight loss suggest that the implementation of spatial
sound would be of value; it could allow them to orientate themselves and locate different
elements inside the storyworld. Furthermore, the responses suggest that spatial audio could
improve their immersion, which is central to experiencing 360° content.

An interesting solution was proposed by one participant in the focus group in Krakow
with the suggestion of preparing visiting paths to overcome the challenge of orientating
themselves within the sphere. More specifically, participants could choose a ‘guide me’ option
which would guide them through the main action and the most important descriptions of the
surroundings. The advantage of this solution is that persons with sight loss would be guided
through the visual scene towards the elements that are important from a narratological point of
view.

Overall, participants in both focus groups were interested in the integration of AD in
360° videos and in the possibility of activating it in an interactive way. They were mostly
interested in educational or training content to be employed by museums and other institutions.

They also deemed this technology more adequate for short-duration video material.

Conclusions
This article aimed at discussing whether AD requires a specific approach in 360° content. To

this aim, a two-step research methodology was designed in which the bibliographical review



was followed by the focus groups, and a user-centered model of translation was adopted
(Suojanen, Koskinen and Tuominen 2015).

The analysis in the first part of the article shows that the main challenges faced when
describing narrative in 360° videos relate to guiding users with sight loss within the storyworld
and prioritizing visual information when conducting a source text analysis.

The results obtained from the focus groups suggest possible approaches to AD in 360°
content that could provide solutions to the aforementioned challenges. Such approaches could
include the option of pausing the video to learn more about the storyworld by listening to
additional AD tracks triggered by head movements. Another possible approach that could be
combined with the one mentioned above would be the integration of spatial sound, as it can
enable persons with sight loss to be guided towards the relevant narrative elements.
Additionally, the results from the focus groups in terms of of content selection suggest that due
to the complexity of such content, the cooperation with content creators should be sought when

describing such content.

The findings discussed in this article are just a starting point in this new dynamic field.
The study is limited in scope due to the early adoption phase status of this media format and
that the narrative possibilities of 360° videos are not yet fully delineated. It paves the way for
more complex analyses with larger samples, which would combine theoretical approaches with
experimental studies. Further studies could include, but not be restricted to: measuring the effect
of spatial sound in AD and audio subtitling on actual audiences, measuring user presence when
faced with diverging AD strategies and testing the new production workflow with professional
audio describers. As the theme caught the interest of users in both Barcelona and Krakow,

elements of interactivity could be tested in future reception studies.

As the field of Audiovisual Translation Studies is being reshaped by immersive content

appearing in the market, the knowledge of accessibility in such content could be integrated in



the following years in updated guidelines for audio describers in addition to courses offered by
institutions for the training of future professionals. The ultimate aim is that access services —
AD in this case — are produced in a way that meets quality standards, and enable all audiences

to enjoy innovative media such as 360° videos.
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