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#### Abstract

In the weak 16th Hilbert problem, the Poincaré-Pontryagin-Melnikov function, $M_{1}(h)$, is used for obtaining isolated periodic orbits bifurcating from centers up to a first-order analysis. This problem becomes more difficult when a family of centers is considered. In this work we provide a compact expression for the first-order Taylor series of the function $M_{1}(h, a)$ with respect to $a$, being $a$ the multi-parameter in the unperturbed center family. More concretely, when the center family has an explicit first integral or inverse integrating factor depending on $a$. We use this new bifurcation mechanism to increase the number of limit cycles appearing up to a first-order analysis without the difficulties that higher-order studies present. We show its effectiveness by applying it to some classical examples. © 2021 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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## 1. Introduction and statement of the main results

A limit cycle is an isolated periodic orbit in the set of all periodic orbits of a differential system. The maximal number of limit cycles that a polynomial differential system in $\mathbb{R}^{2}$ of degree $n$ might have is denoted by $\mathcal{H}(n)$ and it is called the 16 th Hilbert's problem. For further information see [8-10] and the references therein. The determination of $\mathcal{H}(n)$, even for the simplest case $n=$ 2 , remains open. A classic strategy to investigate lower bounds for $\mathcal{H}(n)$ is to apply the averaging theory of first and/or higher-order in the study of the number of limit cycles that bifurcate from centers. In fact, the problem is reduced to the study of the number of positive simple zeros of a specific non-linear function. For autonomous planar vector fields, it coincides with the wellknown Poincaré-Pontryagin-Melnikov function, see more details in [2]. When we perturb an integrable system, this function

$$
\begin{equation*}
M_{1}(h)=\int_{H(x, y)=h} \frac{Q(x, y) d x-P(x, y) d y}{V(x, y)} \tag{1}
\end{equation*}
$$

is obtained from the Taylor expansion of the displacement function

$$
\begin{equation*}
\Delta(h, \varepsilon)=\varepsilon M_{1}(h)+\varepsilon^{2} M_{2}(h)+\cdots, \tag{2}
\end{equation*}
$$

associated to the differential equation

$$
\left\{\begin{array}{l}
x^{\prime}=-H_{y}+\varepsilon \frac{P(x, y)}{V(x, y)}  \tag{3}\\
y^{\prime}=H_{x}+\varepsilon \frac{Q(x, y)}{V(x, y)}
\end{array}\right.
$$

Here we have denoted by $V$ the inverse integrating factor defined in an open set of $\mathbb{R}^{2}$ that contains the singular point which is a center for the unperturbed system and, as usual, the level sets of the first integral, $H(x, y)=h$, are closed curves for $h \in\left[0, h_{0}\right)$. The 0 and $h_{0}$ level sets of $H$ define the center equilibrium point and the boundary of the period annulus, respectively. We remark that the function (1) is called an Abelian integral when $V$ is a constant and the functions $H, P, Q$ are polynomials. In the literature, the investigation of the number of zeros of the function $M_{1}$ is also called the weakened 16th Hilbert's problem and it was proposed by Arnold, see [1]. The Implicit Function Theorem provides the relation of both problems. More concretely, for each positive simple zero $h^{*}$ of $M_{1}$ there exists a limit cycle $\Gamma_{\varepsilon}$ of (3) such that $\Gamma_{\varepsilon}$ tends to the level curve $\left\{H=h^{*}\right\}$ when $\varepsilon$ goes to zero.

Usually, as the center defined by the first integral $H$ and the inverse integrating factor $V$ are fixed, the function $M_{1}(h)$, defined in (1), depends only on the perturbation parameters defined in the perturbative functions $P$ and $Q$. Clearly, when all the involved functions are polynomials, this dependence is linear in the coefficients of $P$ and $Q$. In this paper we will perturb families of systems depending on a multi-parameter $a=\left(a_{1}, a_{2}, \ldots, a_{\ell}\right) \in \mathbb{R}^{\ell}$. That is, the associated first integral and inverse integrating factor are respectively $H=H(x, y, a)$ and $V=V(x, y, a)$ in (1) and (3). So, the displacement function (2) is given by

$$
\begin{equation*}
\Delta(h, a, \varepsilon)=\varepsilon M_{1}(h, a)+\varepsilon^{2} M_{2}(h, a)+\cdots . \tag{4}
\end{equation*}
$$

The main obstruction on the study of the zeros of

$$
\begin{equation*}
M_{1}(h, a)=\int_{H(x, y, a)=h} \frac{Q(x, y) d x-P(x, y) d y}{V(x, y, a)} \tag{5}
\end{equation*}
$$

is the difficulty to work with the above integral for any $a$. Most of the works study special values of $a$ for which the integrals on the level curves of $H(x, y, 0)=h$ are explicitly obtained although they were defined via elliptic or hyperelliptic integrals. When a family is analyzed, it is not restrictive to put these special cases at $a=0$. Then, near this special point, the study of the zeros of $M_{1}$ can be developed via the Taylor series of $M_{1}$ with respect to a parameter. This idea has been used previously in some examples, see for example [7, Chapter 9]. The goal of our main result is to get a closed formula for its linear Taylor development. We will show how, with this mechanism, we obtain more limit cycles than working only at $a=0$. Obviously, a second-order approach might provide better lower bounds for $\mathcal{H}(n)$ but with a higher computational effort. But it is well-known that a higher-order analysis not always can be developed. As we will see in the proofs, although this bifurcation technique is essentially a first-order bifurcation analysis for a family of centers, it can be partially interpreted as a second-order analysis of a fixed center. We could say that we are seeing a piece of the second-order function $M_{2}$ in (2). Hence, roughly speaking we could say that we are presenting an averaging function of order one and a half.

In the following, we present our main results, which will be proved in Section 2. Firstly, we detail the expression of the first-order Taylor series of $M_{1}(h, a)$ with respect to $a$. Secondly, we define the new Poincaré-Pontryagin-Melnikov parametric function and how its positive simple zeros provide limit cycles for system (3).

Theorem 1.1. For $a \in \mathbb{R}^{\ell}$ in a neighborhood of the origin, we can write (5) as

$$
\begin{equation*}
M_{1}(h, a)=\mathcal{M}_{0}(h)-\sum_{i=1}^{\ell} a_{i}\left(\mathcal{M}_{i}(h)+\mathcal{L}_{i}(h)\right)+\mathcal{O}\left(\|a\|^{2}\right) \tag{6}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{M}_{0}(h)=\int_{H(x, y, 0)=h} \frac{Q(x, y) d x-P(x, y) d y}{V(x, y, 0)}, \\
& \mathcal{M}_{i}(h)=\left.\int_{H(x, y, 0)=h} \frac{\partial V(x, y, a)}{\partial a_{i}}\right|_{a=0}\left(\frac{Q(x, y) d x-P(x, y) d y}{(V(x, y, 0))^{2}}\right), \\
& \left.\mathcal{L}_{i}(h)=\int_{H(x, y, 0)=h}\left(\mathcal{L}_{\mathcal{X}_{H_{a_{i}}}} \frac{Q(x, y) d x-P(x, y) d y}{V(x, y, a)}\right)\right)\left.\right|_{a=0}
\end{aligned}
$$

with $\mathcal{X}_{H_{a_{i}}}=\left(\frac{1}{\|\nabla H\|^{2}} \frac{\partial H}{\partial a_{i}}\right) \nabla H$. Here

$$
\mathcal{L}_{\mathcal{X}} \omega=\left(f \frac{\partial \alpha}{\partial x}+g \frac{\partial \alpha}{\partial y}+\alpha \frac{\partial f}{\partial x}+\beta \frac{\partial g}{\partial x}\right) d x+\left(f \frac{\partial \beta}{\partial x}+g \frac{\partial \beta}{\partial y}+\alpha \frac{\partial f}{\partial y}+\beta \frac{\partial g}{\partial y}\right) d y
$$

is the Lie derivative of the one-form $\omega=\alpha d x+\beta d y$ with respect to the vector field $\mathcal{X}=f \frac{\partial}{\partial x}+$ $g \frac{\partial}{\partial y}$.

The expression for $M_{1}(h, a)$ defined above is a consequence of the proof of Kelvin's circulation theorem, for more details see [5]. In the following we present a direct application of this first-order development study which proposes a new first-order Melnikov function, providing a better understanding of how the number of limit cycles bifurcates from a period annulus change depending on the parameters of a center family.

As we have commented before, we are interested in periodic orbits in planar polynomial differential equations. In this case, the perturbative functions $P(x, y, \lambda)$ and $Q(x, y, \lambda)$ depend linearly on the monomial coefficients $\lambda$. Hence, also the function $M_{1}(h)$ defined in (1) depends linearly on $\lambda$. Under this assumption, the next result present a new Poincaré-PontryaginMelnikov function that can be used in the study of limit cycles bifurcating from center families.

Theorem 1.2. Let $M_{1}(h, a, \lambda)$ be the function defined in (6) associated to the perturbed differential equations (3) with $H=H(x, y, a), V=V(x, y, a)$ and being $\lambda=\left(\lambda_{0}, \lambda_{1}\right) \in \mathbb{R}^{m_{0}} \oplus \mathbb{R}^{m_{1}}$ the vector of coefficients of the perturbative functions $P(x, y, \lambda), Q(x, y, \lambda)$. We assume that there exist functions $f_{0}^{[j]}, f_{1, i}^{[j]}$, and $g_{0}^{[j]}$, such that $\mathcal{M}_{0}(h, \lambda)=\sum_{j=1}^{m_{0}} \lambda_{0}^{[j]} f_{0}^{[j]}(h)$ and $\mathcal{M}_{i}(h, \lambda)+$ $\mathcal{L}_{i}(h, \lambda)=\sum_{j=1}^{m_{0}} \lambda_{0}^{[j]} g_{i}^{[j]}(h)+\sum_{j=1}^{m_{1}} \lambda_{1}^{[j]} f_{1, i}^{[j]}(h)$, for $i=1, \ldots$, . Then, taking $\lambda_{0}=\delta \mu_{0}, \lambda_{1}=\mu_{1}$, and $a=\delta b$, for each positive simple zero $h^{*}$ of

$$
\begin{equation*}
\mathcal{N}_{[1]}(h, \mu)=\sum_{j=1}^{m_{0}} \mu_{0}^{[j]} f_{0}^{[j]}(h)+\sum_{i=1}^{\ell} b_{i} \sum_{j=1}^{m_{1}} \mu_{1}^{[j]} f_{1, i}^{[j]}(h) \tag{7}
\end{equation*}
$$

and for $a, \varepsilon$ small enough, there exists a limit cycle $\Gamma_{\varepsilon, h^{*}}$ of the perturbed system (3) such that $\Gamma_{\varepsilon, h^{*}}$ tends to the closed curve $\left\{H=h^{*}\right\}$ when $(h, a)$ goes to $\left(h^{*}, 0\right)$.

We remark that all the involved function $\mathcal{M}_{0}$ and $\mathcal{M}_{i}, \mathcal{L}_{i}$, for $i=1, \ldots, \ell$ in (6) are defined via integrals over the closed level curves of a non-perturbed system (i.e. (3) with $\varepsilon=0$ ). Moreover, the above result can be used only in the bifurcation study of limit cycles of small (Hopf) and medium (Melnikov) amplitudes. We can not consider the bifurcation of limit cycles from the outer boundary of the period annulus, because it could change with $a$. This last problem requires a more delicate analysis, similar to the one developed recently in [14]. The key point in Theorem 1.2 is the blow-up type change of parameters. This mechanism is also used in [4] to analyze the limit cycles bifurcating from the outer boundary of center when it is of heteroclinic cycle type. In [4] the number of zeros of the Abelian integral is less than the ones obtained studying directly the return map. This bifurcation phenomenon is similar to the one described in Theorem 1.2, because the Abelian integral $\mathcal{M}_{0}$ obtained for $a=0$ changes to (7) adding, taking $a$
small enough, some extra terms that increases the number of limit cycles in some families. This blow-up type change is also used recently in [6] for studying the local cyclicity problem when center polynomial families are perturbed also with polynomials but with a fixed small degree class. We notice that in (7) we have an extra dependence on $b$ that not always is used in the study of the number of zeros of (7). Clearly, this number increases when some of the functions $f_{1, i}^{[j]}$ are independent with respect to the set $\left\{f_{0}^{[1]}, \ldots, f_{m_{0}}^{[1]}\right\}$. This is the case in all the analyzed applications.

Some applications of the above theorem are presented in Section 3. In such section, we also discuss how the presence of a parameter $a$ in the system can increase the number of limit cycles on it, i.e., why the function (6) has more zeros with $a \neq 0$ than when $a=0$. We notice that, as can be seen in the definition of the function $\mathcal{N}_{[1]}$, the dependency with respect to the parameters $(a, \lambda)$ is actually of degree two. We could say that we are doing a partial second-order study. In general, we are not seeing completely the second-order Melnikov function but we are looking at part of it. As we are particularly interested in planar polynomial vector fields, we have presented the results considering that the first integral $H$ is of Darboux type and, as it is usual in these cases, the inverse integrating factor as well as the perturbation functions $P$ and $Q$ are polynomials. Clearly we only need a $\mathcal{C}^{1}$ dependence on the multi-parameter $a$ in the unperturbed vector field. Hence, our last application of first-order analysis deals with piecewise polynomial perturbations of a classical and simple Hamiltonian.

The first-order analysis obtained from Theorems 1.1 and 1.2 , using the function $\mathcal{N}_{[1]}$, is mainly based on the fact that we have a closed formula for the first derivative with respect to the parameters in the center family. A generalization of Theorem 1.2 is presented in Section 4 when higher-order developments of (5) can be obtained. The blow-up procedure is used up to $k$ th-order developments for special center families such that only $V$ depends on $a$, while $H$ not. The higher-order analysis is studied from a collection of functions $\mathcal{N}_{[i]}$, for $i=1, \ldots, k$, presented in Section 4. To be consistent in the notation we notice that $\mathcal{M}_{0}=\mathcal{N}_{[0]}$.

## 2. First averaging function depending on parameters

In this section we prove our main results Theorems 1.1 and 1.2. We remark that if system (3) has a parameter $a$ then the Melnikov function of first-order $M_{1}(h, a)$, defined in (5), depends on the first-order Taylor series of such function with respect to the multi-parameter $a \in \mathbb{R}^{\ell}$ at $a=0$. In Theorem 1.1 we present a computable expression for the first-order Taylor series in $a$ of the first-order Melnikov function $M_{1}(h, a)$. Since the expression of the function $M_{1}(h, a)$ involves an integration of a one-form over a closed curve parametrized by $a$, in order to compute the partial derivatives with respect to the components of $a$, we need a multivariate version of the Leibniz integral rule. The next technical lemma provides the derivative of the integral over a closed curve of a one-form when both depend on a parameter that, for simplicity, we will take only one dimensional. For the sake of completeness, we provide its proof. For further information on this topic, see for instance [5].

Lemma 2.1. Consider $b \in \mathbb{R}$. Let $\omega=\omega(x, y, b)$ be a one-form, $\gamma_{b}=\gamma(x, y, b)$ a closed curve, and $\mathcal{X}$ the vector field associated to the flow $\Phi_{h}$ that describes the variation of $\gamma_{b}$ with respect to $b$, that is $\gamma_{b+h}=\Phi_{h}\left(\gamma_{b}\right)$ for all $h \approx 0$. Then

$$
\begin{equation*}
\frac{d}{d b} \int_{\gamma_{b}} \omega=\int_{\gamma_{b}} \frac{\partial \omega}{\partial b}+\int_{\gamma_{b}} \mathcal{L}_{\mathcal{X}} \omega, \tag{8}
\end{equation*}
$$

where $\mathcal{L}_{\mathcal{X}} \omega$ is the Lie derivative of the one-form $\omega$ with respect to the vector field $\mathcal{X}$.
Proof. From the definition of the first derivative with respect to $b$, the left hand side of (8) can be written as

$$
\begin{aligned}
\frac{d}{d b} \int_{\gamma_{b}} \omega & =\lim _{h \rightarrow 0} \frac{1}{h}\left(\int_{\gamma_{b+h}} \omega(x, y, b+h)-\int_{\gamma_{b}} \omega(x, y, b)\right) \\
& =\lim _{h \rightarrow 0} \frac{1}{h}\left(\int_{\Phi_{h}\left(\gamma_{b}\right)} \omega(x, y, b+h)-\int_{\gamma_{b}} \omega(x, y, b)\right) \\
& =\lim _{h \rightarrow 0} \frac{1}{h}\left(\int_{\gamma_{b}} \Phi_{h}^{*} \omega(x, y, b+h)-\int_{\gamma_{b}} \omega(x, y, b)\right)
\end{aligned}
$$

where $\Phi_{h}^{*} \omega(x, y, b+h)$ denotes the pullback of the one-form $\omega$ along $\Phi_{h}$, so the last equality above is the substitution rule for integrals in several variables. This expression can be computed as follows: first we swap the limit and the integral; second we replace $\omega(x, y, b+h)$ by its Taylor series at $h=0$ which is $\omega(x, y, b+h)=\omega(x, y, b)+b\left[\frac{\partial}{\partial h} \omega(x, y, b+h)\right]_{h=0}+\mathcal{O}\left(h^{2}\right)$; and third we apply the linearity of $\Phi^{*}$ to obtain the following

$$
\int_{\gamma_{b}} \lim _{h \rightarrow 0} \frac{1}{h}\left(\Phi_{h}^{*} w(x, y, b)+h \Phi_{h}^{*}\left[\frac{\partial}{\partial h} w(x, y, b+h)\right]_{h=0}+\Phi_{h}^{*} \mathcal{O}\left(h^{2}\right)-\omega(x, y, b)\right)
$$

Since $\lim _{h \rightarrow 0} \Phi_{h}^{*} \mathcal{O}\left(h^{2}\right)=0$ and

$$
\lim _{h \rightarrow 0} \Phi_{h}^{*}\left(\frac{\partial}{\partial h} \omega(x, y, b+h)\right)=\lim _{h \rightarrow 0} \frac{\partial}{\partial h} \omega(x, y, b+h)=\left[\frac{\partial}{\partial h} \omega(x, y, b+h)\right]_{h=0}
$$

the last equality becomes

$$
\int_{\gamma_{b}}\left[\frac{\partial}{\partial h} \omega(x, y, b+h)\right]_{h=0}+\int_{\gamma_{b}} \lim _{h \rightarrow 0} \frac{\Phi_{h}^{*} \omega(x, y, b+h)-\omega(x, y, b)}{h} .
$$

The proof finishes because the limit in the integral is by definition the Lie derivative of the oneform $\omega$ with respect to the vector field $\mathcal{X}$, that is $\mathcal{L}_{\mathcal{X}} \omega$.

Proof of Theorem 1.1. Clearly the evaluation at $a=0$ of $M_{1}(h, a)$ provides (6), that is $\mathcal{M}_{0}(h)=M_{1}(h, 0)$.

For the computation of the first derivative with respect to each component of the multiparameter $a=\left(a_{1}, a_{2}, \ldots, a_{\ell}\right)$ we can apply (8) taking $b=a_{i}$, for $i=1, \ldots, \ell$. The curve $\gamma_{a}$ is defined implicitly by $H(x, y, a)=h$ and the one-form $\omega$ by

$$
\omega(x, y, a)=\frac{Q(x, y) d x-P(x, y) d y}{V(x, y, a)}
$$

The derivative of the level curve $H(x, y, a)=h$ with respect to time provides the relation $\nabla H$. $\mathcal{X}_{H_{a_{i}}}+\frac{\partial H}{\partial a_{i}}=0$, where $\nabla$ denotes the gradient operator. Since $\mathcal{X}_{H_{a_{i}}} \perp H$, then we can write

$$
\mathcal{X}_{H_{a_{i}}}=F \nabla H
$$

for a function $F$. Hence, as $\nabla H \cdot F \nabla H+\frac{\partial H}{\partial a_{i}}=0$, we can get the function $F$ that writes as $F=\frac{-1}{\|\nabla H\|^{2}} \frac{\partial H}{\partial a_{i}}$. This is the provided expression of the vector field $-\mathcal{X}_{H_{a_{i}}}$ in the statement.

The proof finishes substituting all the above expressions in (8) and considering the linearity of the Lie derivative we obtain the expression for the first derivative with respect to $a$, that is $-\sum_{i=1}^{\ell} a_{i}\left(\mathcal{M}_{i}(h)+\mathcal{L}_{i}(h)\right)$. The functions $\mathcal{M}_{i}(h)$ and $\mathcal{L}_{i}(h)$ are the ones provided in the statement.

Proof of Theorem 1.2. From the hypotheses of the statement and equation (6), the displacement function $\Delta(h, a, \lambda, \varepsilon)$ defined in (4) writes as

$$
\begin{equation*}
\varepsilon\left(\sum_{j=1}^{m_{0}} \lambda_{0}^{[j]} f_{0}^{[j]}(h)+\sum_{i=1}^{\ell} a_{i}\left(\sum_{j=1}^{m_{0}} \lambda_{0}^{[j]} g_{i}^{[j]}(h)+\sum_{j=1}^{m_{1}} \lambda_{1}^{[j]} f_{1, i}^{[j]}(h)\right)+\mathcal{O}\left(\|a\|^{2}\right)\right)+\mathcal{O}\left(\varepsilon^{2}\right) . \tag{9}
\end{equation*}
$$

With the blow-up type change in the parameter space, writing $\lambda_{0}=\delta \tilde{\lambda}_{0}, a=\delta \tilde{a}$, and $\varepsilon=\delta^{2}$. Then (9) writes as

$$
\begin{aligned}
& \delta^{2}\left(\sum_{j=1}^{m_{0}} \delta \tilde{\lambda}_{0}^{[j]} f_{0}^{[j]}(h)+\sum_{i=1}^{\ell} \delta \tilde{a}_{i}\left(\sum_{j=1}^{m_{0}} \delta \lambda_{0}^{[j]} g_{i}^{[j]}(h)+\sum_{j=1}^{m_{1}} \lambda_{1}^{[j]} f_{1, i}^{[j]}(h)\right)+\mathcal{O}\left(\delta^{2}\right)\right)+\mathcal{O}\left(\delta^{4}\right) \\
= & \delta^{3}\left(\sum_{j=1}^{m_{0}} \tilde{\lambda}_{0}^{[j]} f_{0}^{[j]}(h)+\sum_{i=1}^{\ell} \tilde{a}_{i} \sum_{j=1}^{m_{1}} \lambda_{1}^{[j]} f_{1, i}^{[j]}(h)\right)+\mathcal{O}\left(\delta^{4}\right) .
\end{aligned}
$$

The coefficient of $\delta^{3}$ in the above function defines the function $\mathcal{N}_{[1]}$ in the statement where, for simplicity, the ${ }^{\sim}$ in the parameters $\lambda_{0}$ and $a$ has been removed. The statement follows directly from the Implicit Function Theorem dividing the above function by $\delta^{3}$, as in the classical result the displacement function is divided by $\varepsilon$ done by Pontryagin in [16].

## 3. More limit cycles from developments of first-order

In this section, we present four different applications of Theorems 1.1 and 1.2. The aim is to study the existence of limit cycles emphasizing how the number of zeros of the Abelian integral for $a=0$ changes when $a$ is a non-vanishing but small multi-parameter. More concretely, showing which is the influence of this distinguished parameter. The first and simpler example is
the perturbation of the quadratic potential with quadratic polynomials getting, as usual, only one limit cycle, see Proposition 3.1. We remark that, up to a first-order analysis with $a=0$, no limit cycles bifurcate. The second center family has three parameters, it is the quartic potential, which we perturb inside the quartic polynomial family, see Proposition 3.2. These first two examples are Hamiltonian, so, as they have constant inverse integrating factors, the functions $\mathcal{M}_{i}$ vanish for $i \neq 0$. The relevance of our main results is shown in Proposition 3.3 where we perturb a center family having a rational first integral and, obviously, an inverse integrating factor. Both depending on $a$, which is chosen in $\mathbb{R}^{2}$ to detail better how Theorems 1.1 and 1.2 apply. Although we have not detailed either in the statements or in the proofs, both main results can be applied when we do a piecewise perturbation of a smooth family of centers. The only difference is how we compute the integrals defined in (6), see for example [11]. This last application is described in Proposition 3.4.

## Proposition 3.1. Consider the perturbed differential system

$$
\begin{equation*}
\left(x^{\prime}, y^{\prime}\right)=\left(-y, x+a x^{2}\right)+\varepsilon(P(x, y, \lambda), Q(x, y, \lambda)) \tag{10}
\end{equation*}
$$

where $P$ and $Q$ are quadratic polynomials in $(x, y), a \in \mathbb{R}$, and $\varepsilon \neq 0$ sufficiently small. Then, for each small enough $a \neq 0$, there exist $\lambda$ such that system (10) has a limit cycle bifurcating from the period annulus up to a first-order analysis in $\varepsilon$. Moreover, when $a=0$ no limit cycles bifurcate from the period annulus up to a first-order analysis in $\varepsilon$.

Proof. We consider system (10) with $P(x, y, \lambda)=\sum_{i+j=0}^{2} p_{i j} x^{i} y^{j}, Q(x, y, \lambda)=\sum_{i+j=0}^{2} q_{i j} x^{i} y^{j}$.
As it is not restrictive to assume that $P(0,0, \lambda)=Q(0,0, \lambda)=0$, the parameter space defined by the coefficients of the perturbative polynomials $P$ and $Q$, is denoted by $\lambda \in \mathbb{R}^{10}$. We notice that for $\varepsilon=0$ system (10) has the following Hamiltonian

$$
H(x, y, a)=\frac{x^{2}+y^{2}}{2}+a \frac{x^{3}}{3}
$$

taking $V(x, y, a)=1$ as a trivial inverse integrating factor.
In order to calculate the function $M_{1}(h, a)$, defined in (6), we compute the following vector field

$$
\mathcal{X}_{H_{a}}=\frac{x^{4}(a x+1)}{3\left(a^{2} x^{4}+2 a x^{3}+x^{2}+y^{2}\right)} \partial x+\frac{x^{3} y}{3\left(a^{2} x^{4}+2 a x^{3}+x^{2}+y^{2}\right)} \partial y
$$

and we obtain the expression of $\mathcal{L}_{\mathcal{X}_{H_{a}}}(P(x, y) d y-Q(x, y) d x)$, which we omit here because of its size.

Applying a polar change of coordinates $x=h \cos \theta, y=h \sin \theta$, with $h \in(0,+\infty)$, we obtain the following expressions

$$
\begin{aligned}
& \mathcal{M}_{0}(h)=-\pi\left(p_{10}+q_{01}\right) h^{2} \\
& \mathcal{M}_{1}(h)=0, \text { since } V(x, y, a)=1
\end{aligned}
$$

$$
\mathcal{L}_{1}(h)=-\pi\left(\frac{p_{20}}{2}+\frac{q_{11}}{4}\right) h^{4} .
$$

Clearly, the function $\mathcal{M}_{0}$ has no positive simple zeros and the second part of the statement follows. Considering all the functions we have

$$
M_{1}(h, a)=-\pi\left(p_{10}+q_{01}\right) h^{2}+a \pi\left(\frac{p_{20}}{2}+\frac{q_{11}}{4}\right) h^{4}+\mathcal{O}\left(a^{2}\right)
$$

The proof follows directly applying Theorem 1.2. The function (7) writes as

$$
\mathcal{N}_{[1]}(h, \lambda)=h^{2}\left(\lambda_{0}+\lambda_{1} h^{2}\right)
$$

being $m_{0}=m_{1}=1, b=1, \lambda_{0}=-\pi\left(p_{10}+q_{01}\right), \lambda_{1}=\pi\left(2 p_{20}+q_{11}\right) / 4, f_{0}(h)=h^{2}, g_{0}(h)=0$, and $f_{1}(h)=h^{4}$. The superscript ${ }^{[1]}$ has been removed to simplify the reading.

We observe that from the differential system (10) when $a=0$ (linear center) no limit cycle bifurcates up to a first-order analysis in the quadratic polynomial class. Therefore, using the function presented in Theorem 1.1, which is written so that Theorem 1.2 applies, we have a limit cycle due to the special role that the small additional parameter $a \neq 0$ has.

## Proposition 3.2. Consider the perturbed differential system

$$
\begin{equation*}
\left(x^{\prime}, y^{\prime}\right)=\left(-y, x+a_{1} x^{2}+a_{2} x^{3}+a_{3} x^{4}\right)+\varepsilon(P(x, y, \lambda), Q(x, y, \lambda)), \tag{11}
\end{equation*}
$$

where $P$ and $Q$ are quartic polynomials, $a=\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{R}^{3}$, and $\varepsilon \neq 0$ sufficiently small. Then, for small enough $a \neq 0$, there exist $\lambda$ such that system (11) has at least three limit cycles bifurcating from the period annulus up to a first-order analysis in $\varepsilon$. Moreover, when $a=0$ only one limit cycle bifurcates from the period annulus up to a first-order analysis in $\varepsilon$.

Proof. Note that

$$
H\left(x, y, a_{1}, a_{2}, a_{3}\right)=\frac{1}{2}\left(x^{2}+y^{2}\right)+\frac{a_{1}}{3} x^{3}+\frac{a_{2}}{4} x^{4}+\frac{a_{3}}{5} x^{5}
$$

is a first integral of system (11) and $V\left(x, y, a_{1}, a_{2}\right)=1$ is an inverse integrating factor, so such system has a non-degenerate center at the origin.

Applying polar coordinates $x=h \cos \theta, y=h \sin \theta$ and performing the calculations to get the integrals described in Theorem 1.1, we obtain

$$
\begin{aligned}
\mathcal{M}_{0}(h) & =-\frac{1}{4} \pi\left(q_{21}+3 q_{03}+3 p_{30}+p_{12}\right) h^{4}-\pi\left(q_{01}+p_{10}\right) h^{2} \\
\mathcal{L}_{1}(h) & =-\frac{1}{24} \pi\left(5 q_{31}+3 q_{13}+20 p_{40}+2 p_{22}\right) h^{6}-\frac{1}{4} \pi\left(q_{11}+2 p_{20}\right) h^{4} \\
\mathcal{L}_{2}(h) & =-\frac{1}{32} \pi\left(5 q_{21}+3 q_{03}+15 p_{30}+p_{12}\right) h^{6}-\frac{3}{16} \pi\left(q_{01}+p_{10}\right) h^{4} \\
\mathcal{L}_{3}(h) & =-\frac{1}{64} \pi\left(7 q_{31}+3 q_{13}+28 p_{40}+2 p_{22}\right) h^{8}-\frac{1}{8} \pi\left(q_{11}+2 p_{20}\right) h^{6}
\end{aligned}
$$

Since $V(x, y, a)=1$ we have that $\mathcal{M}_{i}(h)=0, i=1,2,3$. It is easy to check that the coefficients of $\mathcal{M}_{0}$ are linearly independent and it has only one positive simple zero, therefore, the second part of the statement follows. After performing a linear change of variables in the parameter space, we obtain, by using the notation introduced in Theorem 1.2,

$$
\begin{aligned}
M_{1}(h, a) & =\lambda_{0}^{[2]} h^{4}+\lambda_{0}^{[1]} h^{2}+a_{1}\left(\lambda_{1}^{[3]} h^{6}+\lambda_{1}^{[1]} h^{4}\right)+ \\
& a_{2}\left(\left(\lambda_{1}^{[2]}-\frac{\lambda_{0}^{[2]}}{8}\right) h^{6}-\frac{3 \lambda_{0}^{[1]}}{16} h^{4}\right)+a_{3}\left(\left(\lambda_{1}^{[4]}+\frac{3 \lambda_{1}^{[3]}}{8}\right) h^{8}+\frac{\lambda_{1}^{[1]}}{2} h^{6}\right)
\end{aligned}
$$

and, reordering monomials in $h$ and taking $b_{1}=b_{2}=b_{3}=1$,

$$
\mathcal{N}_{[1]}(h, \mu)=\left(\mu_{1}^{[4]}+\frac{3 \mu_{1}^{[3]}}{8}\right) h^{8}+\left(\frac{\mu_{1}^{[1]}}{2}+\mu_{1}^{[2]}+\mu_{1}^{[3]}\right) h^{6}+\left(\mu_{0}^{[2]}+\mu_{1}^{[1]}\right) h^{4}+\mu_{0}^{[1]} h^{2}
$$

The proof finishes taking for example $\mu_{1}^{[1]}=\mu_{1}^{[3]}=0$ and using Theorem 1.2. Because the remaining four parameters are independent and therefore the polynomial $\mathcal{N}_{[1]}$ will have three positive simple zeros. To simplify the reading, we have not written explicitly the functions $f_{0}^{[j]}, g_{i}^{[j]}$, and $f_{0}^{[j]}$.

In the last proof, as it can be seen analyzing the function $M_{1}$, the number of zeros increases from one, when $a_{1}=a_{2}=a_{3}=0$, to three when $a_{1} a_{2} a_{3} \neq 0$. But, clearly, the same result can be obtained with $a_{1}=a_{2}=0$ and $a_{3} \neq 0$.

## Proposition 3.3. Consider the perturbed differential system

$$
\left\{\begin{array}{l}
x^{\prime}=-(-1+2 x)\left(2 a_{2} x^{2} y+6 a_{2} y^{3}+a_{1} x^{2}+5 a_{1} y^{2}+4 y\right)+\varepsilon P(x, y, \lambda)  \tag{12}\\
y^{\prime}=4\left(x^{2}-y^{2}-x\right)\left(a_{2} y^{2}+a_{1} y+1\right)+\varepsilon Q(x, y, \lambda)
\end{array}\right.
$$

where $P$ and $Q$ are quartic polynomials, $a=\left(a_{1}, a_{2}\right) \in \mathbb{R}^{2}$, and $\varepsilon \neq 0$ sufficiently small. Then, for small enough $a \neq 0$, there exist $\lambda$ such that system (12) has at least four limit cycles bifurcating from the period annulus up to a first-order analysis in $\varepsilon$. Moreover, when $a=0$ only two limit cycles bifurcate from the period annulus up to a first-order analysis in $\varepsilon$.

Proof. We consider system (12) with $P(x, y, \lambda)=\sum_{i+j=0}^{4} p_{i j} x^{i} y^{j}$ and $Q(x, y, \lambda)=\sum_{i+j=0}^{4} q_{i j} x^{i} y^{j}$. As it is not restrictive to assume that $P(0,0, \lambda)=Q(0,0, \lambda)=0$, the vector defined by the coefficients $p_{i j}$ and $q_{i j}$ provides $\lambda \in \mathbb{R}^{28}$. We notice that for $\varepsilon=0$ system (12) has the following first integral

$$
H(x, y, a)=\frac{\left(x^{2}+y^{2}\right) \sqrt{a_{2} y^{2}+a_{1} y+1}}{1-2 x}
$$

and the inverse integrating factor $V(x, y, a)=2(1-2 x)^{2} \sqrt{a_{2} y^{2}+a_{1} y+1}$.

Since the first integral $H$ is analytic in a neighborhood of the origin, by the well-known Lyapunov-Poincaré Theorem [15] system (12) with $\varepsilon=0$ has a non-degenerate center at the origin.

The vector field $\mathcal{X}_{H_{a_{i}}}$, for $i=1,2$, defined in the statement of Theorem 1.1 is given by $\mathcal{X}_{H_{a_{2}}}=$ ${ }^{\prime} \mathcal{X}_{H_{a_{1}}}$, where

$$
\begin{aligned}
& \mathcal{X}_{H_{a_{1}}}=\mathcal{S}(x, y)\left(4\left(x^{2}-y^{2}-x\right)\left(a_{2} y^{2}+a_{1} y+1\right) \partial / \partial x\right. \\
&\left.-(1-2 x)\left(2 a_{2} x^{2} y+6 a_{2} y^{3}+a_{1} x^{2}+5 a_{1} y^{2}+4 y\right) \partial / \partial y\right)
\end{aligned}
$$

with

$$
\begin{aligned}
\mathcal{S}(x, y)= & y(1-2 x)\left(\left(4 x^{4}+52 x^{2} y^{2}+16 y^{4}-4 x^{3}-68 x y^{2}+x^{2}+25 y^{2}\right) a_{1}^{2}+4 y\left(4 x^{4}\right.\right. \\
& \left.+36 x^{2} y^{2}+8 y^{4}-4 x^{3}-44 x y^{2}+x^{2}+15 y^{2}\right) a_{1} a_{2}+8 y\left(8 x^{2}+4 y^{2}-12 x+5\right) a_{1} \\
& +4 y^{2}\left(4 x^{4}+24 x^{2} y^{2}+4 y^{4}-4 x^{3}-28 x y^{2}+x^{2}+9 y^{2}\right) a_{2}^{2} \\
& \left.+16 y^{2}\left(6 x^{2}+2 y^{2}-8 x+3\right) a_{2}+16\left(x^{2}+y^{2}-2 x+1\right)\right)^{-1} .
\end{aligned}
$$

We apply the following change of coordinates, defined for $h \in[0,1)$,

$$
x=\frac{h \cos \theta-h^{2}}{2 h \cos \theta-h^{2}-1}, \quad y=\frac{h \sin \theta}{2 h \cos \theta-h^{2}-1}
$$

to the integrals (6). By direct computation we have that $\mathcal{M}_{r}(h), r=0,1,2$ and $\mathcal{L}_{s}(h), s=1,2$ are written as sum of Abelian integrals multiplied by rational functions in $h$. More concretely, each of them writes as

$$
\sum \mathcal{R}_{j}^{k, m}(h, \lambda) I_{j}^{k, m}(h)
$$

where the sum is defined for $j=1, \ldots, 7, m=0,1$, and $k=0, \ldots, j-m+1$. Moreover, $\mathcal{R}_{j}^{k, m}(h, \lambda)$ are rational functions on $h$ depending linearly on the perturbation parameters $\lambda$ and the Abelian integrals

$$
I_{j}^{k, m}(h)=\int_{0}^{2 \pi} \frac{\cos ^{k} \theta \sin ^{m} \theta d \theta}{\left(2 h \cos \theta-h^{2}-1\right)^{j}}
$$

can be explicitly computed. Therefore the expression of $M_{1}(h, a)$ defined in (6) is given as follows

$$
M_{1}\left(h, a_{1}, a_{2}\right)=\mathcal{M}_{0}(h)+a_{1}\left(\mathcal{M}_{1}(h)+\mathcal{L}_{1}(h)\right)+a_{2}\left(\mathcal{M}_{2}(h)+\mathcal{L}_{2}(h)\right)+\mathcal{O}\left(\|a\|^{2}\right)
$$

with

$$
\begin{array}{rlr}
\mathcal{M}_{0}(h)=\frac{h^{2} \mathcal{P}_{2,1}\left(h^{2}\right)}{\left(h^{2}-1\right)^{3}}, & \mathcal{M}_{1}(h)=\frac{h^{4} \mathcal{P}_{2,2}\left(h^{2}\right)}{\left(h^{2}-1\right)^{4}}, & \mathcal{M}_{2}(h)=\frac{h^{4} \mathcal{P}_{3,1}\left(h^{2}\right)}{\left(h^{2}-1\right)^{5}} \\
\mathcal{L}_{1}(h)=\frac{h^{4} \mathcal{P}_{2,3}\left(h^{2}\right)}{\left(h^{2}-1\right)^{4}}, & \mathcal{L}_{2}(h)=\frac{h^{4} \mathcal{P}_{3,2}\left(h^{2}\right)}{\left(h^{2}-1\right)^{5}}
\end{array}
$$

being $\mathcal{P}_{i, j}$ polynomials of degree $i$. Moreover, their coefficients are polynomials of degree 1 with rational coefficients in the parameters $\lambda$. Applying a suitable linear change of variables in the parameter space, we get

$$
\begin{aligned}
M_{1}(h, a)= & \frac{h^{2}\left(\lambda_{0}^{[3]} h^{4}+\lambda_{0}^{[2]} h^{2}+\lambda_{0}^{[1]}\right)}{\left(h^{2}-1\right)^{3}}+\frac{h^{4}\left(\lambda_{1}^{[3]} h^{4}+\lambda_{1}^{[2]} h^{2}+\lambda_{1}^{[1]}\right)}{\left(h^{2}-1\right)^{4}} a_{1} \\
& +\frac{h^{4}\left(\lambda_{2}^{[4]} h^{6}+\lambda_{2}^{[3]} h^{4}+\lambda_{2}^{[2]} h^{2}+\lambda_{2}^{[1]}\right)}{\left(h^{2}-1\right)^{5}} a_{2},
\end{aligned}
$$

that, with the adequate rescaling and taking $b_{1}=b_{2}=1$, the function (7) is

$$
\begin{aligned}
& \mathcal{N}_{[1]}(h, \mu)=\frac{h^{2}}{\left(h^{2}-1\right)^{5}}\left(\left(\mu_{2}^{[4]}+\mu_{1}^{[3]}+\mu_{0}^{[3]}\right) h^{8}+\left(\mu_{2}^{[3]}-\mu_{1}^{[3]}+\mu_{1}^{[2]}+\mu_{0}^{[2]}-2 \mu_{0}^{[3]}\right) h^{6}+\right. \\
& \left.\quad\left(\mu_{2}^{[2]}-\mu_{1}^{[2]}+\mu_{1}^{[2]}+\mu_{0}^{[3]}-2 \mu_{0}^{[2]}+\mu_{0}^{[1]}\right) h^{4}+\left(\mu_{2}^{[1]}-\mu_{1}^{[1]}+\mu_{0}^{[2]}-2 \mu_{0}^{[1]}\right) h^{2}+\mu_{0}^{[1]}\right) .
\end{aligned}
$$

The proof of the first part of the statement finishes as the previous proofs just taking zero all the parameters except $\mu_{0}^{[1]}, \mu_{0}^{[2]}, \mu_{0}^{[3]}, \mu_{1}^{[3]}$, and $\mu_{2}^{[4]}$. We notice that the remaining five coefficients in $\mathcal{N}_{[1]}$ are linearly independent, so the four limit cycles described in the statement can be obtained easily. Finally, the number of positive simple zeros of $M_{1}$ taking $a_{1}=a_{2}=0$ is only two and, consequently, the first part of the statement also follows.

In the above proof we could choose a rational first integral and a rational inverse integrating factor for system (12) with $\varepsilon=0$, but the way that we have presented shows that our approach also works when the first integral is non-rational.

## Proposition 3.4. Consider the piecewise perturbed differential system

$$
\left(x^{\prime}, y^{\prime}\right)=\left(-y, a x^{3}+a x^{2}+x\right)+\varepsilon \begin{cases}\left(P^{+}(x, y, \lambda), Q^{+}(x, y, \lambda)\right), & \text { if } y>0  \tag{13}\\ \left(P^{-}(x, y, \lambda), Q^{-}(x, y, \lambda)\right), & \text { if } y<0\end{cases}
$$

where $P^{+}, P^{-}, Q^{+}$, and $Q^{-}$are cubic polynomials, $a \in \mathbb{R}$ and $\varepsilon \neq 0$ sufficiently small. Then, for small enough $a \neq 0$, there exist $\lambda$ such that system (13) has at least four limit cycles bifurcating from the period annulus up to a first-order analysis in $\varepsilon$. Moreover, when $a=0$ only two limit cycles bifurcate from the period annulus up to a first-order analysis in $\varepsilon$.

Proof. System (13), when $\varepsilon=0$, has

$$
H(x, y, a)=\frac{1}{2}\left(x^{2}+y^{2}\right)+\frac{a}{3} x^{3}+\frac{a}{4} x^{4}
$$

as a first integral, being $V(x, y, a)=1$ the corresponding inverse integrating factor. We note that system (13) with $\varepsilon=0$ has a non-degenerate center at the origin for any $a$.

In this case $\lambda \in \mathbb{R}^{40}$ and it is not restrictive to assume that $P^{ \pm}(0,0, \lambda)=Q^{ \pm}(0,0, \lambda)=0$.
Doing the polar change of coordinates $x=h \cos \theta, y=h \sin \theta$ we perform the calculations similar to the ones in the previous examples, except to the integrals along the closed curves are done in two parts, the upper half-plane $(\theta \in[0, \pi])$ and the lower half-plane $(\theta \in[\pi, 2 \pi])$ since system (13) has the straight line $y=0$ of discontinuity. Then we get

$$
\begin{aligned}
& \mathcal{M}_{0}(h)=-\frac{1}{8}\left(3\left(q_{03}^{+}+q_{03}^{-}\right)+\left(p_{12}^{+}+p_{12}^{-}\right)+\left(q_{21}^{+}+q_{21}^{-}\right)+3\left(p_{30}^{+}+p_{30}^{-}\right)\right) h^{4} \\
& \quad+\frac{2}{3 \pi}\left(\left(p_{11}^{-}-p_{11}^{+}\right)+\left(q_{20}^{-}-q_{20}^{+}\right)+2\left(q_{02}^{-}-q_{02}^{+}\right)\right) h^{3}-\frac{1}{2}\left(\left(p_{1,0}^{+}+p_{1,0}^{-}\right)+\left(q_{0,1}^{+}+q_{0,1}^{-}\right)\right) h^{2} \\
& \mathcal{L}_{1}(h)=\frac{1}{64}\left(15\left(p_{30}^{+}+p_{30}^{-}\right)+5\left(q_{21}^{+}+q_{21}^{-}\right)+\left(p_{12}^{+}+p_{12}^{-}\right)+3\left(q_{03}^{+}+q_{03}^{+}\right)\right) h^{6} \\
& \quad+\frac{1}{30 \pi}\left(8\left(q_{12}^{+}-q_{12}^{-}\right)+20\left(q_{30}^{+}-q_{30}^{-}\right)+8\left(p_{21}^{+}-p_{21}^{-}\right)+15\left(q_{20}^{+}-q_{20}^{-}\right)\right. \\
& \left.\quad+3\left(p_{11}^{+}-p_{11}^{-}\right)+6\left(q_{02}^{+}-q_{02}^{-}\right)\right) h^{5}+\frac{1}{32}\left(\left(4 q_{11}^{+}+q_{11}^{-}\right)+3\left(p_{10}^{+}+p_{10}^{-}\right)\right. \\
& \left.\quad+8\left(p_{20}^{+}+p_{20}^{-}\right)+3\left(q_{01}^{+}+q_{01}^{-}\right)\right) h^{4}+\frac{2}{3 \pi}\left(q_{10}^{+}-q_{10}^{-}\right) h^{3}
\end{aligned}
$$

Since $V(x, y, a)=1$ we have that $\mathcal{M}_{1}(h)=0$. Applying a suitable linear change of variables in the parameter space, we get

$$
M_{1}(h, a)=\lambda_{0}^{[1]} h^{2}+\lambda_{0}^{[2]} h^{3}+\lambda_{0}^{[3]} h^{4}+a\left(\lambda_{1}^{[1]} h^{3}+\lambda_{1}^{[2]} h^{4}+\lambda_{1}^{[3]} h^{5}+\lambda_{1}^{[4]} h^{6}\right)
$$

that, with the adequate rescaling and taking $b_{1}=1$, the function (7) is

$$
\mathcal{N}_{[1]}(h, \mu)=h^{2}\left(\mu_{0}^{[1]}+\left(\mu_{0}^{[2]}+\mu_{1}^{[1]}\right) h+\left(\mu_{0}^{[3]}+\mu_{1}^{[2]}\right) h^{2}+\mu_{1}^{[3]} h^{3}+\mu_{1}^{[4]} h^{4}\right)
$$

Then the proof of the first part of the statement follows. We notice that the coefficients of $\mathcal{N}_{[1]}$ are linearly independent, so the four limit cycles can be obtained easily. We finally remark that when $a=0$, the linear independence of the coefficients of $M_{1}$ provides the second part of the statement.

## 4. Higher-order developments

This section is devoted to describing a partial higher-order analysis. It is known that the computation of the higher-order Melnikov function is usually a difficult task, sometimes impossible to be obtained explicitly. But, as we have previously explained, the study of the first Melnikov function for center families gets some information about the complete higher-order analysis. More concretely, Theorem 4.1 generalizes Theorem 1.2 when the Taylor series of the first Melnikov function with respect to the parameters of the center family can be computed up to $k$ th-order. We show an application to quadratic vector fields in Proposition 4.2 and two to cubic vector fields in Propositions 4.3 and 4.4.

Theorem 4.1. Let $M_{1}(h, a, \lambda)$ be the function (5) associated to the perturbed differential equations (3) with $H=H(x, y, a), V=V(x, y, a)$, and $P(x, y, \lambda), Q(x, y, \lambda)$, being $a \in \mathbb{R}^{\ell}$ and $\lambda \in \mathbb{R}^{m}$. Let

$$
\begin{equation*}
\mathcal{M}_{[k]}(h, a, \lambda)=\sum_{|\alpha|=0}^{k} \mathcal{M}_{\alpha}(h, \lambda) a^{\alpha} \tag{14}
\end{equation*}
$$

be the Taylor series of $M_{1}$ with respect to the multi-parameter a up to kth-order, where $a^{\alpha}=$ $a_{1}^{\alpha_{1}} a_{2}^{\alpha_{2}} \cdots a_{\ell}^{\alpha_{\ell}}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$, and $|\alpha|=\alpha_{1}+\cdots+\alpha_{\ell}$. We assume that there exist functions $f_{\alpha}^{[j]}$ and $g_{\alpha, \beta}^{[j]}$ such that, for each $\alpha$,

$$
\mathcal{M}_{\alpha}(h, \lambda)=\sum_{j=1}^{m_{\alpha}} \lambda_{\alpha}^{[j]} f_{\alpha}^{[j]}(h)+\sum_{|\beta|<|\alpha|} \sum_{j=1}^{m_{\alpha, \beta}} \lambda_{\beta}^{[j]} g_{\alpha, \beta}^{[j]}(h),
$$

with $\beta=\left(\beta_{1}, \ldots, \beta_{\ell}\right),|\beta|=\beta_{1}+\cdots+\beta_{\ell}$, and $m_{\alpha}, m_{\alpha, \beta} \in \mathbb{N}$. Then taking $\lambda_{\alpha}^{[j]}=\delta^{k-|\alpha|} \mu_{\alpha}^{[j]}$, $a=\delta b$, for each positive simple zero $h^{*}$ of

$$
\begin{equation*}
\mathcal{N}_{[k]}(h, \mu)=\sum_{|\alpha|=0}^{k} \sum_{j=1}^{m_{\alpha}} \mu_{\alpha}^{[j]} b^{\alpha} f_{\alpha}^{[j]}(h), \tag{15}
\end{equation*}
$$

and for a, $\varepsilon$ small enough, there exists a limit cycle $\Gamma_{\varepsilon, h^{*}}$ of the perturbed system (3) such that $\Gamma_{\varepsilon, h^{*}}$ tends to the closed curve $\left\{H=h^{*}\right\}$ when $(h, a)$ goes to $\left(h^{*}, 0\right)$.

Proof. The displacement function $\Delta(h, a, \lambda, \varepsilon)$ defined in (4) writes as

$$
\begin{equation*}
\Delta(h, a, \lambda, \varepsilon)=\varepsilon\left(\mathcal{M}_{[k]}(h, a, \lambda)+\mathcal{O}\left(\|a\|^{k+1}\right)\right)+\mathcal{O}\left(\varepsilon^{2}\right) \tag{16}
\end{equation*}
$$

with $\mathcal{M}_{[k]}$ as in (14). Then, using the blow-up rescaling proposed in the statement together with $\varepsilon=\delta^{k+1}$ we have that (16), up to straightforward computations, writes as

$$
\delta^{2 k+1} \mathcal{N}_{[k]}(h, \mu)+\mathcal{O}\left(\delta^{2 k+2}\right)
$$

with the function $\mathcal{N}_{[k]}$ defined in (15). We observe that, from $a=\delta b$ we have $a^{\alpha}=\delta^{|\alpha|} b^{\alpha}$. The proof finishes as the proof of Theorem 1.2, applying the Implicit Function Theorem.

We remark that in the following applications we have taken concrete values of $b$, such as $b=1$ and $b=(1,2)$. But examples where the number of zeros of (15) depends on the chosen $b$ may exist. In fact we could use a weighted blow-up so the role of taken other $b$ can help to study the new averaged function $\mathcal{N}_{[1]}$.

The simplest cases where the above result applies are the ones for which $H$ does not depend on $a$, only the inverse integrating factor $V$. Hence, the function (5) writes as

$$
\begin{equation*}
M_{1}(h, a)=\int_{H(x, y)=h} \frac{Q(x, y, \lambda) d x-P(x, y, \lambda) d y}{V(x, y, a)}=\int_{H(x, y)=h} \omega(x, y, \lambda, a) . \tag{17}
\end{equation*}
$$

We can use Theorem 4.1 just integrating the Taylor series of the one-form $\omega(x, y, \lambda, a)$ over the ovals of $H=h$. The following applications are centers with an explicit parametrization of the level curves such that a curve of equilibrium points has been added to increase (artificially) the degree of the family. Obviously, the curve never passes through the center point. As is usual in these studies, when we have fixed the degree, the number of limit cycles under polynomial perturbations increases.

The next example is the quadratic perturbation of the linear center with a straight line of equilibria. The first- and second-order analysis of this problem for degree $n$ perturbations can be found in [12] and [13], respectively. The key point of both works is the explicit computation of the integrals. This fact is also observed in [17] where, as application, the quadratic perturbation is again analyzed, obtaining two limit cycles up to a second-order analysis. In Proposition 4.2 we show how with our approach also two limit cycles can be obtained without the difficulties of the second-order study. Because all our integrals are computed over circles. In particular we can see the existence of a second limit cycle for (simpler) third- and higher-order studies. We will see also that the optimal result is obtained analyzing third-order developments.

Proposition 4.2. Consider the perturbed system

$$
\begin{equation*}
\left(x^{\prime}, y^{\prime}\right)=(a x+1)(-y, x)+\varepsilon(P(x, y, \lambda), Q(x, y, \lambda)) \tag{18}
\end{equation*}
$$

where $P$ and $Q$ are quadratic polynomials and $\varepsilon \neq 0$ is sufficiently small. The first new Melnikov functions (15) associated to system (18) can be written as

$$
\begin{align*}
& \mathcal{N}_{[0]}(h, \mu)=\mu_{0} h^{2}, \\
& \mathcal{N}_{[1]}(h, \mu)=\mu_{0} h^{2}+\mu_{1} h^{4} \\
& \mathcal{N}_{[2]}(h, \mu)=\mu_{0} h^{2}+\left(\mu_{1}+\mu_{2}\right) h^{4}  \tag{19}\\
& \mathcal{N}_{[k]}(h, \mu)=\mu_{0} h^{2}+\left(\mu_{1}+\mu_{2}\right) h^{4}+\mu_{3} h^{6}, \text { for } k=3,4,5,6 .
\end{align*}
$$

Therefore, for $\varepsilon$ and a small enough, there exist $\lambda$ such that system (18) has no limit cycles up to order 0 , one limit cycle up to first- and second-order and two limit cycles for kth-order studies with $k=3,4,5,6$. All limit cycles bifurcate from the period annulus up to a first-order analysis in $\varepsilon$.

Proof. We write $P(x, y, \lambda)=\sum_{i+j=0}^{2} p_{i j} x^{i} y^{j}, Q(x, y, \lambda)=\sum_{i+j=0}^{2} q_{i j} x^{i} y^{j}$. As usual, it is not restrictive to assume $P(0,0, \lambda)=Q(0,0, \lambda)=0$. Hence, $\lambda \in \mathbb{R}^{10}$ is the parameter space defined by the coefficients of the perturbative polynomials.

System (18) admits $H(x, y)=\left(x^{2}+y^{2}\right) / 2$ as a first integral and $V(x, y, a, b)=a x+1$ as an inverse integrating factor. Clearly, system (18) when $\varepsilon=0$ has a non-degenerate center at the origin. In fact, this system is topologically equivalent to the linear center adding the straight line $a x+1=0$ of equilibria.

Applying the usual polar change of coordinates $(x, y)=(h \cos \theta, h \sin \theta)$, by direct computation we have that (14) can be written as

$$
\sum_{i+j=2}^{3} \mathcal{S}_{i, j}(\lambda) h^{i+j} J_{i, j}(h)
$$

where $\mathcal{S}_{i, j}(\lambda)$ are homogeneous polynomials of degree 1 in $\lambda$ and

$$
\begin{equation*}
J_{i, j}(h)=\int_{0}^{2 \pi} \frac{\cos ^{i} \theta \sin ^{j} \theta}{a h \cos \theta+1} d \theta . \tag{20}
\end{equation*}
$$

Instead of computing explicitly $J_{i, j}(h)$ we get the Taylor series of it with respect to $a$ and then we do the integral. So, the expression of $M_{1}(h, a)$ defined in (17) is given as follows

$$
\begin{align*}
M_{1}(h, a)= & \lambda_{0} h^{2}+\lambda_{1} h^{4} a+\lambda_{2} h^{4} a^{2}+\lambda_{3} h^{6} a^{3}-\frac{1}{8} h^{6}\left(\lambda_{0}-8 \lambda_{2}\right) a^{4} \\
& -\frac{5}{16} h^{8}\left(\lambda_{1}-4 \lambda_{3}\right) a^{5}-\frac{5}{32} h^{8}\left(\lambda_{0}-6 \lambda_{2}\right) a^{6}+\mathcal{O}\left(a^{7}\right) . \tag{21}
\end{align*}
$$

To simplify reading, we have removed the superscript ${ }^{[1]}$ in the above expression. Therefore, Theorem 4.1 provides the functions (19) and the conclusion of the number of limit cycles for each $k$. We remark that the obtained functions for $k=3,4,5,6$ are equal because the parameters of the coefficients of $a^{4}, a^{5}$, and $a^{6}$ in (21) are linear combinations of the independent ones which have appeared up to $k=3$. Hence, all the new powers in $h$ appear at the higher-order terms in $\delta^{2 k+2}$ and do not play any role when $k$ increases.

The next example was analyzed firstly in [3] for degree $n$ perturbations. Here we only recover partially some of the results because our perturbation is in the cubic family. We show how Theorem 4.1 can be applied to higher-order developments to simple families with two parameters.

Proposition 4.3. Consider the perturbed system

$$
\begin{equation*}
\left(x^{\prime}, y^{\prime}\right)=\left(a_{1} x+1\right)\left(a_{2} y+1\right)(-y, x)+\varepsilon(P(x, y, \lambda), Q(x, y, \lambda)), \tag{22}
\end{equation*}
$$

where $P$ and $Q$ are polynomials of degree 3 in $(x, y)$ and $\varepsilon \neq 0$ sufficiently small. There exist linear changes of coordinates in the parameters $\lambda$ such that the first functions (15) in Theorem 4.1 write as

$$
\begin{aligned}
& \mathcal{N}_{[0]}(h, \mu)=h^{2}\left(\eta_{01} h^{2}+\eta_{00}\right), \\
& \mathcal{N}_{[1]}(h, \mu)=h^{2}\left(\eta_{11} h^{2}+\eta_{10}\right), \\
& \mathcal{N}_{[2]}(h, \mu)=h^{2}\left(\eta_{22} h^{4}+\eta_{21} h^{2}+\eta_{20}\right), \\
& \mathcal{N}_{[3]}(h, \mu)=h^{2}\left(\eta_{32} h^{4}+\eta_{31} h^{2}+\eta_{30}\right), \\
& \mathcal{N}_{[k]}(h, \mu)=h^{2}\left(\eta_{43} h^{6}+\eta_{42} h^{4}+\eta_{41} h^{2}+\eta_{40}\right), \text { for } k=4,5,6 .
\end{aligned}
$$

Consequently, for $\varepsilon$ and $a=\left(a_{1}, a_{2}\right)$ small enough, there exist values of the parameters $\lambda$ such that system (22) has one limit cycle up to orders 0 and 1 , two up to orders 2 and 3 and three up to
orders 4, 5, and 6 . All limit cycles bifurcate from the period annulus up to a first-order analysis in $\varepsilon$.

Proof. As the previous proofs we take $P(x, y, \lambda)=\sum_{i+j=0}^{3} p_{i j} x^{i} y^{j}, Q(x, y, \lambda)=\sum_{i+j=0}^{3} q_{i j} x^{i} y^{j}$ and $P(0,0, \lambda)=Q(0,0, \lambda)=0$. Hence $\lambda \in \mathbb{R}^{18}$ belongs to the parameter space defined by the coefficients of the perturbative polynomials.

System (22) has $H(x, y)=\left(x^{2}+y^{2}\right) / 2$ and $V\left(x, y, a_{1}, a_{2}\right)=\left(a_{1} x+1\right)\left(a_{2} y+1\right)$ as first integral and inverse integrating factor, respectively. So, when $\varepsilon=0$, we have a non-degenerate linear center at the origin and two straight lines of equilibria: $a_{1} x+1=0$ and $a_{2} y+1=0$.

Applying the usual polar change of coordinates $(x, y)=(h \cos \theta, h \sin \theta)$, by direct computation we have that (14) is written as

$$
\sum_{i+j=2}^{3} \mathcal{S}_{i, j}(\lambda) h^{i+j} J_{i, j}(h)
$$

where $\mathcal{S}_{i, j}(\lambda)$ are homogeneous polynomials of degree 1 in $\lambda$ and

$$
\begin{equation*}
J_{i, j}(h)=\int_{0}^{2 \pi} \frac{\cos ^{i} \theta \sin ^{j} \theta}{\left(a_{1} h \cos \theta+1\right)\left(a_{2} h \sin \theta+1\right)} d \theta \tag{23}
\end{equation*}
$$

Integrating after computing the Taylor series of the integrand with respect to $a$ and applying a linear change of coordinates, we obtain the expression of $M_{1}(h, a)$ defined in (17) as follows

$$
\begin{aligned}
& \mathcal{M}_{[5]}(h, a, \lambda)=h^{2}\left(\lambda_{00}^{[2]} h^{2}+\lambda_{00}^{[1]}\right)+\lambda_{10}^{[1]} h^{4} a_{1}+\lambda_{01}^{[1]} h^{4} a_{2} \\
&+\frac{1}{4} h^{4}\left(2\left(\lambda_{00}^{[2]}+2 \lambda_{20}^{[2]}\right) h^{2}+3 \lambda_{00}^{[1]}+4 \lambda_{20}^{[1]}\right) a_{1}^{2} \\
&+h^{4}\left(\lambda_{11}^{[2]} h^{2}+\lambda_{11}^{[1]}\right) a_{1} a_{2}+\frac{1}{4} h^{4}\left(2\left(\lambda_{00}^{[2]}-2 \lambda_{20}^{[2]}\right) h^{2}+\lambda_{00}^{[1]}-4 \lambda_{20}^{[1]}\right) a_{2}^{2} \\
&+\frac{h^{6}}{2}\left(2 \lambda_{30}^{[1]}+\lambda_{10}^{[1]}\right) a_{1}^{3}+\frac{h^{6}}{2}\left(2 \lambda_{21}^{[1]}+\lambda_{01}^{[1]}\right) a_{1}^{2} a_{2}-\frac{h^{6}}{2}\left(2 \lambda_{30}^{[1]}-\lambda_{10}^{[1]}\right) a_{1} a_{2}^{2} \\
&-\frac{h^{6}}{2}\left(2 \lambda_{21}^{[1]}-\lambda_{01}^{[1]}\right) a_{2}^{3}+\frac{h^{6}}{16}\left(\left(5 \lambda_{00}^{[2]}+20 \lambda_{20}^{[2]}+16 \lambda_{40}^{[1]}\right) h^{2}+10 \lambda_{00}^{[1]}+16 \lambda_{20}^{[1]}\right) a_{1}^{4} \\
&+\frac{h^{6}}{8}\left(\left(3 \lambda_{11}^{[2]}+8 \lambda_{31}^{[1]}\right) h^{2}+4 \lambda_{11}^{[1]}\right) a_{1}^{3} a_{2}+\frac{h^{6}}{16}\left(\left(3 \lambda_{00}^{[2]}-4 \lambda_{20}^{[2]}-16 \lambda_{40}^{[1]}\right) h^{2}+2 \lambda_{00}^{[1]}\right) a_{1}^{2} a_{2}^{2} \\
&+\frac{h^{6}}{8}\left(\left(5 \lambda_{11}^{[2]}-8 \lambda_{31}^{[1]}\right) h^{2}+4 \lambda_{11}^{[1]}\right) a_{1} a_{2}^{3}+\frac{h^{6}}{16}\left(\left(5 \lambda_{00}^{[2]}-12 \lambda_{20}^{[2]}+16 \lambda_{40}^{[1]}\right) h^{2}+2 \lambda_{00}^{[1]}-16 \lambda_{20}^{[1]}\right) a_{2}^{4} \\
&+\frac{5 h^{8}}{16}\left(4 \lambda_{30}^{[1]}+\lambda_{10}^{[1]}\right) a_{1}^{5}+\frac{h^{8}}{16}\left(12 \lambda_{21}^{[1]}+5 \lambda_{01}^{[1]}\right) a_{1}^{4} a_{2}+\frac{h^{8}}{16}\left(-4 \lambda_{30}^{[1]}+3 \lambda_{10}^{[1]}\right) a_{1}^{3} a_{2}^{2} \\
&+\frac{h^{8}}{16}\left(4 \lambda_{21}^{[1]}+3 \lambda_{01}^{[1]}\right) a_{1}^{2} a_{2}^{3}-\frac{h^{8}}{16}\left(12 \lambda_{30}^{[1]}-5 \lambda_{10}^{[1]}\right) a_{1} a_{2}^{4}-\frac{5 h^{8}}{16}\left(4 \lambda_{21}^{[1]}-\lambda_{01}^{[1]}\right) a_{2}^{5} .
\end{aligned}
$$

The last step is to establish an adequate blow-up to use Theorem 4.1. We have chosen $\left(a_{1}, a_{2}\right)=$ $\delta(1,2)$ and, straightforward computations, the new Melnikov functions (15) are

$$
\begin{aligned}
\mathcal{N}_{[0]}(h, \mu)= & h^{2}\left(\mu_{00}^{[2]} h^{2}+\mu_{00}^{[1]}\right), \\
\mathcal{N}_{[1]}(h, \mu)= & h^{2}\left(\left(\mu_{00}^{[2]}+2 \mu_{01}^{[1]}+\mu_{10}^{[1]}\right) h^{2}+\mu_{00}^{[1]}\right), \\
\mathcal{N}_{[2]}(h, \mu)= & h^{2}\left(\left(2 \mu_{11}^{[2]}-3 \mu_{20}^{[2]}\right) h^{4}+\left(\mu_{00}^{[2]}+2 \mu_{01}^{[1]}+\mu_{10}^{[1]}+2 \mu_{11}^{[1]}-3 \mu_{20}^{[1]}\right) h^{2}+\mu_{00}^{[1]}\right), \\
\mathcal{N}_{[3]}(h, \mu)= & h^{2}\left(\left(2 \mu_{11}^{[2]}-3 \mu_{20}^{[2]}-6 \mu_{21}^{[1]}-3 \mu_{30}^{[1]}\right) h^{4}\right. \\
& \left.+\left(\mu_{00}^{[2]}+2 \mu_{01}^{[1]}+\mu_{10}^{[1]}+2 \mu_{11}^{[1]}-3 \mu_{20}^{[1]}\right) h^{2}+\mu_{00}^{[1]}\right), \\
\mathcal{N}_{[k]}(h, \mu)= & h^{2}\left(\left(-6 \mu_{31}^{[1]}+13 \mu_{40}^{[1]}\right) h^{6}+\left(2 \mu_{11}^{[2]}-3 \mu_{20}^{[2]}-6 \mu_{21}^{[1]}-3 \mu_{30}^{[1]}\right) h^{4}\right. \\
& \left.+\left(\mu_{00}^{[2]}+2 \mu_{01}^{[1]}+\mu_{10}^{[1]}+2 \mu_{11}^{[1]}-3 \mu_{20}^{[1]}\right) h^{2}+\mu_{00}^{[1]}\right), \text { for } k=4,5 .
\end{aligned}
$$

We have computed also the sixth-order function and it coincides with the fourth-order above. We have not written here the complete development because of its size and no better results can be obtained. Renaming the coefficients of the functions $\mathcal{N}_{[k]}$ the result follows.

It can be checked also that if in the last proof we take $\left(a_{1}, a_{2}\right)=\delta(1,1)$ not all the independent parameters $\mu_{k l}^{[j]}$ appear, but although the functions $\mathcal{N}_{[k]}$ in the proof are different, the ones given in the statement are the same. Hence, the same number of zeros are obtained. As in the previous quadratic family, the increasing number of zeros stop when there are no new independent parameters in the higher-order developments.

Our last application of Theorem 4.1 is to the same family of the previous result but fixing $a_{2}=1$. In particular, all the integrals over the closed paths can be explicitly computed and the result is quite better than the obtained in Proposition 4.3. As we will see in the proof, the number of zeros increases up to stabilizes when no more new independent parameters appear in the higher-order developments.

## Proposition 4.4. Consider the perturbed system

$$
\begin{equation*}
\left(x^{\prime}, y^{\prime}\right)=(a x+1)(y+1)(-y, x)+\varepsilon(P(x, y, \lambda), Q(x, y, \lambda)), \tag{24}
\end{equation*}
$$

where $P$ and $Q$ are polynomials of degree 3 in $(x, y)$ and $\varepsilon \neq 0$ sufficiently small. There exists a linear change of coordinates in the parameters $\lambda$ such that, taking $r=\sqrt{1-h^{2}}$, the first functions (15) in Theorem 4.1 can be written as follows:

$$
\begin{aligned}
& \mathcal{N}_{[0]}(r, \eta)=(1-r)\left(\eta_{0}^{[4]} r^{3}+\eta_{0}^{[3]} r^{2}+\eta_{0}^{[2]} r+\eta_{0}^{[1]}\right) / r, \\
& \mathcal{N}_{[1]}(r, \eta)=(1-r)\left(\eta_{1}^{[5]} r^{4}+\eta_{1}^{[4]} r^{3}+\eta_{1}^{[3]} r^{2}+\eta_{1}^{[2]} r+\eta_{1}^{[1]}\right) / r, \\
& \mathcal{N}_{[2]}(r, \eta)=(1-r)\left(\eta_{2}^{[5]} r^{4}+\eta_{2}^{[4]} r^{3}+\eta_{2}^{[3]} r^{2}+\eta_{2}^{[2]} r+\eta_{2}^{[1]}\right) / r, \\
& \mathcal{N}_{[k]}(r, \eta)=(1-r)\left(\eta_{3}^{[6]}(1+r) r^{5}+\eta_{3}^{[5]} r^{4}+\eta_{3}^{[4]} r^{3}+\eta_{3}^{[3]} r^{2}+\eta_{3}^{[2]} r+\eta_{3}^{[1]}\right) / r, \text { for } k=3,4,5 .
\end{aligned}
$$

Consequently, for $\varepsilon$ and a small enough, there exist $\lambda$ such that system (24) has three limit cycles up to order 0 , four up to orders 1 and 2 and five up to orders 3, 4, and 5. All limit cycles bifurcate from the period annulus up to a first-order analysis in $\varepsilon$.

Proof. The proof follows exactly as the proof of Proposition 4.3 taking $a_{1}=a$ and $a_{2}=1$ up to getting the expression of the function $M_{1}(h, a)$ defined in (17). In the Taylor development of integrals of type (23) with $a_{2}=1$ with respect to $a_{1}=a$ appear integrals of type (20) but with $h \sin \theta+1$ in the denominator. After straightforward computations and taking $k=5$ and $h=\sqrt{1-r^{2}}$ we get, for $0<r<1$,

$$
\begin{aligned}
& \mathcal{M}_{[5]}(r, a, \lambda)=\frac{(1-r)}{r}\left(\lambda_{0}^{[4]} r^{3}+\lambda_{0}^{[3]} r^{2}+\lambda_{0}^{[2]} r+\lambda_{0}^{[1]}\right)+(1-r)^{2}\left(\lambda_{1}^{[3]} r^{2}+\lambda_{1}^{[2]} r+\lambda_{1}^{[1]}\right) a \\
&+\frac{(1-r)^{2}}{4}\left(4 \lambda_{0}^{[4]} r^{3}+\left(4 \lambda_{2}^{[1]}+3 \lambda_{0}^{[3]}+2 \lambda_{0}^{[4]}\right) r^{2}+2\left(4 \lambda_{2}^{[1]}+2 \lambda_{0}^{[2]}+\lambda_{0}^{[3]}\right) r+2 \lambda_{0}^{[1]}\right. \\
&\left.+4 \lambda_{2}^{[1]}+2 \lambda_{0}^{[2]}+\lambda_{0}^{[3]}\right) a^{2}+\frac{(1-r)^{3}}{4}\left(2\left(2 \lambda_{3}^{[1]}+\lambda_{1}^{[3]}\right) r^{3}+2\left(6 \lambda_{3}^{[1]}+2 \lambda_{1}^{[2]}-\lambda_{1}^{[3]}\right) r^{2}\right. \\
&\left.+3\left(\lambda_{1}^{[1]}+4 \lambda_{3}^{[1]}+\lambda_{1}^{[2]}-\lambda_{1}^{[3]}\right) r+\lambda_{1}^{[1]}+4 \lambda_{3}^{[1]}+\lambda_{1}^{[2]}-\lambda_{1}^{[3]}\right) a^{3} \\
&+\frac{(1-r)^{3}}{8}\left(8 r^{4} \lambda_{0}^{[4]}+\left(8 \lambda_{2}^{[1]}+5 \lambda_{0}^{[3]}+9 \lambda_{0}^{[4]}\right) r^{3}+\left(24 \lambda_{2}^{[1]}+8 \lambda_{0}^{[2]}+7 \lambda_{0}^{[3]}+3 \lambda_{0}^{[4]}\right) r^{2}\right. \\
&\left.+\left(3 \lambda_{0}^{[1]}+24 \lambda_{2}^{[1]}+9 \lambda_{0}^{[2]}+6 \lambda_{0}^{[3]}\right) r+\lambda_{0}^{[1]}+8 \lambda_{2}^{[1]}+3 \lambda_{0}^{[2]}+2 \lambda_{0}^{[3]}\right) a^{4} \\
&+\frac{(1-r)^{4}}{16}\left(5\left(4 \lambda_{3}^{[1]}+\lambda_{1}^{[3]}\right) r^{4}+4\left(20 \lambda_{3}^{[1]}+4 \lambda_{1}^{[2]}-3 \lambda_{1}^{[3]}\right) r^{3}\right. \\
&+2\left(5 \lambda_{1}^{[1]}+60 \lambda_{3}^{[1]}+12 \lambda_{1}^{[2]}-14 \lambda_{1}^{[3]}\right) r^{2}+4\left(2 \lambda_{1}^{[1]}+20 \lambda_{3}^{[1]}+4 \lambda_{1}^{[2]}-5 \lambda_{1}^{[3]}\right) r \\
&\left.+2 \lambda_{1}^{[1]}+20 \lambda_{3}^{[1]}+4 \lambda_{1}^{[2]}-5 \lambda_{1}^{[3]}\right) a^{5} .
\end{aligned}
$$

The next step is to choose the blow-up indicated in Theorem 4.1 with $b=1$. Hence, the new Melnikov functions (15) are $\mathcal{N}_{[k]}(r, \mu)=(1-r) r^{-1} \widetilde{\mathcal{N}}_{[k]}(r, \mu)$ where

$$
\begin{aligned}
\tilde{\mathcal{N}}_{[0]}(r, \mu)= & \mu_{0}^{[4]} r^{3}+\mu_{0}^{[3]} r^{2}+\mu_{0}^{[2]} r+\mu_{0}^{[1]}, \\
\tilde{\mathcal{N}}_{[1]}(r, \mu)= & -\mu_{1}^{[3]} r^{4}-\left(\mu_{1}^{[2]}-\mu_{1}^{[3]}-\mu_{0}^{[4]}\right) r^{3}-\left(\mu_{1}^{[1]}-\mu_{1}^{[2]}-\mu_{0}^{[3]}\right) r^{2}+\left(\mu_{1}^{[1]}+\mu_{0}^{[2]}\right) r+\mu_{0}^{[1]}, \\
\tilde{\mathcal{N}}_{[2]}(r, \mu)= & -\left(\mu_{2}^{[1]}+\mu_{1}^{[3]}\right) r^{4}-\left(\mu_{2}^{[1]}+\mu_{1}^{[2]}-\mu_{1}^{[3]}-\mu_{0}^{[4]}\right) r^{3}-\left(\mu_{1}^{[1]}-\mu_{2}^{[1]}-\mu_{1}^{[2]}-\mu_{0}^{[3]}\right) r^{2} \\
& +\left(\mu_{1}^{[1]}+\mu_{2}^{[1]}+\mu_{0}^{[2]}\right) r+\mu_{0}^{[1]}, \\
\tilde{\mathcal{N}}_{[3]}(r, \mu)= & \mu_{3}^{[1]} r^{6}+\mu_{3}^{[1]} r^{5}-\left(\mu_{2}^{[1]}+2 \mu_{3}^{[1]}+\mu_{1}^{[3]}\right) r^{4}-\left(\mu_{2}^{[1]}+2 \mu_{3}^{[1]}+\mu_{1}^{[2]}-\mu_{1}^{[3]}-\mu_{0}^{[4]}\right) r^{3} \\
& -\left(\mu_{1}^{[1]}-\mu_{2}^{[1]}-\mu_{3}^{[1]}-\mu_{1}^{[2]}-\mu_{0}^{[3]}\right) r^{2}+\left(\mu_{1}^{[1]}+\mu_{2}^{[1]}+\mu_{3}^{[1]}+\mu_{0}^{[2]}\right) r+\mu_{0}^{[1]},
\end{aligned}
$$

and $\tilde{\mathcal{N}}_{[3]}=\tilde{\mathcal{N}}_{[4]}=\tilde{\mathcal{N}}_{[5]}$. A last linear change of coordinates provides the functions $\mathcal{N}_{[k]}$ indicated in the statement and the conclusion on the number of limit cycles follows immediately for $k=$ $0,1,2$. For $k=3,4,5$, Descartes' rule ensures that we have at most five positive zeros of the corresponding $\mathcal{N}_{[k]}$ function and it is easy to check that they exist as simple ones.
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