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#### Abstract

Complex systems such as ecosystems, electronic circuits, lasers, or chemical reactions can be modelled by dynamical systems which typically experience bifurcations. It is known that transients become extremely long close to bifurcations, also following well-defined scaling laws as the bifurcation parameter gets closer the bifurcation value. For saddle-node bifurcations, the dynamical mechanism responsible for these delays, tangible at the real numbers phase space (so-called ghosts), occurs at the complex phase space. To study this phenomenon we have complexified an ecological map with a saddle-node bifurcation. We have investigated the complex (as opposed to real) dynamics after this bifurcation, identifying the fundamental mechanism causing such long delays, given by the presence of two repellers in the complex space. Such repellers appear to be extremely close to the real line, thus forming a narrow channel close to the two new fixed points and responsible for the slow passage of the orbits. We analytically provide the relation between the well-known inverse square-root scaling law of transient times and the multipliers of these repellers. We finally prove that the same phenomenon occurs for more general i.e. non-necessarily polynomial, models.
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## I. INTRODUCTION

Bifurcations are responsible for qualitative changes in dynamical systems due to parameter changes [1, 2]. Local bifurcations typically involve stability shifts or collisions between fixed points. Classical examples are transcritical, saddle-node (hereafter labeled as s-n, also named fold or tangent), pitchfork, or Hopf-Andronov bifurcations [2]. Bifurcations occur in most physical systems and have been mathematically described in elastic-plastic materials [3], electronic circuits [4, 5], or open quantum systems [6], among many others. Bifurcations have been also largely investigated in population dynamics [7-11] since they often involve important changes such as the separation between species' persistence and extinctions. Further theoretical research in socioecological systems [12, 13], in autocatalytic systems [14-16], in the fixation of alleles in population genetics and biological or computer virus propagation [17-20], has revealed bifurcation phenomena, often governed by abrupt changes (typically due to s-n bifurcations). Additionally, bifurcations have been identified experimentally in many physical [5, 21-23], chemical [24, 25], and biological systems [26, 27].

One of the most remarkable properties of systems approaching a local bifurcation is that transients' lengths slow down drastically. The length of these transients typically scales with the distance to the bifurcation value [2, 28]. Such scaling properties are found both in continuous-time (flows) and discrete-time (maps) dynamical systems. For instance, the length of transients, $\tau$, in transcritical bifurcations diverges as a power law $\tau \sim\left|\mu-\mu_{c}\right|^{-1}[28,29]$, with $\mu$ and $\mu_{c}$ being,

[^0]respectively, the control parameter and the value at which it bifurcates. The same scaling exponent is found in the supercritical Pitchfork bifurcation in flows [28], and in the Pitchfork and the period-doubling bifurcation in maps [29]. For the s-n, transients scale as $\tau \sim\left|\mu-\mu_{c}\right|^{-1 / 2}$ for flows and maps [2, 14, 30] (see Fig. 1 and Fig.7a). Remarkably, this scaling law was found experimentally in an electronic circuit modelling Duffing's oscillator [5]. The same scaling exponent has been recently found in a delayed differential equation suffering a s-n bifurcation [15].

In short, the s-n bifurcation involves the collision and consequent annihilation of fixed points. This annihilation actually involves the jump of these two equilibria from the real numbers phase space to the complex one $[2,14-16,31]$. An interesting phenomenon tied to this fact is that, despite no fixed points are present in the real numbers phase space after the bifurcation takes place, the dynamics are still influenced by such points which now lie in the complex plane (for one-variable dynamical systems). This is why the orbits' delays right after the bifurcation are said to be governed by a ghost [2].

S-n bifurcations are also behind chaotic transients in typeI intermittency i.e. Manneville-Pomeau scenario [32], which occurs in multitude of chaotic systems, including the Lorenz system [32,37] and the onset of chaos in the period-three window of the logistic map [38]. This phenomenon has been identified experimentally in the celebrated Belouzov-Zhabotinsky reaction [33] and in the Rayleigh-Bénard convection [36], among other systems [34, 35]. Here, close to the bifurcation value the system behaves with regular periodic oscillations ('laminar phase') during long time intervals but displaying bursts of finite-time chaotic windows. The switch from regular dynamics to chaos involves an instability because the modulus of at least one Floquet multiplier becomes larger than one. For type-I intermittency, a real Floquet multiplier crosses the unit circle at $(+1)$ [32]. As the bifurcation value fur-
ther increases, the chaotic windows enlarge until the dynamics becomes fully chaotic ('turbulent phase'). Manneville and Pomeau showed scaling laws for the Lyapunov number and the number of cycles of a laminar period with respect to the distance to the bifurcation value [32] (see Section III below).

Non-chaotic ghost transients tied to s-n bifurcations have been identified in mathematical models for charge density waves [39], hypercycles [31, 40], and ecological systems with facilitation including semi-arid ecosystems [41] and metapopulations with habitat destruction [16]. Notwithstanding, the interest in grasping the fundamental mechanism behind the ghost effect has provided few works deriving the inverse square-root scaling law using complex variable [14, 42]. Despite these investigations, the dynamical mechanism taking place at the complex phase space and responsible for such delays still remains unknown.

It is well known that complex variables and complex analysis techniques are useful in areas of physics. For instance, in thermodynamics [43], hydrodynamics [44, 45] and quantum mechanics [46]. By extension, the use of complex analysis also has applications in engineering fields such as nuclear [47], aerospace [48], or electrical [49] engineering, among many others; or in many branches of mathematics. Particularly, in dynamical systems, one can view not only the real phase space but also the parameter space of analytic maps as restrictions of their complex analogues. This complexification has proven to be fruitful towards the understanding of phenomena often hidden from the real phase space. For instance, complex techniques are needed to obtain an upper bound on the number of stable equilibria in an analytic real map, in terms of the number of zeros of its derivative. A paradigmatic example is given by the quadratic family $x^{2}+c$ [or equivalently the logistic one $\lambda x(1-x)$ ] which, via renormalization, models the local dynamics of every analytic map near a simple critical point. Complexifying both the variable $x$ and the parameter $c$, we are led to the well known Mandelbrot set, which allows a complete understanding of the cascade of period doubling bifurcations observed in the real parameter space. In this same family, the density of hyperbolic parameters in the real parameter line is also a recent fundamental result which required sophisticated complex techniques $[50,51]$.

In this paper we investigate the complex (as opposed to real) dynamics after a s-n bifurcation in a map describing the dynamics of species facilitation under habitat destruction considering non-overlapping generations (see Ref. [16] for a continuous-time approach). Models with positive feedbacks such as facilitation typically have saddle-node bifurcations [16, 40]. Facilitation, which becomes a crucial ecological process in drylands, involves positive pairwise interactions between individuals leading to the benefit of at least one of the interacting partners [52]. For instance, facilitation can occur when a given species makes the local environment more favourable (shading mechanisms reducing water or nutrient stress) to other individuals of the same species or to another species. It is important to notice that facilitation has been poorly investigated in models with non-overlapping generations, especially considering habitat destruction as well.

The main goal of our research is to reveal the dynamical mechanism taking place at the complex space causing the delays in the real numbers phase space (illustrated in Fig. 1 by means of the scaling law and time series). We have found that these delays after the s-n bifurcation, achieved by increasing habitat destruction, are due to two repellers symmetrically located in the complex plane above and below the real line. Short after the bifurcation value, these fixed points are extremely close to the real line, leaving a narrow channel by which real orbits must go through, with extremely slow speed. We derive the scaling law using complex techniques, obtaining a simple relation between the multipliers of the repellers and the inverse square-root scaling law. Finally, we extend these results to more general (non-necessarily polynomial) families which exhibit s-n bifurcations.

## II. MATHEMATICAL MODEL AND RESULTS

The model we analyse in this paper describes the population dynamics of a single-species where the individuals cooperate through facilitation processes, in the context of metapopulations with facilitation and habitat destruction. Specifically, given $x_{n} \geq 0$ the population at stage $n \geq 0$, the map is given by

$$
\begin{equation*}
F\left(x_{n}\right)=x_{n+1}=x_{n}+\mu x_{n}^{2}\left(1-D-x_{n}\right)-\gamma x_{n} \tag{1}
\end{equation*}
$$

This is a discrete-time version of the model $\dot{x}=$ $\mu x^{2}(1-D-x)-\gamma x$ studied in [16], obtained using an Euler step i.e. assuming $x_{n+1}-x_{n} \approx d x / d t$. The constant $\mu>0$ is the intrinsic growth rate while $\gamma$ denotes the density-independent death rate of individuals. Note that the population includes a logistic-like growth constrain introducing intra-specific competition with a normalised carrying capacity. This logistic function also includes a fraction of habitat destroyed, $D \in[0,1]$. For the purposes of our work we will limit the range to $\gamma \in(0,1]$, mainly focusing on the impact of parameter $D$ in the delaying effects right after the saddle-node (hereafter s-n) bifurcation.

Most of the previous research on ghost transients has focused on time-continuous systems. These mainly include autocatalytic replicators [14, 31, 40] and metapopulations [53]. In order to study such delays in populations with nonoverlapping generations such as insects or annual plants, it is better to use a discrete-time approach, as the one given by Eq. (1), although this is rarely found in the literature. Nevertheless, some works explored s-n bifurcations in maps within the framework of the so-called Allee effects [54] and single-species ecological models with harvesting [42]. Spatial computational simulations for hypercycles (two-species cross-catalytic systems) have also revealed the presence of ghost transients [55] as well.

## A. Dynamics on the reals

The fixed points of Map (1) are computed from $F(x)=x$, obtaining $x_{0}^{*}=0$, and the pair

$$
x_{ \pm}^{*}=\frac{1}{2}\left(1-D \pm \sqrt{(1-D)^{2}-\frac{4 \gamma}{\mu}}\right) .
$$

The system undergoes a s-n bifurcation when the discriminant of $x_{ \pm}^{*}$ equals zero. This gives bifurcation values for every one of the parameters involved:
$\mu_{c}=\frac{4 \gamma}{(1-D)^{2}}, \quad \gamma_{c}=\frac{\mu(1-D)^{2}}{4}, \quad D_{c}=1-2 \sqrt{\gamma / \mu}$,
although we will use mostly $D \in[0,1]$ (fraction of habitat destroyed) as the control parameter.
We now focus on the properties of map (1) for parameter values close to the s-n bifurcation (see Fig. 1 for some dynamical properties right after the bifurcation). Let us start with the linear stability of the fixed points. Given a fixed point $x_{0}$ of a differentiable map $F(x)$, its multiplier is given by $\lambda\left(x_{0}\right)=F^{\prime}\left(x_{0}\right)$. The fixed point is called attracting if $\left|\lambda\left(x_{0}\right)\right|<1$, repelling if $\left|\lambda\left(x_{0}\right)\right|>1$, and indifferent if $\left|\lambda\left(x_{0}\right)\right|=1$, where $|\cdot|$ denotes the absolute value (or the complex modulus). If the multiplier equals one we say that the fixed point is parabolic and, if the map is analytic, it can be written locally as $F(x)=x+c\left(x-x_{0}\right)^{\nu}+\mathcal{O}\left(\left(x-x_{0}\right)^{\nu+1}\right)$, where $c \in \mathbb{R} \backslash\{0\}$ and $\nu \geq 2$. In this case $x_{0}$ is said to be a fixed point of multiplicity $\nu$ since it is a solution of multiplicity $\nu$ of the equation $F(x)=x$.

The stability of the fixed points of Map (1) can be obtained from the multiplier, which is computed as

$$
\lambda(x)=F^{\prime}(x)=\frac{d F(x)}{d x}=1-\gamma+2 \mu x\left(1-D-\frac{3 x}{2}\right) .
$$

The stability of $x_{0}^{*}$ is computed from $|\lambda(0)|=|1-\gamma|$. Note that the modulus of the multiplier is always less than 1 for the considered range of $0<\gamma \leq 1$. Hence, this fixed point is locally stable (it is attracting), being a super-attractor for $\gamma=1$ since the multiplier equals 0 .
To point out the dependence of $x_{ \pm}^{*}$ on $\varepsilon$, we denote the fixed points by $x_{ \pm}^{*}(\varepsilon)$. A direct study of the stability of $x_{ \pm}^{*}(\varepsilon)$ in terms of $\varepsilon$ yields complicated expressions. To sort out this problem we consider the map $G_{\varepsilon}(y)=F_{\varepsilon}\left(y+x_{c}\right)-x_{c}$, obtained by conjugating $F_{\varepsilon}$ with the translation $x \rightarrow x-x_{c}$. Thus the dynamics of $G_{\varepsilon}$ coincides with the dynamics of $F_{\varepsilon}$ shifted by translation. In particular, $y=-x_{c}$ is the attracting fixed point of $G_{\varepsilon}$ which corresponds to the attracting fixed point $x=0$ of $F_{\varepsilon}$, while bifurcation occurs at the double fixed point $y=0$. For $\varepsilon \neq 0$, the map $G_{\varepsilon}(y)$ has two fixed points around 0 , given by $y_{ \pm}(\varepsilon)=x_{ \pm}^{*}(\varepsilon)-x_{c}$. Moreover, the multipliers of $y_{ \pm}(\varepsilon), \lambda\left(y_{ \pm}(\varepsilon)\right)=G^{\prime}\left(y_{ \pm}(\varepsilon)\right)$, coincide with the multipliers of $x_{ \pm}^{*}(\varepsilon), \lambda\left(x_{ \pm}^{*}(\varepsilon)\right)=F^{\prime}\left(x_{ \pm}^{*}(\varepsilon)\right)$. Therefore, in order to study the stability of $x_{ \pm}^{*}(\varepsilon)$ it is enough to study the stability of $y_{ \pm}(\varepsilon)$, task which occupies the remaining part of this section. In Fig. 2 we show a summary of the stability of $x_{ \pm}^{*}(\varepsilon)$ for $|\varepsilon|$ small.


FIG. 1. (Upper panel) Inverse square-root scaling law for transient times to extinction right after a saddle-node bifurcation obtained from map (1), obtained by increasing $\varepsilon:=D-D_{c}$. (Lower panels) Time series showing the long delays caused by the ghost using: (a) $\varepsilon=10^{-10}$, (b) $\varepsilon=10^{-8}$, (c) $\varepsilon=10^{-6}$, and (d) $\varepsilon=10^{-4}$, using as initial condition $x_{0}=0.5$. Here we use $\mu=4, \gamma=0.2$, thus having $D_{c}=0.55278640446 \cdots$. The main goal of this manuscript is to characterise the dynamics occurring at the complex phase space responsible for these delays and their associated scaling law.

The map $G_{\varepsilon}$ is given by

$$
\begin{equation*}
G_{\varepsilon}(y)=-\mu x_{c}^{2} \varepsilon+\left(1-2 \mu x_{c} \varepsilon\right) y-\mu\left(x_{c}+\varepsilon\right) y^{2}-\mu y^{3} . \tag{2}
\end{equation*}
$$

The fixed points $y_{ \pm}(\varepsilon)=x_{ \pm}^{*}(\varepsilon)-x_{c}$ are given by

$$
\begin{equation*}
y_{ \pm}(\varepsilon)=-\frac{\varepsilon}{2} \pm \sqrt{-x_{c} \varepsilon+\frac{\varepsilon^{2}}{4}} . \tag{3}
\end{equation*}
$$

If $\varepsilon<0,|\varepsilon|$ small, the fixed points $y_{ \pm}(\varepsilon)$ can be written as

$$
y_{ \pm}(\varepsilon)= \pm x_{c}^{1 / 2} \sqrt{-\varepsilon}+\mathcal{O}(\varepsilon) .
$$

Notice that since $D_{c} \in[0,1]$ (by assumption $D \in[0,1]$ ), the number $x_{c}=\left(1-D_{c}\right) / 2$ is positive. Therefore, the points $y_{ \pm}(\varepsilon)$ are real. Their multipliers, $\lambda\left(y_{ \pm}(\varepsilon)\right)=G_{\varepsilon}^{\prime}\left(y_{ \pm}(\varepsilon)\right)$, are given by

$$
\lambda\left(y_{ \pm}(\varepsilon)\right)=1 \mp 2 \mu x_{c}^{3 / 2} \sqrt{-\varepsilon}+\mathcal{O}(\varepsilon)=\lambda\left(x_{ \pm}^{*}(\varepsilon)\right)
$$

Hence, $y_{-}(\varepsilon)$ is repelling and $y_{+}(\varepsilon)$ is attracting. We conclude that for $\varepsilon \lesssim 0$, the fixed points $x_{ \pm}^{*}(\varepsilon)$ of the original system $F_{\varepsilon}$ satisfy $0<x_{-}^{*}(\varepsilon)<x_{+}^{*}(\varepsilon), x_{-}^{*}(\varepsilon)$ is repelling, and $x_{+}^{*}(\varepsilon)$ is attracting (see Fig. 2 (a)).


FIG. 2. Scheme of the saddle-node bifurcation which takes place around $x_{c}$ for $|\varepsilon|$ small. (a) Before bifurcation three fixed points are found in the real line. (b) At bifurcation both fixed points $x_{-}^{*}(\varepsilon)$ and $x_{+}^{*}(\varepsilon)$ collide at $x_{c}$. (c) After the bifurcation, $\varepsilon>0$, both fixed points are placed in the complex plane.

On the other hand, if $\varepsilon>0, \varepsilon$ small, then the fixed points are complex numbers given by

$$
y_{ \pm}(\varepsilon)= \pm i x_{c}^{1 / 2} \varepsilon^{1 / 2}+\mathcal{O}(\varepsilon),
$$

where $i=\sqrt{-1}$. Their multipliers, $\lambda\left(y_{ \pm}(\varepsilon)\right)=G_{\varepsilon}^{\prime}\left(y_{ \pm}(\varepsilon)\right)$, are given by

$$
\begin{equation*}
\lambda\left(y_{ \pm}(\varepsilon)\right)=1 \mp 2 i \cdot \mu x_{c}^{3 / 2} \varepsilon^{1 / 2}+\mathcal{O}(\varepsilon)=\lambda\left(x_{ \pm}^{*}(\varepsilon)\right) \tag{4}
\end{equation*}
$$

In particular, if $\varepsilon$ is small then $\left|\lambda\left(y_{ \pm}(\varepsilon)\right)\right|>1$. Therefore, the fixed points $y_{ \pm}(\varepsilon)$ are repelling, and so are the fixed points $x_{ \pm}^{*}(\varepsilon)$ of $F_{\varepsilon}$ (see Fig. 2 (c)).
Next, we study the stability of the fixed points $x_{ \pm}^{*}$ near the parameter $D_{c}$. To do so, we fix $0<\gamma \leq 1$ and $\mu>0$ and denote $\varepsilon:=D-D_{c}$ (equivalently, $D=D_{c}+\varepsilon$ ). We denote by $F_{\varepsilon}$ the map $F$ with parameters $\gamma, \mu$, and $D_{c}+\varepsilon$. We also denote by $x_{c}=\left(1-D_{c}\right) / 2$ the parabolic fixed point at which the fixed points $x_{ \pm}^{*}$ collide when $\varepsilon=0$. Using this notation, $F_{\varepsilon}$ is expressed as

$$
\begin{equation*}
F_{\varepsilon}(x)=(1-\gamma) x+\mu\left(2 x_{c}-\varepsilon\right) x^{2}-\mu x^{3} . \tag{5}
\end{equation*}
$$

## B. The saddle-node bifurcation from the complex

As discussed in the previous section, for $\varepsilon \gtrsim 0$, the fixed points $x_{ \pm}^{*}(\varepsilon)$ become complex numbers, thus a dynamical
study of $F_{\varepsilon}$ from a complex point of view can help us to understand its dynamics. Let us briefly recall a few concepts of the theory of dynamics in one complex variable for polynomials (see [56] for a detailed introduction). As for real maps, a fixed point $z_{0}$ of a polynomial $f: \mathbb{C} \rightarrow \mathbb{C}$ is attracting, repelling or indifferent depending on whether its multiplier $\lambda\left(z_{0}\right):=f^{\prime}\left(z_{0}\right)$ is respectively smaller, larger or equal to one in modulus. Indifferent fixed points with multiplier $\lambda\left(z_{0}\right)=e^{2 \pi i p / q}$ with $p / q \in \mathbb{Q}$ are also called parabolic. Likewise, we can classify periodic points substituting $f$ by $f^{p}$ where $p$ is the period of the orbit.

The basin of attraction $\mathcal{A}\left(z_{0}\right)$ of an attracting or parabolic fixed point $z_{0}$ is an open set of the complex plane consisiting, as usual, on the points whose orbits converge to $z_{0}$, which belongs to the interior of $\mathcal{A}\left(z_{0}\right)$ in the attracting case, and which lies on the boundary if it is parabolic. An important feature of the dynamics of complex polynomials is that $z=\infty$ is always a superattracting fixed point, i.e. $\lambda(\infty)=0$ (computed with the appropriate chart). Therefore, in the dynamical plane of a polynomial we can always find an open set of initial conditions, $A(\infty)$, whose orbits converge to $z=\infty$. This basin of attraction is always connected, since $\infty$ has no preimages in the complex plane.

The dynamics of the complex polynomial $f$ induces a partition of $\mathbb{C}$ into two completely invariant sets: The Fatou set $\mathcal{F}(f)$ of points for which the family $\left\{f^{n}\right\}_{n}$ of iterates of $f$ is equicontinuous in some neighbourhood of $z$; and its complement $\mathcal{J}(f)=\mathbb{C} \backslash \mathcal{F}(f)$, the Julia set. The Fatou set is open and consists of the points around which the dynamics is stable, while the Julia set is closed, often fractal, and corresponds to the set of points whose orbits are chaotic. Note that basins of attraction of attracting and parabolic periodic points belong to $\mathcal{F}(f)$ while parabolic points themselves belong to $\mathcal{J}(f)$.

Critical points, i.e. points $c$ such that $f^{\prime}(c)=0$, play an important role in holomorphic dynamics, since every basin of attraction must contain at least one critical point. This property bounds the number of possible stable equilibria that may coexist, and allows us to draw the bifrurcation set in the parameter space by colouring each parameter value according to the asymptotic behaviour of the critical orbits (i.e. the orbits of the critical points) for that given parameter. In Fig. 3 (b) we show the complex $D$-plane of our model, the family $F=F_{D}$ in Eq. (1), for different fixed real values of $\mu$ and $\gamma$. The polynomials $F$ have two critical points. Since $z=0$ is an attracting fixed point, the orbit of at least one of the critical points converges to $z=0$. Hence we colour the parameter in black if both critical orbits converge to $z=0$; we use a scaling from yellow (slow convergence) to red (fast convergence) if one of the critical orbits converges to $z=\infty$, and we plot the parameter in green if one of the critical orbits converges neither to $z=0$ nor to $z=\infty$. Using this procedure, we can see how the open segments of real parameters $D$ for which $F$ has a real attracting periodic point other than $z=0$ (see the bifurcation diagrams in Fig. 3) become open domains of complex parameters $D$ for which $F$ has an attracting periodic point in $\mathbb{C}$. Different connected components of the interior of the green set correspond to different periods of the attracting periodic orbit, being the largest one for period 1.


FIG. 3. Bifurcation diagrams: (a) $D=0.2, \gamma=0.075$, for $0 \leq \mu \leq 6$. Here $\mu_{c}=0.46875$; (b) $\mu=4, \gamma=0.2$, for $0 \leq D \leq 0.75$. Here $D_{c}=0.55278640446 \cdots$. The upper figures show the bifurcation from a complex point of view (compare with §II B). The lower figures show the bifurcations from a real point of view. For the later case, we have numerically built the bifurcation diagrams using two different initial conditions $x_{0}=10^{-4}$ and $x_{0}=0.5$. The blue lines correspond to the stable (solid) and unstable (dashed) fixed points, being the lower branch the fixed point $P_{-}^{*}$ and the upper one the point $P_{+}^{*}$. Note that the origin is locally stable.

We can now describe the s-n bifurcation from the complex plane. To that end we fix the parameters $\mu=4$ and $\gamma=$ 0.2 and draw the dynamical plane of $F_{\varepsilon}(z)$, where $z \in \mathbb{C}$, for values of $\varepsilon$ before and after bifurcation (see Fig. 4). The pictures are done as follows. We take a grid of $1200 \times 600$ points and iterate the corresponding initial conditions up to $10^{5}$ times. If the orbit reaches a given small neighbourhood of the attracting fixed point $z=0$ we plot the point using an scaling from red (fast convergence) to green, blue, purple and to grey (slow convergence). If the orbit escapes to $z=\infty$ we plot the point in white and, if after $10^{5}$ iterates the orbit has neither converged to $z=0$ nor to $z=\infty$ we plot the point in black.

In Fig. 4 (a) we plot the dynamical plane of $F_{\varepsilon}$ for $\varepsilon=$ -0.1 . Since $\varepsilon \lesssim 0$, the point $x_{+}^{*}(\varepsilon)$ is attracting, and its basin of attraction can be seen in black. In red we see the basin of attraction of $z=0$. The repelling fixed point $x_{-}^{*}(\varepsilon)$ is the intersection point between the closure of the big red component,
which contains $z=0$, and the closure of the big black component. In Fig. 4 (b) we plot the dynamical plane of $F_{\varepsilon}$ for $\varepsilon=0$, the bifurcation parameter, for which $x_{-}^{*}(\varepsilon)$ and $x_{+}^{*}(\varepsilon)$ collide at the parabolic fixed point $x_{c}$, which is now the intersection point between the closure of the two basins. As before, red orbits converge to $z=0$ while black orbits now converge to to the parabolic point $x_{c}$. Notice that, since $x_{c} \in \mathcal{J}\left(F_{0}\right)$, the dynamics around $x_{c}$ is not stable. Finally, in Fig. 4 (c), we plot the dynamical plane of $F_{\varepsilon}$ for $\varepsilon=10^{6}$, for which we see how $x_{-}^{*}(\varepsilon)$ and $x_{+}^{*}(\varepsilon)$ exited the real line and became repelling they are the center of the two spirals which appear near the former parabolic point in Fig. 4 (d), a zoom of (c). For this parameter we see with the scaling from red to green, blue, purple and grey the points which converge under iteration of $F_{\varepsilon}$ to $z=0$. We observe how most of the points (in particular all the real ones) which converged to the parabolic point $x_{c}$ before perturbation now converge to $z=0$. However, we can see white orbits (i.e. orbits which converge to infinity) form-


FIG. 4. Dynamical planes of $F$ for $\mu=4, \gamma=0.2$, and different values of $D$. White colour indicates that points converge to $z=\infty$, the scaling from purple (slow convergence) to red (fast convergence) indicates that the point converges to $z=0$, and black indicates that the point has not converged to a given neighbourhood of $z=0$ or $z=\infty$ after $10^{5}$ iterates. In figure (a) there is an attracting fixed point other than $z=0$. In figure (b) the former attracting fixed point becomes parabolic, attracting from the right and repelling from the left in the reals. In figures (c) and (d) the bifurcation occured and there are now two repelling fixed points in $\mathbb{C} \backslash \mathbb{R}$. The real points which converged to the parabolic point at bifurcation value, now converge slowly to $x=0$.
ing infinite spirals around $x_{ \pm}^{*}(\varepsilon)$, since now these two fixed points must belong to the boundary of the basin of infinity.

All coloured orbits around $x_{ \pm}^{*}(\varepsilon)$ converge to $z=0$, but they need an increasing amount of iterates to do so, which is reflected in the colour. The two black disks, which correspond to initial conditions which have neither converged to $z=0$ nor escaped to $z=\infty$ in $10^{5}$ iterates, are numerical artifacts, and they would disappear if we increased the number of iterates ad infinitum. These two spirals are, somehow, the complex dynamical obstruction which leads to the slow iteration of the real points through the former parabolic point $x_{c}$. Indeed, since the points $x_{ \pm}^{*}(\varepsilon)$ are very close, the channel between them is very narrow (see Fig. 5), which leads to a derivative very close to one and hence to extremely slow dynamics (see Fig. 7). Numerical experiments indicate that the channel width depends linearly in $\varepsilon$ for $|\varepsilon|$ small. For instance, for $\mu=4$ and $\gamma=0.2$ the channel width is approximately $5.9476 \cdot \varepsilon$.

In the next section we analyse the relation between the multipliers of the fixed points $x_{ \pm}^{*}(\varepsilon)$ and the time required to pass through the channel.

## C. Analytical derivation of the scaling law using the multiplier

For $D=D_{c}$ (i.e. $\varepsilon=0$ ) the parabolic fixed point $x_{c}$ of $F_{0}$ is repelling from the left and attracting from the right (see Fig. 2 (b), compare with Fig. 4 (b)). This follows from the fact that the second derivative of $F_{0}$ at $x_{c}$ is negative. Moreover, all points in the segment $\left(0, x_{c}\right)$ converge under iteration of $F_{0}$ to $x=0$. As discussed in the previous section, for $\varepsilon \gtrsim 0$, the fixed points $x_{ \pm}^{*}(\varepsilon)$ become repelling complex fixed points. Moreover, the real points which converge to the parabolic point $x_{c}$ before perturbation, converge to $x=0$ after perturbation if $\varepsilon$ is small enough (see Fig. 4 (c), compare Fig. 2 (c)).

Let $x_{i n i}>x_{c}$ be a point in the in the immediate basin of attraction of $x_{c}$ under $F_{0}$ (all points in the segment $\left(x_{c}, x_{i n i}\right.$ ] converge under iteration of $F_{0}$ to $x_{c}$ ). The goal of this section is to determine the 'asymptotic' number of iterates required by $x_{i n i}$ to be mapped onto a given neighbourhood of the attracting fixed point $x=0$ under $F_{\varepsilon}$. The next theorem estimates this quantity in terms of the multiplier $\lambda\left(x_{-}^{*}(\varepsilon)\right)$ and recovers from it the scaling law in terms of $\varepsilon$.

Theorem II.1. Let $x_{i n i}>x_{c}$ be a point in the in the immediate basin of attraction of $x_{c}$ under $F_{0}$. Let $\varepsilon>0$. Then, the number of iterates $N_{\varepsilon}$ required to go from $x_{\text {ini }}$ to a given


FIG. 5. (a) Zooms of Fig. 4 (d). The ranges of the initial conditions are $\operatorname{Re}(\mathrm{z}) \in\left[\mathrm{x}_{\mathrm{c}}-10^{-4}, \mathrm{x}_{\mathrm{c}}+10^{-4}\right]$ and $\operatorname{Im}(\mathrm{z}) \in\left[-10^{-4} / 2,10^{-4} / 2\right]$ (upper panel, labeled specular Dark Side Of The Moon) and $\operatorname{Re}(z) \in\left[x_{c}-2 \cdot 10^{-5}, x_{c}+2 \cdot 10^{-5}\right]$ and $\operatorname{Im}(z) \in\left[-10^{-5}, 10^{-5}\right]$ (lower panel). (b) Dependence of the channel width on $\varepsilon$.
(fixed) neighbourhood of $x_{0}$ under $F_{\varepsilon}$ is given by

$$
N_{\varepsilon} \approx \frac{2 \pi}{\operatorname{Im}\left(\lambda\left(\mathrm{x}_{-}^{*}(\varepsilon)\right)\right.}+K_{1}=\frac{\pi}{\mu x_{c}^{3 / 2} \varepsilon^{1 / 2}}+K_{2},
$$

where $K_{1}, K_{2} \in \mathbb{R}$ and $K_{2}=K_{1}+\mathcal{O}(1)$.
Proof. Let $\delta>0$ fixed. For the unperturbed map $F_{0}$, the point $x_{i n i}$ is mapped to the left of $x_{c}+\delta$ in a finite number of iterates of $F_{0}$. Analogously, the point $x_{c}-\delta$ is mapped onto a given neighbourhood of $x=0$ in a finite numbers of iterates. It follows that, for $\varepsilon$ small, we can bound the number of iterates employed to go from $x_{i n i}$ to the left of $x_{c}+\delta$ and from $x_{c}-\delta$ to a given neighbourhood of $x=0$ under $F_{\varepsilon}$ by a constant $K_{0}$. Therefore, in order to estimate the number of iterates used to go from $x_{\text {ini }}$ onto a neighbourhood of $x=0$ it is enough to estimate the number of iterates required to go from $x_{c}+\delta$ to $x_{c}-\delta$ under $F_{\varepsilon}$.
If $\epsilon$ and $\delta$ are small enough, since both $F_{\varepsilon}(z)-z$ and $F_{\varepsilon}^{\prime}(z)-1$ are very small in modulus, the discrete model can be approximated by the vector field $z^{\prime}=F_{\varepsilon}(z)$, and hence the number of iterates $N_{\varepsilon, \delta}$ required to go from $x_{c}+\delta$ to $x_{c}-\delta$ can be approximated by the integral

$$
\int_{x_{c}+\delta}^{x_{c}-\delta} \frac{d x}{F_{\varepsilon}(x)-x},
$$

(see [42] and [57, page 4]). As shown in [14] (see also [42]) this integral can be computed using complex analysis techniques. Their idea is to consider a simple closed curve $\eta$, oriented counter-clockwise, which intersects the real line exactly in the segment $\left[x_{c}+\delta, x_{c}-\delta\right]$ and surrounds the fixed point $x_{-}^{*}(\varepsilon)$ (see Fig. 6). Using the Residue Theorem, the integral over the whole curve $\eta$ is given by

$$
\oint_{\eta} \frac{d z}{F_{\varepsilon}(z)-z}=2 \pi i \operatorname{Res}\left(\frac{1}{F_{\varepsilon}(z)-z}, x_{-}^{*}(\varepsilon)\right) .
$$



FIG. 6. Scheme of the curve $\eta$ used to estimate the number of iterates between $x_{c}+\delta$ and $x_{c}-\delta$.

Let $\eta^{\prime}:=\eta \backslash\left[x_{c}+\delta, x_{c}-\delta\right]$ and let $I_{\varepsilon}^{\delta}:=\int_{\eta^{\prime}} \frac{d z}{F_{\varepsilon}(z)-z}$. Since for $\varepsilon \gtrsim 0$ the fixed points of $F_{\varepsilon}(z)-z$ stay bounded away from the curve $\eta^{\prime}$, there exists $K_{\delta}>0$ independent from $\varepsilon$ such that $\left|I_{\varepsilon}^{\delta}\right|<K_{\delta}$. In fact, it is easy to see that $I_{\varepsilon}^{\delta}=I_{0}^{\delta}+\mathcal{O}(\varepsilon)$. Hence, the number of iterates $N_{\varepsilon, \delta}$ required to go from $x_{c}+\delta$ to $x_{c}-\delta$ can be approximated by

$$
\begin{aligned}
N_{\varepsilon, \delta} & \approx \int_{x_{c}+\delta}^{x_{c}-\delta} \frac{d x}{F_{\varepsilon}(x)-x} \\
& =2 \pi i \operatorname{Res}\left(\frac{1}{F_{\varepsilon}(z)-z}, x_{-}^{*}(\varepsilon)\right)-I_{\varepsilon}^{\delta} .
\end{aligned}
$$

Therefore, to understand the asymptotic behaviour of $N_{\varepsilon, \delta}$ as $\varepsilon$ tends to 0 it is enough to study $2 \pi i \operatorname{Res}\left(\frac{1}{F_{\varepsilon}(z)-z}\right)$.

In this paper we replace the use of $2 \pi i \operatorname{Res}\left(\frac{1}{F_{\varepsilon}(z)-z}\right)$ by the use of the holomorphic index of $F_{\varepsilon}$ at $x_{-}^{*}(\varepsilon)$. For a detailed introduction to holomorphic index we refer to [56, §12].


FIG. 7. After the bifurcation the two fixed points that collided move to the complex phase space becoming repulsors with complex derivative and hence spiriling nearby orbits. The horizontal axis displays the value of $\varepsilon$ while the vertical axis records the number of iterates to cross the bottleneck (panel (a), see also Fig. 1) and the imaginary part of $\lambda\left(x_{-}^{*}(\varepsilon)\right)$ [panel (b)], right after the bifurcation with $\mu=4$ and $\gamma=2$. The inset displays an enlarged view of the cobweb map with the bottleneck region generated once the map crosses the diagonal (right after the s-n bifurcation). Note the a lot of iterates are needed to cross the bottleneck (here we have also used $\mu=4$ and $\gamma=0.2$ and $\varepsilon=10^{-6}$ ).

Given a fixed point $z^{*}$ of a holomorphic map $g$, its holomorphic index is given by

$$
\iota\left(g, z^{*}\right)=\frac{1}{2 \pi i} \oint \frac{d z}{z-g(z)},
$$

where the circular integral is done over any simple closed which does not contain any fixed point of $g$ and only surrounds the fixed point $z^{*}$. An important property of the holomorphic index is that if the multiplier $\lambda\left(z^{*}\right)$ of $z^{*}$ is different from 1 , then

$$
\iota\left(g, z^{*}\right)=\frac{1}{1-\lambda\left(z^{*}\right)} .
$$

In particular,

$$
\iota\left(F_{\varepsilon}, x_{-}^{*}(\varepsilon)\right)=\frac{1}{2 \pi i} \oint_{\eta} \frac{d z}{z-F_{\varepsilon}(z)}=\frac{1}{1-\lambda\left(x_{-}^{*}(\varepsilon)\right)} .
$$

Notice that both the $\operatorname{Res}\left(\frac{1}{F_{\varepsilon}(z)-z}, x_{-}^{*}(\varepsilon)\right)$ and $\iota\left(F_{\varepsilon}, x_{-}^{*}(\varepsilon)\right)$ provide the same information. Indeed,

$$
\begin{align*}
\oint_{\eta} \frac{d z}{F_{\varepsilon}(z)-z} & =2 \pi i \operatorname{Res}\left(\frac{1}{F_{\varepsilon}(z)-z}, x_{-}^{*}(\varepsilon)\right) \\
& =-2 \pi i \iota\left(F_{\varepsilon}, x_{-}^{*}(\varepsilon)\right)=\frac{2 \pi i}{\lambda\left(x_{-}^{*}(\varepsilon)\right)-1} . \tag{6}
\end{align*}
$$

Computing

$$
\oint_{\eta} \frac{d z}{F_{\varepsilon}(z)-z}
$$

using the holomorphic index instead of the explicit expression of the residue has two main advantages: It leads to simpler
expressions and it brings up the multiplier of the bifurcated fixed points. In particular, it allows us to relate the sought number of iterations with the complex dynamics which appear after the s-n bifurcation (see $\S$ II B).

For the family $F_{\varepsilon}$, the fixed point $x_{-}^{*}(\varepsilon)$ has multiplier $\lambda\left(x_{-}^{*}(\varepsilon)\right)=\lambda\left(y_{-}(\varepsilon)\right)$ (compare (4)). It follows that

$$
\begin{aligned}
N_{\varepsilon, \delta} & \approx \int_{x_{c}+\delta}^{x_{c}-\delta} \frac{d x}{F_{\varepsilon}(x)-x}=\frac{2 \pi i}{\lambda\left(x_{-}^{*}(\varepsilon)\right)-1}-I_{\varepsilon}^{\delta} \\
& =\frac{2 \pi}{\operatorname{Im}\left(\lambda\left(\mathrm{x}_{-}^{*}(\varepsilon)\right)\right.}+\mathcal{O}(1)-I_{\varepsilon}^{\delta} .
\end{aligned}
$$

We want to remark that the numbers $\frac{2 \pi i}{\lambda\left(x_{-}^{*}(\varepsilon)\right)-1}$ and $I_{\delta}$ are in general complex. However, since $\int_{x_{c}+\delta}^{x_{c}-\delta} \frac{d x}{F_{\varepsilon}(x)-x}$ is real, their difference is real. Therefore, the quantity $\mathcal{O}(1)-$ $I_{\varepsilon}^{\delta}$ is a real number. We also want to remark that from the previous computation we can recover the scaling law in terms of $\varepsilon$. Indeed,

$$
\frac{2 \pi}{\operatorname{Im}\left(\lambda\left(\mathrm{x}_{-}^{*}(\varepsilon)\right)\right.}=\frac{\pi}{\mu x_{c}^{3 / 2} \varepsilon^{1 / 2}}+\mathcal{O}(1)
$$

We can conclude that the number of iterates $N_{\varepsilon}$ required by the point $x_{i n i}$ to be mapped onto a given neighbourhood of $x=0$ under $F_{\varepsilon}$ grows like

$$
N_{\varepsilon} \approx \frac{2 \pi}{\operatorname{Im}\left(\lambda\left(\mathrm{x}_{-}^{*}(\varepsilon)\right)\right.}+K_{1}=\frac{\pi}{\mu x_{c}^{3 / 2} \varepsilon^{1 / 2}}+K_{2}
$$

where $K_{1}, K_{2} \in \mathbb{R}$.
In Fig. 7 we provide numerical experiments showing how this scaling law of the number of iterates is satisfied for the family $F_{\varepsilon}$.

## D. The general case

Computing the integral in terms of the multiplier of the fixed points right after bifurcation, allows us to study the scaling law for more general families of maps with a saddle node bifurcation. In the general case, we consider a family of maps $H_{\varepsilon}(x)=H_{\varepsilon}(x, \varepsilon)$ which is real analytic in $x$ and $\varepsilon$ (and hence extendable to a complex analytic one), defined in a neighbourhood of $x=0$, and given by
$H_{\varepsilon}(x)=a \cdot \varepsilon^{n}+\mathcal{O}\left(\varepsilon^{n+1}\right)+\left(1+\mathcal{O}\left(\varepsilon^{m}\right)\right) x+(c+\mathcal{O}(\varepsilon)) x^{2}+\mathcal{O}\left(x^{3}\right)$,
where $a, c \neq 0, n<2 m, n$ is odd and the higher order terms $\mathcal{O}\left(x^{3}\right)$ may also depend on $\varepsilon$. We assume that all coefficients are real so that $H_{\varepsilon}(x)$ sends the real line to the real line. Since $H_{\varepsilon}$ is real analytic, there exists $r>0$ such that the Taylor series of $H_{\varepsilon}(x)$ with respect to $x$ has a radius of convergence at least $r$ if $|\varepsilon|$ is small enough. For $\varepsilon=0$, the map $H_{0}$ has $x=0$ as parabolic fixed point. For simplicity and without loss of generality, we assume that $c<0$ so that $x=0$ is attracting from the right and repelling from the left as was the case for the map $F_{0}$ (compare with Fig. 2). Likewise, we assume that $a<0$ so that the configuration of the fixed points for $\varepsilon \neq 0$ is the same than for $F_{\varepsilon}$. The other cases are derived analogously. As it was the case for the family $F_{\varepsilon}$, there is a saddle-node bifurcation which takes place for $\varepsilon=0$.

Proposition II.2. If $|\varepsilon|$ is small, $\varepsilon \neq 0$, then the maps $H_{\varepsilon}$ have exactly two fixed points near $x=0$ given by

$$
x_{ \pm}^{H}(\varepsilon)= \pm \sqrt{\frac{-a}{c} \varepsilon^{n}}+\mathcal{O}\left(\varepsilon^{\frac{n}{2}+t}\right)
$$

where $t \in \mathbb{R}^{+}$. Moreover, $t \geq 1 / 2$ if $n=1$.
In particular, if $a, c<0$ and $\varepsilon<0$, then there are two real fixed given by

$$
x_{ \pm}^{H}(\varepsilon)= \pm \sqrt{\frac{a}{c}}|\varepsilon|^{\frac{n}{2}}+\mathcal{O}\left(\varepsilon^{\frac{n}{2}+t}\right)
$$

such that $x_{-}^{H}(\varepsilon)$ is repelling and $x_{+}^{H}(\varepsilon)$ is attracting. On the other hand, if $a, c<0$ and $\varepsilon>0$, the two fixed points lie in $\mathbb{C} \backslash \mathbb{R}$ and are given by

$$
x_{ \pm}^{H}(\varepsilon)= \pm i \sqrt{\frac{a}{c}} \varepsilon^{\frac{n}{2}}+\mathcal{O}\left(\varepsilon^{\frac{n}{2}+t}\right) .
$$

Proof. If $\varepsilon=0$ we have

$$
H_{0}(x)=x+c x^{2}+\mathcal{O}\left(x^{3}\right)
$$

so $x=0$ is a double fixed point of $H_{0}(x)$ (it is a double solution of $\left.H_{0}(x)=x\right)$. Since $H_{\varepsilon}(x)$ is analytic in $x$ and $\varepsilon$ and non-constant, it follows from Rouche's Theorem (see, e.g., [58]) that for $\varepsilon$ small enough there are exactly two fixed points of $H_{\varepsilon}(x)$ in a small (complex) neighborhood of 0 , which converge to $x=0$ as $\varepsilon \rightarrow 0$. We look for candidates of the form $y_{\varepsilon}=\kappa \varepsilon^{s}+\mathcal{O}\left(\varepsilon^{s+t}\right)$, where $t, s \in \mathbb{R}^{+}$, i.e. we want to find $s>0$ and $\kappa \in \mathbb{C}$ such that $y_{\varepsilon}$ is a fixed point of $H_{\varepsilon}(x)$ as $\varepsilon$
tends to 0 . Fixed points of $H_{\varepsilon}(x)$ are solutions of $H_{\varepsilon}(x)=x$, which can be written as
$0=a \cdot \varepsilon^{n}+\mathcal{O}\left(\varepsilon^{n+1}\right)+\mathcal{O}\left(\varepsilon^{m}\right) x+(c+\mathcal{O}(\varepsilon)) x^{2}+\mathcal{O}\left(x^{3}\right)$.
Replacing $x$ by $y_{\varepsilon}$ we obtain

$$
\begin{aligned}
0 & =a \cdot \varepsilon^{n}+\mathcal{O}\left(\varepsilon^{n+1}\right)+\mathcal{O}\left(\varepsilon^{m}\right)\left(\kappa \varepsilon^{s}+\mathcal{O}\left(\varepsilon^{s+t}\right)\right) \\
& +(c+\mathcal{O}(\varepsilon))\left(\kappa \varepsilon^{s}+\mathcal{O}\left(\varepsilon^{s+t}\right)\right)^{2}+\mathcal{O}\left(\varepsilon^{3 s}\right) \\
& =a \cdot \varepsilon^{n}+\mathcal{O}\left(\varepsilon^{n+1}\right)+\mathcal{O}\left(\varepsilon^{m+s}\right)+\mathcal{O}\left(\varepsilon^{m+s+t}\right) \\
& +c \cdot \kappa^{2} \cdot \varepsilon^{2 s}+\mathcal{O}\left(\varepsilon^{q}\right)+\mathcal{O}\left(\varepsilon^{3 s}\right)
\end{aligned}
$$

where $q=\min (2 s+1,2 s+t)$. If $y_{\varepsilon}$ is a fixed point, there must be two terms with equal rate of decrease to zero, the slowest of all, and which cancel out. These two terms must be among $\mathcal{O}\left(\varepsilon^{n}\right), \mathcal{O}\left(\varepsilon^{m+s}\right)$ or $\mathcal{O}\left(\varepsilon^{2 s}\right)$. On a closer look however, we see that they need to be $\mathcal{O}\left(\varepsilon^{n}\right)$ and $\mathcal{O}\left(\varepsilon^{2 s}\right)$. Indeed, since $n<2 m$, if we had $n=m+s$ then $m>s$ and the term $\mathcal{O}\left(\varepsilon^{2 s}\right)$ would stand alone as the one with slowest decrease. Likewise, if $m+s=2 s$ we would get $m=s$ and the term $\mathcal{O}\left(\varepsilon^{n}\right)$ would have no pair. Hence, the terms $a \cdot \varepsilon^{n}$ and $c \cdot \kappa^{2} \cdot \varepsilon^{2 s}$ have to cancel out, which implies that $s=n / 2$ and $\kappa= \pm \sqrt{-a / c}$. The constant $t>0$ can be found using similar arguments. In particular, it is easy to check that $t \geq 1 / 2$ if $n=1$. As a result we obtain

$$
x_{ \pm}^{H}(\varepsilon)= \pm \sqrt{\frac{-a}{c} \varepsilon^{n}}+\mathcal{O}\left(\varepsilon^{\frac{n}{2}+t}\right)
$$

To finish the proof we show that both $x_{+}^{H}(\varepsilon)$ and $x_{-}^{H}(\varepsilon)$ are fixed points of $H_{\varepsilon}$. We assume that $a, c<0$, but similar arguments can be done for the other cases. Since $c<0$, for $\varepsilon=0$ the point $x=0$ is attracting from the right and repelling from the left: there are $z_{-}<0$ and $z_{+}>0$ such that $H_{0}(x)<$ $x$ for all $x \in\left[z_{-}, 0\right) \cup\left(0, z_{+}\right]$(compare with Figure 4 (b)). It follows that if $\varepsilon<0,|\varepsilon|$ small enough, then $H_{\varepsilon}\left(z_{-}\right)<z_{-}$, $H_{\varepsilon}(0)>0$ and $H_{\varepsilon}\left(z_{+}\right)<z_{+}$(here we are using that $a<$ 0 and $n$ is odd). Therefore, there is a fixed point $x_{-}^{H}(\varepsilon) \in$ $\left(z_{-}, 0\right)$ which is repelling in $\mathbb{R}$ and a fixed point $x_{+}^{H}(\varepsilon) \in$ $\left(0, z_{+}\right)$which is attracting in $\mathbb{R}$ (compare with Figure 4 (a)). It can be shown that their multipliers satisfy $\lambda\left(x_{-}^{H}(\varepsilon)\right)>1$ and $\lambda\left(x_{+}^{H}(\varepsilon)\right)<1$.

If $\varepsilon \gtrsim 0$, we know that all candidates to fixed points have the form

$$
x_{ \pm}^{H}(\varepsilon)= \pm i \sqrt{\frac{a}{c}} \varepsilon^{\frac{n}{2}}+\mathcal{O}\left(\varepsilon^{\frac{n}{2}+t}\right) .
$$

In particular, the fixed points of $H_{\varepsilon}(x)$ near $x=0$ lie in $\mathbb{C} \backslash \mathbb{R}$. We will now use the Schwartz Reflection Principle, which establishes that if an analytic $H$ map leaves the real line invariant then $\overline{H(z)}=H(\bar{z})$ for all $z \in \operatorname{dom}(\mathrm{H})$, where $\bar{z}$ denotes the complex conjugate. Since $\overline{x_{ \pm}^{H}(\varepsilon)}=x_{\mp}^{H}(\varepsilon)$, it follows that if $x_{+}^{H}(\varepsilon)$ is a fixed point of $H_{\varepsilon}(x)$, then so is $x_{-}^{H}(\varepsilon)$. Hence, we cannot have two fixed points of the form $x_{+}^{H}(\varepsilon)$ or the form $x_{-}^{H}(\varepsilon)$. This finishes the proof.

If $a, c<0$ and $\varepsilon>0$, the two complex fixed points $x_{ \pm}^{H}(\varepsilon)$ are repelling. Indeed, the derivative $\partial H_{\varepsilon}(x) / \partial x=H_{\varepsilon}^{\prime}(x)$ of the map $H_{\varepsilon}$ is given by

$$
H_{\varepsilon}^{\prime}(x)=1+\mathcal{O}\left(\varepsilon^{m}\right)+(-2|c|+\mathcal{O}(\varepsilon)) x+\mathcal{O}\left(x^{2}\right)
$$

We obtain that the multipliers $\lambda\left(x_{ \pm}^{H}(\varepsilon)\right)=H_{\varepsilon}^{\prime}\left(x_{ \pm}^{H}(\varepsilon)\right)$ for $\varepsilon>0$ are given by

$$
\lambda\left(x_{ \pm}^{H}(\varepsilon)\right)=1 \mp i 2 \sqrt{a c} \varepsilon^{\frac{n}{2}}+\mathcal{O}\left(\varepsilon^{\frac{n}{2}+\alpha}\right)
$$

where $\alpha=\min \{t, m-n / 2, n / 2,1\}$. It follows easily that $\left|\lambda\left(x_{ \pm}^{H}(\varepsilon)\right)\right|>1$, so $x_{ \pm}^{H}(\varepsilon)$ are repelling.

Similarly to what we did in Theorem II.1, we now compute the number of iterates required to pass near the former parabolic fixed point $x=0$ for $\varepsilon>0$.
Theorem II.3. Let $\delta>0$ small and let $\varepsilon>0$. The number of iterates $N_{\varepsilon}^{H}$ required to go from $x=\delta$ to $x=-\delta$ under $H_{\varepsilon}$ is given by

$$
\begin{aligned}
N_{\varepsilon}^{H} & \approx \frac{2 \pi}{\operatorname{Im}\left(\lambda\left(\mathrm{x}_{-}^{\mathrm{H}}(\varepsilon)\right)\right.}+K_{1}+\mathcal{O}\left(\varepsilon^{\alpha-n / 2}\right) \\
& =\frac{\pi}{\sqrt{a c} \varepsilon^{\frac{n}{2}}}+K_{2}+\mathcal{O}\left(\varepsilon^{\alpha-n / 2}\right)
\end{aligned}
$$

where $K_{1}, K_{2} \in \mathbb{R}$ and $\alpha>0$. In particular, if $n=1$, then $\alpha \geq n / 2$ and hence

$$
N_{\varepsilon}^{H} \approx \frac{\pi}{\sqrt{a c} \varepsilon^{\frac{1}{2}}}+\mathcal{O}(1)
$$

Proof. Let $\eta$ be a simple closed curve which intersects the real line exactly in the segment $[-\delta, \delta]$, surrounds the fixed point $x_{-}^{H}(\varepsilon)$ (compare with Fig. 6), and does not surround any other fixed point of $H_{\varepsilon}$. Let $\eta^{\prime}:=\eta \backslash[-\delta, \delta]$ and let $I_{\varepsilon}^{H, \delta}:=$ $\int_{\eta^{\prime}} \frac{d z}{H_{\varepsilon}(z)-z}$. Using the same arguments as in Theorem II.1, we conclude that the number of iterates $N_{\varepsilon}^{H}$ required to go from $x=\delta$ to $x=-\delta$, where $\delta>0$ is small enough, grows like

$$
\begin{aligned}
N_{\varepsilon}^{H} & \approx \frac{2 \pi i}{\lambda\left(x_{-}^{H}(\varepsilon)\right)-1}-I_{\varepsilon}^{H, \delta}=\frac{2 \pi}{\operatorname{Im}\left(\lambda\left(\mathrm{x}_{-}^{\mathrm{H}}(\varepsilon)\right)\right.} \\
& +K+\mathcal{O}\left(\varepsilon^{\alpha-n / 2}\right)=\frac{\pi}{\sqrt{a c} \varepsilon^{1 / 2}}+K+\mathcal{O}\left(\varepsilon^{\alpha-n / 2}\right)
\end{aligned}
$$

where $K \in \mathbb{R}$. Notice that $I_{\varepsilon}^{H, \delta}=I_{0}^{H, \delta}+\mathcal{O}(\varepsilon)$. Finally observe that if $n=1$ we have that $m \geq 1$ and $t \geq 1 / 2$ (see Prop.II.2), hence $\alpha-\frac{1}{2} \geq 0$.

Remark II.4. Theorem II. 3 can be stated analogously if $a>$ 0 or $c>0$ (or both). We only state it for $a<0$ and $c<0$ for the sake of simplicity. However, there are two aspects to consider when dealing with $a>0$ or $c>0$. First, depending of the signs of $a$ and $c$, the fixed points $x_{ \pm}^{H}(\varepsilon)$ exit the real line either for positive or negative $\varepsilon$. This has to be taken into account when dealing which each configuration. Second, if
$c>0$ there is a small difference in the arguments. In that case, the parabolic point $x=0$ is attracting from the left and repelling from the right under $H_{0}$. As a consequence, after perturbation we want to estimate the number of iterates required to go from go from $x=-\delta$ to $x=\delta$. Since the integral of the holomorphic index is done counter-clockwise over the curve $\eta$, in that case it is convenient to consider the holomorphic index at $x_{+}^{H}(\varepsilon)$ instead of the one at $x_{-}^{H}(\varepsilon)$ so that $\oint_{\eta} \frac{d z}{H_{\varepsilon}(z)-z}$ contains the path integral $\int_{-\delta}^{\delta} \frac{d x}{H_{\varepsilon}(x)-x}$. As a result, the formula in Theorem II. 3 depends on $\lambda\left(x_{+}^{H}(\varepsilon)\right)$ instead of $\lambda\left(x_{-}^{H}(\varepsilon)\right)$.

Remark II.5. Notice that after centering the family $F_{\varepsilon}$ at the bifurcation point $x_{c}$, we obtain the family $G_{\varepsilon}$ in Eq.(2), which is a particular case of $H_{\varepsilon}$ in Eq. (7). Indeed, $G_{\varepsilon}$ corresponds to a family $H_{\varepsilon}$ with $a=-\mu x_{c}^{2}, c=-\mu x_{c}$, and $n=m=$ 1. Using these parameters, Theorem II. 1 for $F_{\varepsilon}$ follows from Theorem II.3.

We would like to point out that the condition that $n<2 m$ is essential to guarantee that a non-degenerate s-n bifurcation takes place. Also, the condition $n$ odd is required to guarantee that the two fixed points change their behaviour before and after perturbation. To finish this section we provide examples of families for which these conditions are not satisfied and there is no non-degenerate s-n bifurcation. The first family is

$$
H_{1, \varepsilon}(x)=\varepsilon^{2}+(1+2 \varepsilon) x+x^{2} .
$$

This family does not have a s-n bifurcation since $x=-\varepsilon$ is a permanent parabolic fixed point of multiplier 1 . The second family is

$$
H_{2, \varepsilon}(x)=\varepsilon^{2}+x+x^{2} .
$$

If $\varepsilon=0, x=0$ is a parabolic fixed point of multiplier 1 . However, if $\varepsilon \neq 0$ then the map $H_{2, \varepsilon}$ has two different fixed points in $\mathbb{C} \backslash \mathbb{R}$ which are given by

$$
x_{ \pm}= \pm i \varepsilon .
$$

Their multipliers are

$$
H_{2, \varepsilon}^{\prime}\left(x_{ \pm}\right)=1 \pm i 2 \varepsilon .
$$

Therefore, for $\varepsilon \neq 0$ small both the fixed points are repelling. The last family we consider is

$$
H_{3, \varepsilon}(x)=\varepsilon^{3}+(1+\varepsilon) x+x^{2}
$$

If $\varepsilon=0, x=0$ is a parabolic fixed point of multiplier 1 . If $\varepsilon \neq 0,|\varepsilon|$ small, then there are two real fixed points given by

$$
x_{ \pm}=\frac{-\varepsilon \pm \varepsilon \sqrt{1-4 \varepsilon}}{2}=\frac{-\varepsilon \pm\left(\varepsilon-2 \varepsilon^{2}\right)}{2}+\mathcal{O}\left(\varepsilon^{3}\right) .
$$

Their multipliers are

$$
H_{3, \varepsilon}^{\prime}\left(x_{-}\right)=1-\varepsilon+2 \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

and

$$
H_{3, \varepsilon}^{\prime}\left(x_{+}\right)=1+\varepsilon-2 \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

Therefore, one of the fixed points is attracting and the other is repelling, depending on the sign of $\varepsilon$.

## III. CONCLUDING REMARKS

In this work we have investigated the dynamical mechanism governing the time delays occurring right after a saddlenode (s-n) bifurcation. To do so we have complexified a biological model describing the discrete-time dynamics of facilitation among individuals of the same species under habitat destruction (see [16] for the time-continuous version). Despite the fact that previous research succeeded in obtaining the well-known inverse square-root scaling law using complex analysis [14, 42], the fundamental dynamical mechanism occurring at the complex phase space and responsible for the extremely long delays tangible in the real phase space was still unknown. Specifically, Fontich and Sardanyés [14] calculated the passage times and derived the scaling law for a general one-dimensional, analytical, autonomous dynamical system undergoing a not necessarily non-degenerate s-n bifurcation, in terms of the degree of degeneracy by using complex variable techniques. However, as a difference from our approach, these authors did not provide a thorough study of the stability nature of the complex equilibria. Duarte et al. [42] followed the same approach but for a one-dimensional map. Here as well, the structure of the complex phase space in terms of equilibria type and stability was not provided.

Here, we have addressed this issue by providing a thorough analysis of the complex (as opposed to real) dynamics occurring right after the s-n bifurcation. The complexification of the resulting map has allowed us to identify that the two fixed points undergoing the s-n bifurcation become symmetric unstable spirals in the complex phase space. Right after the s-n bifurcation, both spirals appear to be extremely close to the real line (forming a very narrow channel), where delays take place and the ghost slows down the orbits until the origin (species' extinction) is achieved. From an ecological point of view, it means that the system, despite going to extinction, experiences a long transient at which the population levels are still large. This has been suggested to represent a kind of memory effect [40]. Hence, this slowing down produced by the narrow channel in the complex plane may provide an opportunity to make some external intervention to sustain the population: either by decreasing the fraction of habitat destroyed or by means of the addition of new individuals able to continuously sustain the population. This latter control strategy has been shown to be possible in both deterministic and stochastic systems [41, 59].
We have studied how the width of the channel in its imaginary dimension affects transients, showing that the inverse square-root scaling law obeys to a linear widening of this channel. Moreover, by determining stability properties of the
spirals, we have been able to obtain a simple relation between the multipliers of these fixed points and the scaling law found for passage times post-bifurcation, given by the well-known inverse square-root scaling law [2]. Finally, we have proven the same phenomenon for a more general model given by Eq. (7), which includes other mathematical expressions than polynomials. In this sense, our general model considers the bifurcation of two fixed points allowing for much more terms in $\varepsilon$, as a difference from the general model studied in [14], which only considered a single term in $\varepsilon$ but allowed bifurcations of $2 n$ fixed points.

As we mentioned in the Introduction, s-n bifurcations can induce chaotic transients between laminar (regular oscillations) and turbulent (chaotic) phases in the type-I intermittency described by Manneville and Pomeau [32]. These authors studied this phenomenon by means of the onedimensional map $S^{1}=[0,1[$

$$
\theta \rightarrow 2 \theta+r \sin 2 \pi \theta+0.1 \sin 4 \pi \theta(\bmod 1)
$$

with $r_{T} \approx-0.24706$ being the critical value. In the model above, the possibility of starting a laminar phase after the appearance of a burst occurs because the map is not a diffeomorphism. Here, two scaling laws were identified [32]: (i) the Lyapunov number was negative for $r<r_{T}$ and varied as $-\sqrt{r_{T}-r}$, while for $r>r_{T}$ it was positive growing like $\sqrt{r_{T}-r}$; (ii) the largest number of cycles (duration of the laminar phase [37]), $N_{l}$, during a laminar period followed a scaling law of the form $N_{l} \sim\left(r-r_{T}\right)^{-1 / 2}$ (where $N_{l}$ was given within 1 cycle to account for the uncertainty in the definition of the beginning/end of a laminar phase [32]). Hence, a similar scaling law to the one studied in this article was provided for type-1 intermittency.

To conclude, as far as we know, our work provides for the first time a rigorous analysis of the structure of the complex phase space and its holomorphic dynamics behind nonchaotic ghosts, providing the fundamental dynamical mechanism responsible for these long transients.
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