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#### Abstract

We completely characterize the global phase portraits in the Poincaré disk for all planar Hamiltonian vector fields with linear plus cubic homogeneous terms having a nilpotent saddle at the origin.


## 1. Introduction and statement of the results

Let $(P, Q)$ be an analytic map from $\mathbb{R}^{2}$ into itself. The qualitative theory of ordinary differential equations in the plane provide a qualitative description of the behavior of each orbit instead of giving explicitly (or quantitatively) the solutions. In this paper we describe the local phase portraits of singular points for a wide general class of systems being of great interest due to their connection with physical systems.

Quadratic systems having a center at the origin have been widely studied in the last 100 years, and more than 1.000 papers have been published about them (see [10, pages 3 and 4 and 13] for a brief history of the problem of the center in general, and where it includes a list of 300 papers covering this topic.) There are also some partial results for the centers of planar polynomial differential systems of degree larger than two. Recently Colak, Llibre and Valls $[3,4,5,6]$ provided the global phase portraits on the Poincaré disk of all Hamiltonian planar polynomial vector fields having only linear and cubic homogeneous terms which have a linear type center or a nilpotent center at the origin, together with their bifurcation diagrams.

Dulak [8] was the first to detect that centers can pass to saddles through a complex change of variables, see for more details [9], and so it is natural to ask whether such kind of studies can also be done for saddles. It is interesting to observe that despite the fact that the classification of phase portraits of Hamiltonian planar polynomial vector fields having a ceter at the origin have been widely studied very few results exist in the case of saddles. For the case of quadratic systems having an integrable saddle, its phase portraits were provided in [2]. As far as the authors know, for the case in which there exists a nilpotent saddle at the origin and the degree of the system is greater than two no result exists on the classification of the phase portraits. This is the objective pursuit by this paper. This is a huge class of systems with too many parameters and so, in this paper we restrict to classifying the global

[^0]phase portraits of all Hamiltonian planar polynomial systems of degree three of the form linear plus cubic homogeneous with a nilpotent saddle at the origin. We recall that a Hamiltonian planar polynomial system of degree $d$ is a system of the form
$$
x^{\prime}=H_{y} \quad y^{\prime}=-H_{x}
$$
(here the prime denotes derivative with respect to the time $t$ ) where the maximum of the degrees of $H_{y}$ and $H_{x}$ is $d$.

To do this we will use the Poincaré compactification of polynomial vector fields. The Poincaré compactification that we shall use for describing the global phase portraits of our Hamiltonian systems is standard. For all the definitions and results on the Poincaré compactification see Chapter 5 of [7]. We say that two vector fields on the Poincaré disk are topologically equivalent if there exists a homeomorphism from one into the other which sends orbits to orbits preserving or reversing the direction of the flow. Our main result is the following one.
Theorem 1. A Hamiltonian planar polynomial vector field with linear plus cubic homogeneous terms has a nilpotent saddle at the origin if and only if, after a linear change of variables and a rescaling of its independent variable it can be written as one of the following six classes:
(I) $x^{\prime}=a x+b y, y^{\prime}=-\frac{a^{2}}{b} x-a y+x^{3}$ with $b>0$;
(II) $x^{\prime}=a x+b y-x^{3}, y^{\prime}=-\frac{a^{2}}{b} x-a y+3 x^{2} y$ with $a<0$;
(III) $x^{\prime}=a x+b y-3 x^{2} y+y^{3}, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+3 x y^{2}$ with either $a=b=0$ and $c>0$, or $c=0, a b \neq 0$ and $a^{2} / b-6 b<0$;
(IV) $x^{\prime}=a x+b y-3 x^{2} y-y^{3}, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+3 x y^{2}$ with either $a=b=0$ and $c<0$, or $c=0, a b \neq 0$ and $b>0$;
(V) $x^{\prime}=a x+b y-3 \mu x^{2} y+y^{3}, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+x^{3}+3 \mu x y^{2}$, with either $a=b=0$ and $c>0$, or $c=0, b \neq 0$ and $\left(a^{4}-b^{4}-6 a^{2} b^{2} \mu\right) / b<0$;
(VI) $x^{\prime}=a x+b y-3 \mu x^{2} y-y^{3}, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+x^{3}+3 \mu x y^{2}$, with either $a=b=0$ and $c<0$, or $c=0, b \neq 0$ and $\left(a^{4}+b^{4}+6 a^{2} b^{2} \mu\right) / b>0 ;$
where $a, b, c, \mu \in \mathbb{R}$. Moreover systems (I), (III), (IV), (V) and (VI) are invariant under the transformation $a \rightarrow-a,(x, y) \rightarrow(-x, y)$ and reversing the time (i.e. $t \rightarrow-t$ ), therefore it is not restrictive to consider $a \geq 0$.

The proof of Theorem 1 is given in Section 3.
Theorem 2. The global phase portraits of the six families of systems provided by Theorem 1 are topologically equivalent to the following of Figure 1:

- 1.1 for systems ( $I$ ); or systems (IV) with $a=b=0, c<0$; or systems (IV) with $c=0, a b \neq 0, b>0$ and $b<2|a| / \sqrt{3}$;
- 1.2 for systems (II);
- 1.3 for systems (III) with $a=b=0$ and $c>0$; or $c=0$, $a b \neq 0$, $a^{2} / b-6 b<0$ and $b<0$;
- 1.4 for systems (III), with $c=0, a b \neq 0, a^{2} / b-6 b<0$ and $b>0$;
- 1.5 for systems (IV) with $c=0, a b \neq 0$ and $b>2|a| / \sqrt{3}$;
- 1.6 for systems (IV) with $c=0, a b \neq 0$ and $b=2|a| / \sqrt{3}$;
- 1.7 for systems ( $V$ ) with $a=b=0, c>0$; or $c=a=0, b>0$; or $c=0, a \neq 0,(\bar{b}, \mu) \in R_{1} \cup R_{2} \cup R_{3}$; or $c=0, a \neq 0,(\bar{b}, \mu) \in$ $\left(\left\{\bar{b}_{2}^{-}(\mu), \mu\right\} \cup\left\{\bar{b}_{1}(\mu), \mu\right\}\right) \cap S$, where $R_{1}, R_{2}, R_{3}, S, \bar{b}_{2}^{-}(\mu), \bar{b}_{1}(\mu)$ are given in Subsection 4.5;
- 1.8 for systems $(V)$ with $c=0, a \neq 0$ and $(\bar{b}, \mu) \in R_{4}$, where $R_{4}$ is given in Subsection 4.5;
- 1.9 for systems $(V)$ with $c=0, a \neq 0$ and $(\bar{b}, \mu) \in\left\{\bar{b}_{2}^{+}(\mu), \mu\right\} \cap S$, where $S$ and $\bar{b}_{2}^{+}(\mu)$ are given in Subsection 4.5;
- 1.10 for systems (VI) with $a=b=0, c<0$ and $\mu<-1 / 3$, or with $c=a=0, b>0$ and $\mu<-1 / 3$, or with $c=0,(\bar{b}, \mu) \in$ $R_{1} \cup R_{2} \cup R_{3} \cup R_{5} \cup\left(\left\{-\bar{b}_{1}(\mu), \mu\right\} \cap S\right)$, where $R_{1}, R_{2}, R_{3}, R_{5}, \bar{b}_{1}(\mu)$, and $S$ are given in Subsection 4.6;
- 1.11 for systems (VI) with $a=b=0, c<0$ and $\mu=-1 / 3$, or with $c=0, b>0, a \neq \pm b$ and $\mu=-1 / 3$;
- 1.12 for systems (VI) with $a=b=0, c<0$ and $\mu \in(-1 / 3,0)$, or with $c=a=0, b>0$ and $\mu \in(-1 / 3,0)$, or with $c=0$, $(\bar{b}, \mu) \in R_{4} \cup R_{6} \cup R_{10}$, where $R_{4}, R_{6}, R_{10}$ are given in Subsection 4.6;
- 1.13 for systems (VI) with $a=b=0, c<0$ and $\mu \geq 0$, or with $a=c=0, b>0$ and $\mu \geq 0$, or $c=0, b>0$ and $\mu=1 / 3$, or with $c=0$ and $(\bar{b}, \mu) \in R_{7} \cup\left(\left\{\bar{b}_{1}(\mu), \mu\right\} \cap S\right) \cup R_{8} \cup R_{9}$, or $c=0, b=a$ and $\mu=1$, where $R_{7}, R_{8}, R_{9}, \bar{b}_{1}(\mu)$ and $S$ are given in Subsection 4.6;
- 1.14 for systems (VI) with $c=0$ and $(\bar{b}, \mu) \in\left(\left\{\bar{b}_{2}^{+}(\mu), \mu\right\} \cup\left\{\bar{b}_{2}^{-}(\mu), \mu\right\}\right)$ $\cap S$, where $\bar{b}_{2}^{ \pm}(\mu)$ and $S$ are given in Subsection 4.6.

Here $\bar{b}=b /|a|$.

The proof of Theorem 2 is given in section 4 . Note that Theorem 2 also provides the bifurcation diagrams.

## 2. Preliminary Results

A vector field is said to have the finite sectorial decomposition property at a singular point $q$ if either $q$ is a center, a focus or a node, or it has a neighborhood consisting of a finite union of parabolic, hyperbolic or elliptic sectors. We note that all the isolated singular points of a polynomial differential system satisfy the finite vectorial decomposition property.

Theorem 3 (Poincaré Formula). Let $q$ be an isolated singular point having the finite sectorial decomposition property. Let e, han p denote the number of elliptic, hyperbolic and parabolic sectors of $q$, respectively. Then the index of $q$ is $(e-h) / 2+1$.

The indices of a saddle, a center and a cusp are $-1,1$ and 0 , respectively.


Figure 1. Global phase portraits of Hamiltonian planar polynomial vector fields with linear plus cubic homogeneous terms with a nilpotent saddle at the origin. The separatrices are in bold.

Theorem 4 (Poincaré-Hopf Theorem). For every vector field on the sphere $\mathbb{S}^{2}$ with a finite number of singular points, the sum of the indices of these singular points is 2 .

Nilpotent singular points of Hamiltonian planar polynomial vector fields are either saddles, centers, or cusps (for more details see Chapter Theorem 3.5 of [7] taking into account that Hamiltonian systems cannot have foci).

We define center-loop as a hyperbolic saddle with a loop and a center inside the loop as in Figure 2.

Proceeding as in the proof of Lemma 12 in [4] we can show that if $p$ is an isolated singular point which is non-elementary then it must be nilpotent. Hence, the unique possible isolated finite singular points that we can have are either centers, saddles or cusps.


Figure 2. A center-loop.

## 3. Proof of Theorem 1

It was proved in [4] that a Hamiltonian vector field with linear plus cubic homogeneous terms which has a nilpotent term at the origin, after a linear change of variables and a rescaling of its independent variable it can be written as one of the following six classes:

$$
\begin{aligned}
& \text { (I') } x^{\prime}=a x+b y, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+x^{3} \text {; } \\
& \text { (II') } x^{\prime}=a x+b y-x^{3}, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+3 x^{2} y \text {; } \\
& \text { (III') } x^{\prime}=a x+b y-3 x^{2} y+y^{3}, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+3 x y^{2} \text {; } \\
& \text { (IV') } x^{\prime}=a x+b y-3 x^{2} y-y^{3}, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+3 x y^{2} \text {; } \\
& \text { ( } \mathrm{V}^{\prime} \text { ) } x^{\prime}=a x+b y-3 \mu x^{2} y+y^{3}, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+x^{3}+3 \mu x y^{2} \text {; } \\
& \text { (VI') } x^{\prime}=a x+b y-3 \mu x^{2} y-y^{3}, y^{\prime}=\left(c-\frac{a^{2}}{b+c}\right) x-a y+x^{3}+3 \mu x y^{2} ;
\end{aligned}
$$

where $a, b, c, \mu \in \mathbb{R}$ with either $a=b=0$ and $c \neq 0$, or $c=0$ and $b \neq 0$.
Now we use Theorem 3.5 in [7] to find necessary and sufficient conditions so that the origins of systems ( $\left.\mathrm{I}^{\prime}\right)-\left(\mathrm{VI}^{\prime}\right)$ are saddles. For this we need to make a change of variables so that systems ( $\mathrm{I}^{\prime}$ )-(VI') can be written in such a way that the linear part is in Jordan form. Note that applying the change of variables

$$
\begin{equation*}
X=x, \quad Y=a x+b y \tag{1}
\end{equation*}
$$

when $c=0$ and $b \neq 0$, or

$$
\begin{equation*}
X=y, \quad Y=c x \tag{2}
\end{equation*}
$$

when $a=b=0$ and $c \neq 0$, systems in classes ( $\mathrm{I}^{\prime}$ )-(VI') can be written in the form

$$
\dot{X}=Y+P(X, Y), \quad \dot{Y}=Q(X, Y)
$$

More precisely, system (I') with $a=b=0$ and $c \neq 0$ by the change of variables (2) can be written in the form

$$
\dot{X}=Y+\frac{1}{c^{3}} Y^{3}, \quad \dot{Y}=0
$$

and applying Theorem 3.5 in [7] we obtain that the origin is never a nilpotent saddle, so this case is not possible. On the other hand, system (I') with $c=0$ and $b \neq 0$, by the change of variables (1) can be written in the form

$$
\dot{X}=Y, \quad \dot{Y}=b X^{3}
$$

and the condition so that the origin is a nilpotent saddle is $b>0$ (see Theorem 3.5 in [7]). This provides system (I).

System (II') with $a=b=0$ and $c \neq 0$ by the change of variables (2) can be written in the form

$$
\dot{X}=Y+\frac{3}{c^{2}} X Y^{2}, \quad \dot{Y}=-\frac{1}{c^{2}} Y^{3},
$$

and applying Theorem 3.5 in [7] we obtain that the origin is a center, so this case is not possible. On the other hand, system (II') with $c=0$ and $b \neq 0$, by the change of variables (1) can be written in the form

$$
\dot{X}=Y-X^{3}, \quad \dot{Y}=-4 a X^{3}+3 X^{2} Y
$$

and the condition so that the origin is a nilpotent saddle is $a<0$ (see Theorem 3.5 in [7]). This provides system (II).

System (III') with $a=b=0$ and $c \neq 0$ by the change of variables (2) can be written in the form

$$
\dot{X}=Y+\frac{3}{c} X^{2} Y, \quad \dot{Y}=c X^{3}-\frac{3}{c} X Y^{2} .
$$

Applying Theorem 3.5 in [7] the condition so that the origin is a nilpotent saddle is $c>0$. Moreover, system (III') with $c=0$ and $b \neq 0$, by the change of variables (1) can be written in the form

$$
\begin{aligned}
& \dot{X}=Y-\frac{a\left(a^{2}-3 b^{2}\right)}{b^{3}} X^{3}+\frac{3\left(a^{2}-b^{2}\right)}{b^{3}} X^{2} Y-\frac{3 a}{b^{3}} X Y^{2}+\frac{1}{b^{3}} Y^{3}, \\
& \dot{Y}=-\frac{a^{2}\left(a^{2}-6 b^{2}\right)}{b^{3}} X^{3}+\frac{3 a\left(a^{2}-3 b^{2}\right)}{b^{3}} X^{2} Y-\frac{3\left(a^{2}-b^{2}\right)}{b^{3}} X Y^{2}+\frac{a}{b^{3}} Y^{3},
\end{aligned}
$$

and by Theorem 3.5 in [7], it has a nilpotent saddle at the origin if and only if

$$
\begin{equation*}
a^{2} / b-6 b<0 \quad \text { and } \quad a \neq 0 \tag{3}
\end{equation*}
$$

We have thus obtained system (III).
System (IV') with $a=b=0$ and $c \neq 0$ by the change of variables (2) can be written in the form

$$
\dot{X}=Y+\frac{3}{c} X^{2} Y, \quad \dot{Y}=-c X^{3}-\frac{3}{c} X Y^{2} .
$$

By Theorem 3.5 in [7] it has a saddle at the origin if and only if $c<0$. Furthermore, system (IV') with $c=0$ and $b \neq 0$, by the change of variables (1) can be written in the form

$$
\begin{aligned}
& \dot{X}=Y+\frac{a\left(a^{2}+3 b^{2}\right)}{b^{3}} X^{3}-\frac{3\left(a^{2}+b^{2}\right)}{b^{3}} X^{2} Y+\frac{3 a}{b^{3}} X Y^{2}-\frac{1}{b^{3}} Y^{3}, \\
& \dot{Y}=\frac{a^{2}\left(a^{2}+6 b^{2}\right)}{b^{3}} X^{3}-\frac{3 a\left(a^{2}+3 b^{2}\right)}{b^{3}} X^{2} Y+\frac{3\left(a^{2}+b^{2}\right)}{b^{3}} X Y^{2}-\frac{a}{b^{3}} Y^{3}
\end{aligned}
$$

and by Theorem 3.5 in [7], the origin is a saddle if and only if $b>0$ and $a \neq 0$, obtaining the normal form (IV).

System (V') with $a=b=0$ and $c \neq 0$ by the change of variables (2) can be written in the form

$$
\dot{X}=Y+\frac{3 \mu}{c} X^{2} Y+\frac{Y^{3}}{c^{3}}, \quad \dot{Y}=c X^{3}-\frac{3 \mu}{c} X Y^{2}
$$

and by Theorem 3.5 in [7], the origin is a saddle if and only if $c>0$. Furthermore, system ( $\mathrm{V}^{\prime}$ ) with $c=0$ and $b \neq 0$, by the change of variables (1) can be written in the form

$$
\begin{aligned}
\dot{X}= & Y-\frac{a\left(a^{2}-3 b^{2} \mu\right)}{b^{3}} X^{3}+\frac{3\left(a^{2}-b^{2} \mu\right)}{b^{3}} X^{2} Y-\frac{3 a}{b^{3}} X Y^{2}+\frac{1}{b^{3}} Y^{3}, \\
\dot{Y}= & -\frac{\left(a^{4}-b^{4}-6 a^{2} b^{2} \mu\right)}{b^{3}} X^{3}+\frac{3 a\left(a^{2}-3 b^{2} \mu\right)}{b^{3}} X^{2} Y-\frac{3\left(a^{2}-b^{2} \mu\right)}{b^{3}} X Y^{2} \\
& +\frac{a}{b^{3}} Y^{3},
\end{aligned}
$$

and by Theorem 3.5 in [7], the origin is a saddle if and only if

$$
\begin{equation*}
\left(a^{4}-b^{4}-6 a^{2} b^{2} \mu\right) / b<0, \tag{4}
\end{equation*}
$$

providing the normal form (V).
Finally, System (VI') with $a=b=0$ and $c \neq 0$ by the change of variables (2) can be written in the form

$$
\dot{X}=Y+\frac{3 \mu}{c} X^{2} Y+\frac{1}{c^{3}} Y^{3}, \quad \dot{Y}=-c X^{3}-\frac{3 \mu}{c} X Y^{2} .
$$

By Theorem 3.5 in [7] the origin is a saddle if and only if $c<0$. Furthermore, system (VI') with $c=0$ and $b \neq 0$, by the change of variables (1) can be written in the form

$$
\begin{aligned}
\dot{X}= & Y+\frac{a\left(a^{2}+3 b^{2} \mu\right)}{b^{3}} X^{3}-\frac{3\left(a^{2}+b^{2} \mu\right)}{b^{3}} X^{2} Y+\frac{3 a}{b^{3}} X Y^{2}-\frac{1}{b^{3}} Y^{3}, \\
\dot{Y}= & \frac{\left(a^{4}+b^{4}+6 a^{2} b^{2} \mu\right)}{b^{3}} X^{3}-\frac{3 a\left(a^{2}+3 b^{2} \mu\right)}{b^{3}} X^{2} Y+\frac{3\left(a^{2}+b^{2} \mu\right)}{b^{3}} X Y^{2} \\
& -\frac{a}{b^{3}} Y^{3},
\end{aligned}
$$

and by Theorem 3.5 in [7], the origin is a saddle if and only if

$$
\begin{equation*}
\frac{a^{4}+b^{4}+6 a^{2} b^{2} \mu}{b}>0 \tag{5}
\end{equation*}
$$

providing the normal form (VI).
If $a<0$, setting $a=-|a|$, doing the linear transformation $(x, y) \rightarrow(-x, y)$ and reversing the time (by setting $t \rightarrow-t$ ) system (I) becomes

$$
\begin{align*}
\dot{x} & =|a| x+b y, \\
\dot{y} & =-\left(a^{2} / b\right) x-|a| y+x^{3} . \tag{6}
\end{align*}
$$

So, system (6) is system ( $I$ ) with $a>0$ (and reversing the time). The same occurs with systems (III), (IV), (V) and (VI). This completes the proof of Theorem 1.

## 4. Proof of Theorem 2

We will study each of the global phase portraits of systems (I)-(VI) provided by the normal form in Theorem 1. We note that the right-hand side of these six families are odd functions, and so their phase portraits are symmetric with respect to the origin (that is, invariant by the change $(x, y) \mapsto(-x,-y))$.
4.1. Global phase portraits of systems (I). To find the global phase portraits of system (I) we first investigate the local charts $U_{1}$ and $U_{2}$ and after that, we study the finite singular points.

In the local chart $U_{1}$, systems (I) become

$$
\dot{u}=1-v^{2}(b u+a)^{2} / b, \quad \dot{v}=-v^{3}(b u+a),
$$

and when $v=0$ there are no singular points on $U_{1}$.
Now we study the origin of $U_{2}$. In the local chart $U_{2}$ systems (I) can be written as

$$
\dot{u}=-u^{4}+v^{2}(b+a u)^{2} / b, \quad \dot{v}=-u^{3} v+v^{3} a(b+a u) / b,
$$

and the origin is a singular point whose linear part is zero. We need to apply blow-up techniques (see for instance [1]) to obtain the local behavior of this point. Doing so, we get that the origin of $U_{2}$ is formed by two elliptic and four parabolic sectors.

We now look at the finite singular points of system (I) and we see the origin is the unique finite singular point, which is a saddle. Therefore the global phase portraits of system (I) are topologically equivalent to 1.1 of Figure 1.
4.2. Global phase portraits of system (II). Note that for system (II) we can assume that $b>0$ because the change of variables $y \mapsto-y$ gives exactly the same systems with the opposite sign of the parameter $b$.

In the local chart $U_{1}$ system (II) becomes

$$
\dot{u}=4 u-v^{2}(b u+a)^{2} / b, \quad \dot{v}=-v^{3}(b u+a)+v .
$$

When $v=0$ the origin of $U_{1}$ is the unique singular point. The eigenvalues at this point are 4 and 1 and so it is a repelling node.

Now we check if the origin of $U_{2}$ is a singular point. Systems (II) on the local chart $U_{2}$ can be written as

$$
\dot{u}=-4 u^{3}+v^{2}(a u+b)^{2} / b, \quad \dot{v}=-3 u^{2} v+v^{3} a(a u+b) / b .
$$

The origin is a singular point whose linear part is zero. We need to do blow-up to analyze the local behavior of this point. Doing so, we get that the origin of $U_{2}$ is formed by four stable parabolic sectors.
Now we study the finite singular points. Taking into account that $a<0$ we get that the origin is the unique finite singular point. According to this local information we obtain that the global phase portrait is topologically equivalent to 1.2 of Figure 1.

### 4.3. Global phase portraits of system (III).

4.3.1. Case $a=b=0$ and $c>0$. First we study system (III) when $a=b=0$ and $c>0$. In the local chart $U_{1}$ we get

$$
\begin{equation*}
\dot{u}=c v^{2}-u^{2}\left(u^{2}-6\right), \quad \dot{v}=-u v\left(u^{2}-3\right) . \tag{7}
\end{equation*}
$$

When $v=0$ there are three singular points: $(0,0)$ and $( \pm \sqrt{6}, 0)$. The eigenvalues of the linear part of systems (7) on the points $( \pm \sqrt{6}, 0)$ are $\mp 12 \sqrt{6}$ and $\mp 3 \sqrt{6}$, respectively. So, $(\sqrt{6}, 0)$ is an attracting node and $(-\sqrt{6}, 0)$ is a repelling node. At the origin the linear part of the jacobian matrix is zero, and so it is linearly zero. To describe its local behavior we use blow up techniques. Doing so, we get that the origin is formed by two hyperbolic sectors.

Now we look for the origin in the local chart $U_{2}$. Note that system (III) on the chart $U_{2}$ is

$$
\dot{u}=-c u^{2} v^{2}-6 u^{2}+1 \quad \dot{v}=-u v\left(c v^{2}+3\right)
$$

and so the origin of $U_{2}$ is not a singular point.
The unique finite singular point of system (III) with $a=b=0$ and $c>0$ is the origin. Consequently the global phase portrait is topologically equivalent to 1.3 in Figure 1.
4.3.2. Case $c=0, a b \neq 0, a^{2} / b-6 b<0$ and $a>0$. Now we study system (III) when $c=0, a b \neq 0, a>0$ and condition (3) holds. Under these assumptions we first study the infinite singular points. In $U_{1}$ system (III) become

$$
\begin{aligned}
& \dot{u}=-(a+b u)^{2} v^{2} / b-u^{2}\left(u^{2}-6\right) \\
& \dot{v}=-(b u+a) v^{3}-u v\left(u^{2}-3\right)
\end{aligned}
$$

When $v=0$ the singular points are $(0,0)$ and $( \pm \sqrt{6}, 0)$. Just like in the case $a=b=0$, the eigenvalues of the linear part of system (III) in the local chart $U_{1}$ on the points $( \pm \sqrt{6}, 0)$ are $\mp 12 \sqrt{6}$ and $\mp 3 \sqrt{6}$, respectively. So, $(\sqrt{6}, 0)$ is an attracting node and $(-\sqrt{6}, 0)$ is a repelling node. At the origin, the linear part is zero. Again we do a blow-up and we get that when $b<0$ the origin of $U_{1}$ consists of two hyperbolic sectors and when $b>0$ it is formed by two elliptic and four parabolic sectors.

We now look at the origin of $U_{2}$, in which system (III) write as

$$
\begin{aligned}
& \dot{u}=(b+a u)^{2} v^{2} / b-6 u^{2}+1 \\
& \dot{v}=a(b+a u) v^{3} / b-3 u v
\end{aligned}
$$

Hence the origin is not a singular point.
The finite singular points of system (III) are the origin and the points

$$
\begin{aligned}
& p_{1,2}= \pm\left(\frac{(3 b-A) \sqrt{B-A}}{6 \sqrt{6} a}, \frac{\sqrt{B-A}}{\sqrt{6}}\right) \\
& p_{3,4}= \pm\left(\frac{(3 b+A) \sqrt{B+A}}{6 \sqrt{6} a}, \frac{\sqrt{B+A}}{\sqrt{6}}\right)
\end{aligned}
$$

where $A=\sqrt{12 a^{2}+9 b^{2}}$ and $B=2 a^{2} / b-3 b$.
Consider the expression

$$
\begin{equation*}
B^{2}-A^{2}=\left(2 a^{2} / b-3 b\right)^{2}-\left(12 a^{2}+9 b^{2}\right)=\frac{4 a^{2}}{b}\left(a^{2} / b-6 b\right) \tag{8}
\end{equation*}
$$

Note that since $\sqrt{12 a^{2}+9 b^{2}}>\sqrt{9 b^{2}}=3|b|$, we have

$$
\begin{align*}
B-A & =2 \frac{a^{2}}{b}-3 b-\sqrt{12 a^{2}+9 b^{2}}<2 \frac{a^{2}}{b}-3 b-3|b| \\
& = \begin{cases}2 a^{2} / b & \text { if } b<0 \\
2 a^{2} / b-6 b & \text { if } b>0\end{cases} \tag{9}
\end{align*}
$$

If $b<0$, from (8) and (9) we get that $B^{2}-A^{2}$ is positive due to (3) and $B-A<0$. So $B-A<0$ and $B+A<0$. Hence, the only finite singular point is the origin. Consequently we obtain phase portrait 1.3 of Figure 1.

If $b>0$, from (8), (9) and (3), we get that $B^{2}-A^{2}<0$ and $B-A<0$. So $B+A>0$. Therefore, system (III) has, among the origin, only the two finite singular points $p_{3}$ and $p_{4}$. The eigenvalues of the linear part of this system at these points are

$$
\pm \frac{\sqrt{4 a^{4}+15 a^{2} b^{2}+9 b^{4}+b\left(5 a^{2}-3 b^{2}\right) \sqrt{12 a^{2}+9 b^{2}}}}{\sqrt{3} b}
$$

Note that

$$
\begin{aligned}
& \left(4 a^{4}+15 a^{2} b^{2}+9 b^{4}\right)^{2}-\left(b\left(5 a^{2}-3 b^{2}\right) \sqrt{12 a^{2}+9 b^{2}}\right)^{2} \\
& =4 a^{2}\left(4 a^{2}+3 b^{2}\right)\left(a^{2}-6 b^{2}\right)^{2}>0
\end{aligned}
$$

Since $4 a^{4}+15 a^{2} b^{2}+9 b^{4}>0$, this condition implies that

$$
4 a^{4}+15 a^{2} b^{2}+9 b^{4}>\left|b\left(5 a^{2}-3 b^{2}\right) \sqrt{12 a^{2}+9 b^{2}}\right|
$$

and so $p_{3}$ and $p_{4}$ are both saddles.
Now we investigate the possible saddle connections. The Hamiltonian of system (III) with $c=0$ is

$$
H(x, y)=\frac{a^{2} x^{2}}{2 b}+a x y+\frac{1}{2} y^{2}\left(b-3 x^{2}\right)+\frac{y^{4}}{4}
$$

Clearly $H(0,0)=0$ and $H\left(p_{3}\right)=H\left(p_{4}\right)=\widetilde{H}$ with

$$
\widetilde{H}=\frac{\left(b\left(\sqrt{12 a^{2}+9 b^{2}}-3 b\right)+2 a^{2}\right)\left(3 b\left(\sqrt{12 a^{2}+9 b^{2}}+5 b\right)+2 a^{2}\right)}{144 b^{2}}
$$

Solving $\widetilde{H}=0$ we get the solutions $b= \pm a / \sqrt{6}$ which do not satisfy condition $a^{2} / b-6 b<0$. So the saddle $p_{3}$ (respectively, $p_{4}$ ) and the saddle at the origin belong to different energy levels and therefore cannot be connected. The separatrices of the saddle at the origin decompose the Poincaré disc into several disjoint connected components. Since the system posses a symmetry with respect to the origin (i.e. $(x, y) \rightarrow(-x,-y)$ ), the saddles $p_{3}$ and $p_{4}$ belong to two different connected components. Therefore they cannot be connected because if they were connected their separatrices would cross at some point a separatrix of the saddle at the origin which is not possible. Since there are no saddle connections, all phase portraits of system (I) with $c=0, a, b>0$ and $a^{2} / b-6 b<0$ are topologically equivalent to 1.4 of Figure 1. This phase portrait is realized for instance when $a=1, b=1$ and $c=0$.

### 4.4. Global phase portraits of system (IV).

4.4.1. Case $a=b=0$ and $c<0$. We first we study systems (IV) when $a=b=0$ and $c<0$. In the local chart $U_{1}$ we get

$$
\dot{u}=c v^{2}+u^{2}\left(u^{2}+6\right), \quad \dot{v}=u v\left(u^{2}+3\right)
$$

When $v=0$ the only singular point is the origin whose linear part is zero. Applying blow-up techniques we get that the origin of $U_{1}$ is formed by two elliptic and four parabolic sectors.

In the local chart $U_{2}$ system (IV) has the form

$$
\dot{u}=-c u^{2} v^{2}-6 u^{2}-1, \quad \dot{v}=-u v\left(c v^{2}+3\right)
$$

Hence, the origin of $U_{2}$ is not a singular point.
The finite singular points are $(0,0)$ and $( \pm \sqrt{c / 3}, \pm \sqrt{-c / 3})$ which are not real because $c<0$. As a result we conclude that the global phase portrait of system (IV) with $a=b=0$ are topologically equivalent to 1.1 of Figure 1.
4.4.2. Case $c=0, b>0$ and $a>0$. Now we study systems (IV) when $c=0$, $b>0$ and $a>0$. On the local chart $U_{1}$ we rewrite system (IV) in the form

$$
\begin{aligned}
& \dot{u}=-v^{2}(a+b u)^{2} / b+u^{2}\left(u^{2}+6\right) \\
& \dot{v}=-v^{3}(a+b u)+u v\left(u^{2}+3\right)
\end{aligned}
$$

When $v=0$ only the origin is a singular point whose linear part is zero. Doing blow-ups we obtain that the origin of $U_{1}$ consists in two elliptic and four parabolic sectors.

On the local chart $U_{2}$ we rewrite system (IV) in the form

$$
\begin{aligned}
& \dot{u}=v^{2}(b+a u)^{2} / b-6 u^{2}-1 \\
& \dot{v}=v^{3} a(b+a u) / b-3 u v
\end{aligned}
$$

Clearly the origin of $U_{2}$ is not a singular point.
Now we consider the finite singular points, besides the origin, which are

$$
\begin{aligned}
& p_{1,2}= \pm\left(\frac{(3 b+A) \sqrt{B-A}}{6 \sqrt{6} a}, \frac{\sqrt{B-A}}{\sqrt{6}}\right) \\
& p_{3,4}= \pm\left(\frac{(3 b-A) \sqrt{B+A}}{6 \sqrt{6} a}, \frac{\sqrt{B+A}}{\sqrt{6}}\right)
\end{aligned}
$$

where $A=\sqrt{9 b^{2}-12 a^{2}}$ and $B=2 a^{2} / b+3 b$ with $b>0$. Hence, they can exist only when $b \geq 2 a / \sqrt{3}$. If $0<b<2 a / \sqrt{3}$ there are no finite singular points besides the origin and the global phase portraits are topologically equivalent to 1.1 of Figure 1.

If $b \geq 2 a / \sqrt{3}$ then all four points exist due to the fact that since $b>0$ we have $B>0$, so $B+A>0$ and
$B^{2}-A^{2}=(B-A)(B+A)=\left(2 a^{2} / b+3 b\right)^{2}-\left(-12 a^{2}+9 b^{2}\right)=4 a^{4} / b^{2}+24 a^{2}>0$.
Moreover for $b=2|a| / \sqrt{3}$ the points $p_{1}$ and $p_{3}$ (respectively, $p_{2}$ and $p_{4}$ ) coincide. The eigenvalues of the linear part of system (IV) at the points $p_{1,2}$
are

$$
\pm \frac{\sqrt{-4 a^{4}+15 a^{2} b^{2}-9 b^{4}+\sqrt{3}\left(5 a^{2}+3 b^{2}\right) b \sqrt{-4 a^{2}+3 b^{2}}}}{\sqrt{3} b} .
$$

We observe that

$$
\begin{align*}
& \left(-4 a^{4}+15 a^{2} b^{2}-9 b^{4}\right)^{2}-\left(\sqrt{3}\left(5 a^{2}+3 b^{2}\right) b \sqrt{-4 a^{2}+3 b^{2}}\right)^{2}  \tag{10}\\
& =4 a^{2}\left(4 a^{2}-3 b^{2}\right)\left(a^{2}+6 b^{2}\right)^{2} \leq 0,
\end{align*}
$$

because $3 b^{2}-4 a^{2} \geq 0$. Since $b>0$, inequality (10) implies that

$$
\left.\sqrt{3}\left(5 a^{2}+3 b^{2}\right) b \sqrt{-4 a^{2}+3 b^{2}}\right) \geq\left|-4 a^{4}+15 a^{2} b^{2}-9 b^{4}\right| .
$$

Therefore, when $b>2 a / \sqrt{3}, p_{1}$ and $p_{2}$ are both saddles.
On the other hand, the eigenvalues of the linear part of systems (IV) at the points $p_{3,4}$ are

$$
\pm \frac{\sqrt{-4 a^{4}+15 a^{2} b^{2}-9 b^{4}-\sqrt{3}\left(5 a^{2}+3 b^{2}\right) b \sqrt{-4 a^{2}+3 b^{2}}}}{\sqrt{3} b} .
$$

In view of (10) we get that, when $b>2 a / \sqrt{3}, p_{3}$ and $p_{4}$ are both centers.
Next we investigate the possible saddle connections. The Hamiltonian of system (IV) with $c=0$ is

$$
H(x, y)=\frac{a^{2} x^{2}}{2 b}+a x y+\frac{1}{2} y^{2}\left(b-3 x^{2}\right)-\frac{y^{4}}{4} .
$$

Clearly $H(0,0)=0$ and $H\left(p_{1}\right)=H\left(p_{2}\right)=\widetilde{H}$ with

$$
\widetilde{H}=\frac{\left(b\left(3 b-\sqrt{9 b^{2}-12 a^{2}}\right)+2 a^{2}\right)\left(3 b\left(\sqrt{9 b^{2}-12 a^{2}}+5 b\right)-2 a^{2}\right)}{144 b^{2}} .
$$

Since $\widetilde{H} \neq 0$ when $a \neq 0$, the saddle $p_{1}$ (respectively, $p_{2}$ ) and the saddle at the origin belong to different energy levels and therefore they cannot be connected. As in system (III), the saddles $p_{1}$ and $p_{2}$ cannot be connected because, by the symmetry $(x, y) \rightarrow(-x,-y)$, they belong to two different connected components of the Poincaré disc minus the separatrices of the saddle at the origin. Since there are no saddle connections, all possible global phase portraits of systems (IV) with $c=0, a>0$ and $b>2 a / \sqrt{3}$ are topologically equivalent to 1.5 of Figure 1 , which is realized for instance when $a=1, b=2, c=0$.

If $b=2 a / \sqrt{3}$, both singular points $p_{1}, p_{2}$ are nilpotent. Note that the sum of the indices of $p_{1}$ and $p_{2}$ must be zero (see Theorems 3 and 4). Using the symmetry of the system with respect to the origin, we conclude that both singular points must have the same index and so both of them must be cusps. Therefore the global phase portraits is topologically equivalent to 1.6 of Figure 1.

### 4.5. Global phase portraits of system (V).

4.5.1. Case $a=b=0$ and $c>0$. We first study system (V) when $a=b=0$ and $c>0$ which become

$$
\begin{equation*}
\dot{x}=-3 \mu x^{2} y+y^{3}, \quad \dot{y}=c x+x^{3}+3 \mu x y^{2} \tag{11}
\end{equation*}
$$

On the local chart $U_{1}$ we have

$$
\dot{u}=c v^{2}-u^{4}+6 \mu u^{2}+1, \quad \dot{v}=-v u\left(u^{2}-3 \mu\right)
$$

When $v=0$ the real singular points are $\left( \pm \sqrt{3 \mu+\sqrt{9 \mu^{2}+1}}, 0\right)$ and the eigenvalues of the linear part are

$$
\mp 4 \sqrt{9 \mu^{2}+1} \sqrt{3 \mu+\sqrt{9 \mu^{2}+1}} \text { and } \mp \sqrt{9 \mu^{2}+1} \sqrt{3 \mu+\sqrt{9 \mu^{2}+1}}
$$

Hence $\left(\sqrt{3 \mu+\sqrt{9 \mu^{2}+1}}, 0\right)$ and $\left(-\sqrt{3 \mu+\sqrt{9 \mu^{2}+1}}, 0\right)$ are an attracting node and a repelling node respectively.

In $U_{2}$ system $(\mathrm{V})$ becomes

$$
\dot{u}=-c u^{2} v^{2}-u^{4}-6 \mu u^{2}+1, \quad \dot{v}=-u v\left(c v^{2}+u^{2}+3 \mu\right)
$$

and so the origin is not a singular point.
The finite singular points are the origin, $\pm(\sqrt{-c}, 0)$ (which are not real because $c>0$ ) and

$$
p_{i}= \pm\left( \pm \sqrt{-c /\left(1+9 \mu^{2}\right)}, \sqrt{-3 c \mu /\left(1+9 \mu^{2}\right)}\right),
$$

which again are not real because $c>0$ (independently on $\mu$ being positive, negative or zero). Therefore, the unique real singular point is the origin. Hence, the global phase portrait is topologically equivalent to 1.7 of Figure 1.
4.5.2. Case $c=0, b \neq 0, a \geq 0$, and $\left(a^{4}-b^{4}-6 a^{2} b^{2} \mu\right) / b<0$. Having established the case $a=b=0$ and $c>0$, we now investigate the case $c=0$, $b \neq 0, a \geq 0$, and $\left(a^{4}-b^{4}-6 a^{2} b^{2} \mu\right) / b<0$ in which system (V) can be written as

$$
\begin{align*}
& \dot{x}=a x+b y-3 \mu x^{2} y+y^{3} \\
& \dot{y}=-\left(a^{2} / b\right) x-a y+x^{3}+3 \mu x y^{2} \tag{12}
\end{align*}
$$

We note that without loss of generality we can assume that $b>0$. Indeed, if we do the linear transformation $(x, y) \mapsto(-y,-x)$ system $(\mathrm{V})$ becomes

$$
\begin{align*}
& \dot{x}=-a x-\left(a^{2} / b\right) y+3 \mu x^{2} y+y^{3} \\
& \dot{y}=b x+a y+x^{3}-3 \mu x y^{2} \tag{13}
\end{align*}
$$

After defining $\bar{a}=-a, \bar{\mu}=-\mu$ and $\bar{b}=a^{2} / b$ we see that system (13) is $\operatorname{system}(\mathrm{V})$ with $b \mapsto-b$ whenever $a \neq 0$. But when $a=0$, system (12) is just system (11) with the axes interchanged, $c=b$ and $\mu \mapsto-\mu$. We know that it has a nilpotent saddle at the origin if and only if $b>0$. So this system has already been studied and the global phase portraits are topologically equivalent to 1.7 of Figure 1 . Moreover by Theorem 1 it is not
restrictive to consider $a \geq 0$ and so we need to investigate the case $a>0$ with $b>0$. In this case condition (4) can be written as

$$
\begin{equation*}
a^{4}-b^{4}-6 a^{2} b^{2} \mu<0 \quad \text { and } \quad b>0 \tag{14}
\end{equation*}
$$

On the local chart $U_{1}$ we have

$$
\dot{u}=-v^{2}(a+b u)^{2} / b+6 u^{2} \mu-u^{4}+1, \quad \dot{v}=-v^{3}(a+b u)-u v\left(u^{2}-3 \mu\right) .
$$

So the infinite singular points of system (12) on $U_{1}$ are the same as those of system (11): the point $\left(\sqrt{3 \mu+\sqrt{9 \mu^{2}+1}}, 0\right)$ which is an attracting node and the point $\left(-\sqrt{3 \mu+\sqrt{9 \mu^{2}+1}}, 0\right)$ which is a repelling node.

On $U_{2}$ we have

$$
\dot{u}=v^{2}(b+a u)^{2} / b-6 u^{2} \mu-u^{4}+1, \quad \dot{v}=v^{3} a(b+a u) / b-u v\left(u^{2}+3 \mu\right)
$$

Thus the origin of $U_{2}$ is not a singular point.
The explicit expressions for the finite singular points are lengthy. We have the following lemma.
Lemma 5. Assume that $(a, b, \mu)$ with $a>0$ satisfy condition (14). Then, there exists at most six finite singular points for system (12). The values of $(a, b, \mu)$ for which the number of different real solutions of system (12) can change are when either $C_{1}(a, b, \mu)=0$, or $C_{2}(a, b, \mu)=0$ being

$$
\begin{align*}
& C_{1}(a, b, \mu)=-\left(1-9 \mu^{2}\right) a^{2}-54 b^{2} \mu^{3} \\
& C_{2}(a, b, \mu)=-\left(1+6 \mu^{2}-3 \mu^{4}\right) a^{2} b^{2}+4 a^{4} \mu^{3}-4 b^{4} \mu^{3} \tag{15}
\end{align*}
$$

Proof. We compute the Groebner basis for the polynomials in (12) and we obtain nine polynomials. Recall that $y \neq 0$, because the unique singular point with $y=0$ is the origin. One polynomial of the Groebner basis, after dividing by $-y^{3} / b^{2}$, is

$$
\begin{aligned}
& a^{4} b-b^{5}-6 a^{2} b^{3} \mu-3\left(b^{4}+3 a^{4} \mu^{2}+6 b^{4} \mu^{2}-18 a^{2} b^{2} \mu^{3}\right) y^{2} \\
& \quad-3 b\left(1+9 \mu^{2}\right)\left(b^{2}-2 a^{2} \mu+3 b^{2} \mu^{2}\right) y^{4}-b^{2}\left(1+9 \mu^{2}\right)^{2} y^{6}
\end{aligned}
$$

Introducing the variable $z=y^{2}$ we get the cubic equation

$$
\begin{align*}
C= & b\left(a^{4}-b^{4}-6 a^{2} b^{2} \mu\right)-3\left(b^{4}+3 a^{4} \mu^{2}+6 b^{4} \mu^{2}-18 a^{2} b^{2} \mu^{3}\right) z \\
& -3 b\left(1+9 \mu^{2}\right)\left(b^{2}-2 a^{2} \mu+3 b^{2} \mu^{2}\right) z^{2}-b^{2}\left(1+9 \mu^{2}\right)^{2} z^{3} \tag{16}
\end{align*}
$$

Note that $C$ is always a cubic equation because the coefficient of $z^{3}$ is never zero. The discriminant of the cubic $C$ is

$$
27 a^{2} b^{4}\left(1+9 \mu^{2}\right)^{2} C_{1}(a, b, \mu)^{2} C_{2}(a, b, \mu)
$$

where $C_{1}(a, b, \mu)$ and $C_{2}(a, b, \mu)$ are given in (15). The sign of the discriminant is the sign of $C_{2}(a, b, \mu)$, so if $C_{2}(a, b, \mu)<0$ there is a unique real solution for $C=0$ and if $C_{2}(a, b, \mu)>0$ there are three different real solutions for $C=0$. Moreover, if either $C_{2}(a, b, \mu)=0$, or $C_{1}(a, b, \mu)=0$ there are two real solutions (at least one which is double). Each positive root of $C=0$ will give two solutions in $y$ for systems (V). Now we study how many solutions in $x$ we can have for each solution in $y$.

The Groebner basis has a polynomial in the variables $x$ and $y$ which is linear in $x$ and has a coefficient in $x$ equal to $a C_{1}(a, b, \mu)$ where $C_{1}(a, b, \mu)$ is the one defined above. If $C_{1}(a, b, \mu) \neq 0$, then for each $y$ coming from a solution of the cubic equation $C=0$ in (16), there exists a unique solution in $x$. When $C_{1}(a, b, \mu)=0$, we take the polynomial in the Groebner basis which is also linear in $x$ and whose coefficient in $x$ is $a \widetilde{C}_{1}(a, b, \mu)$ with $\widetilde{C}_{1}(a, b, \mu)=$ $2 y^{2}-3 a^{2} \mu / b+2 b\left(9 \mu^{2}+1\right)$. If $C_{1}(a, b, \mu)=0$ and $\widetilde{C}_{1}(a, b, \mu) \neq 0$, there exists also a unique solution in $x$ for each solution in $y$ coming from the cubic equation $C=0$. Finally, we analyze the case $C_{1}(a, b, \mu)=0$ and $\widetilde{C}_{1}(a, b, \mu)=0$. Solving system $C_{1}(a, b, \mu)=0$ and $\widetilde{C}_{1}(a, b, \mu)=0$ we get the solutions

$$
b=b_{1}=\frac{a}{3 \sqrt{6}} \sqrt{\frac{-1+9 \mu^{2}}{\mu^{3}}}, \quad y=y_{1}= \pm \frac{a}{\sqrt{3 \sqrt{6}}} \sqrt{\frac{1}{\mu^{3} a} \sqrt{\frac{\mu^{3}}{-1+9 \mu^{2}}}}
$$

which are defined for $\mu>1 / 3$ (note that if $\mu=0$, then $C_{1}(a, b, \mu) \neq 0$ ). We substitute each solution in $y$ into the remaining polynomials of the Groebner basis and we obtain two different solutions for $x$

$$
x=\frac{a \mu\left(-1+9 \mu^{2}\right) y_{1} \pm \sqrt{a^{2} \mu^{2}\left(1+9 \mu^{2}\right) b_{1}}}{6 \mu^{2} b_{1}}
$$

In short, there exists at most six finite singular points for system (V). We also point out that the unique values of $(a, b, \mu)$ for which the number of different real solutions of system (12) can change is when either $C_{2}(a, b, \mu)=0$, or $C_{1}(a, b, \mu)=\widetilde{C}_{1}(a, b, \mu)=0$ (for this last case one must have $\left.\mu>1 / 3\right)$. This proves the lemma.

In view of section 2 , the finite singular points are either elementary or nilpotent. Hence they are either centers, saddles or cusps. We have the following lemma.

Lemma 6. Assume that $(a, b, \mu)$ with $a>0$ satisfy condition (14). Then, there exist at most two non-elementary finite singular points of systems (12). They are nilpotent, different from the origin and occur when the parameters $(a, b, \mu)$ satisfy $C_{2}(a, b, \mu)=0$ with $C_{2}(a, b, \mu)$ as in (15).

Proof. We compute the Groebner basis for the polynomials in (12) together with the determinant of the linear parts of (12) and we obtain sixteen polynomials. Four of them suffices to prove our claim. The first one is

$$
y^{2}\left(a^{4}-b^{4}-6 a^{2} b^{2} \mu\right)^{2} C_{2}(a, b, \mu)
$$

Hence, since by assumptions $a^{4}-b^{4}-6 a^{2} b^{2} \mu<0$ in order that the solution is non-elementary we must have $(a, b, \mu) \in \mathbb{R} \times \mathbb{R}^{+} \times \mathbb{R}$ such that $C_{2}(a, b, \mu)=0$.

The second one, once divided by $y^{2}$, is a quadratic polynomial only in the variable $y$, where the coefficient of $y^{2}$ is

$$
5\left(1+\mu^{2}\right)\left(-1+3 \mu^{2}\right)^{2}\left(1+9 \mu^{2}\right)^{2}
$$

and the third is a polynomial in the variables $x$ and $y$, linear in $x$ with the coefficient $a\left(1+9 \mu^{2}\right)$ which is always different from zero because $a \neq$ 0 . Hence, when $3 \mu^{2} \neq 1$ system $(\mathrm{V})$ can has at most two nilpotent finite
singular points and they must satisfy $C_{2}(a, b, \mu)=0$. When $\mu= \pm 1 / \sqrt{3}$, condition $C_{2}(a, b, \mu)=0$ implies $b=a / \sqrt{2 \pm \sqrt{3}}$, and substituting these values of $b$ and $\mu$ into the polynomials of the Groebner basis we find the polynomial

$$
\pm \frac{6400 y^{4}\left(2 \sqrt{2 \pm \sqrt{3}}(209 \sqrt{3} \pm 362) y^{2} \mp(627 \pm 362 \sqrt{3})|a|\right)}{(2 \pm \sqrt{3})^{11 / 2}}
$$

which also has at most two solutions different from zero. In short, system $(\mathrm{V})$ can has at most two nilpotent finite singular points different from the origin and they must satisfy $C_{2}(a, b, \mu)=0$. This ends the proof.

We introduce the variable $\bar{b}=b / a$. Note that the curves $C_{1}(a, b, \mu)=0$, $C_{2}(a, b, \mu)=0$ and the condition in (14) can be written as

$$
\begin{aligned}
& C_{1}(\bar{b}, \mu)=-1+9 \mu^{2}-54 \bar{b}^{2} \mu^{3}=0 \\
& C_{2}(\bar{b}, \mu)=-\left(1+6 \mu^{2}-3 \mu^{4}\right) \bar{b}^{2}+4 \mu^{3}-4 \bar{b}^{4} \mu^{3}=0
\end{aligned}
$$

and

$$
C_{3}(\bar{b}, \mu)=1-\bar{b}^{4}-6 \bar{b}^{2} \mu<0, \quad \bar{b}>0
$$

respectively.
Let

$$
\begin{aligned}
& \bar{b}=\bar{b}_{1}(\mu)=\frac{1}{3 \sqrt{6}} \sqrt{\frac{9 \mu^{2}-1}{\mu^{3}}} \\
& \bar{b}=\bar{b}_{2}^{ \pm}(\mu)=\frac{1}{2 \sqrt{2}} \sqrt{\frac{-1-6 \mu^{2}+3 \mu^{4} \pm \sqrt{\left(1+\mu^{2}\right)^{3}\left(1+9 \mu^{2}\right)}}{\mu^{3}}} \\
& \bar{b}=\bar{b}_{3}(\mu)=\sqrt{-3 \mu+\sqrt{1+9 \mu^{2}}},
\end{aligned}
$$

be the solutions of $C_{1}(\bar{b}, \mu)=0, C_{2}(\bar{b}, \mu)=0$ and $C_{3}(\bar{b}, \mu)=0$ respectively. Studying the behavior of these curves $C_{1}(\bar{b}, \mu)=0, C_{2}(\bar{b}, \mu)=0$ and $C_{3}(\bar{b}, \mu)=0$ on the plane ( $\left.\bar{b}, \mu\right)$ we see that these curves divide the region $S$ into four different regions (see Figure 3) which are

$$
\begin{aligned}
& R_{1}=R_{11} \cup R_{12}, \quad R_{2}=R_{21} \cup R_{22}, \quad R_{3}=R_{31} \cup R_{32} \cup R_{33} \\
& R_{4}=\left\{(\bar{b}, \mu): \bar{b}_{3}(\mu)<\bar{b}<\bar{b}_{2}^{+}(\mu), \mu \in(1 / \sqrt{3},+\infty)\right\}
\end{aligned}
$$

where

$$
\begin{aligned}
& R_{11}=\left\{(\bar{b}, \mu): \bar{b}>\bar{b}_{3}(\mu), \mu \in(-\infty,-1 / \sqrt{3})\right\}, \\
& R_{12}=\left\{(\bar{b}, \mu): \bar{b}>\bar{b}_{2}^{-}(\mu), \mu \in[-1 / \sqrt{3}, 0)\right\}, \\
& R_{21}=\left\{(\bar{b}, \mu): \bar{b}_{3}(\mu)<\bar{b}<\bar{b}_{2}^{-}(\mu), \mu \in(-1 / \sqrt{3},-1 /(3 \sqrt{3}))\right\}, \\
& R_{22}=\left\{(\bar{b}, \mu): \bar{b}_{1}(\mu)<\bar{b}<\bar{b}_{2}^{-}(\mu), \mu \in[-1 /(3 \sqrt{3}), 0)\right\}, \\
& R_{31}=\left\{(\bar{b}, \mu): \bar{b}_{3}(\mu)<\bar{b}<\bar{b}_{1}(\mu), \mu \in(-1 /(3 \sqrt{3}), 0)\right\}, \\
& R_{32}=\left\{(\bar{b}, \mu): \bar{b}>\bar{b}_{3}(\mu), \mu \in[0,1 / \sqrt{3})\right\}, \\
& R_{33}=\left\{(\bar{b}, \mu): \bar{b}>\bar{b}_{2}^{+}(\mu), \mu \in[1 / \sqrt{3},+\infty)\right\} .
\end{aligned}
$$



Figure 3. The region $S$ in gray. The curves $C_{1}(\bar{b}, \mu)=$ 0 (thick continuous line), $C_{2}(\bar{b}, \mu)=0$ (dashed lines) and $C_{3}(\bar{b}, \mu)=0$ (thin continuous line).

We compute the number of finite singular points of system (12) other than the origin in each region $R_{i}$ and on the curves that delimit these regions. We get: no finite singular points in the regions $R_{1}, R_{2}$ and $R_{3}$; two centers and two saddles in the region $R_{4}$; no finite singular points on $\left\{\left(\bar{b}_{2}^{-}(\mu), \mu\right)\right\} \cap S$ and $\left\{\left(\bar{b}_{1}(\mu), \mu\right)\right\} \cap S$; and two cusps on $\left\{\left(\bar{b}_{2}^{+}(\mu), \mu\right)\right\} \cap S$ (the last assertion comes from Lemma 6 , the symmetry and the fact that the sum of the indices of the two finite singular points must be zero due to Theorems 3 and 4). So the unique phase portrait of system (V) on the regions $R_{1}, R_{2}, R_{3}$ and on $\left\{\left(\bar{b}_{2}^{-}(\mu), \mu\right)\right\} \cap S$ and $\left\{\left(\bar{b}_{1}(\mu), \mu\right)\right\} \cap S$ is topologically equivalent to 1.7 of Figure 1. On the region $R_{4}$ the saddle at the origin cannot be connected with the other saddles because they belong to different energy levels. Indeed, the Hamiltonian of system (V) with $c=0$ is

$$
H(x, y)=\frac{a^{2} x^{2}}{2 b}+a x y+\frac{1}{2} y^{2}\left(b-3 \mu x^{2}\right)-\frac{x^{4}}{4}+\frac{y^{4}}{4}
$$

Computing the Groëbner Basis of the polynomials $x^{\prime}, y^{\prime}$ and $H(x, y)$, we get 9 polynomials, one of them is

$$
y^{3}\left(a^{4}-b^{4}-6 a^{2} b^{2} \mu\right)^{2}
$$

Since $\left(a^{4}-b^{4}-6 a^{2} b^{2} \mu\right) / b<0, H(0,0)=0$, and the unique singular point with $y=0$ is the origin, we conclude that the saddles that are not at the origin belong to an energy level different from zero. As in the previous systems, the saddles that are not at the origin cannot be connected to each other because they belong to two different connected components of the Poincaré disc minus the separatrices of the saddles at the origin. In short, there is no saddle connections. Then the only realizable global phase portrait on $R_{4}$ is topologically equivalent to 1.8 of Figure 1 and it is realized for instance when $a=1, b=0.8, c=0$ and $\mu=2.5$.

Note that the two cusps on $\left\{\left(\bar{b}_{2}^{+}(\mu), \mu\right)\right\} \cap S$ are formed when the two centers and the two saddles in the region $R_{4}$ coalesce and so the unique possible global phase portrait is topologically equivalent to 1.9 of Figure 1.

### 4.6. Global phase portraits of system (VI).

4.6.1. Case $a=b=0$ and $c<0$. First we consider system (VI) when $a=b=0$ and $c<0$. In the local chart $U_{1}$ system (VI) can be written as

$$
\dot{u}=c v^{2}+u^{4}+6 u^{2} \mu+1, \quad \dot{v}=u v\left(u^{2}+3 \mu\right) .
$$

When $v=0$, the possible singular points of system (VI) are the four points $\left( \pm \sqrt{-3 \mu \pm \sqrt{9 \mu^{2}-1}}, 0\right)$. When $\mu<-1 / 3$ the four points exist. Computing the eigenvalues of the jacobian matrix at these points we get that $\left(\sqrt{-3 \mu+\sqrt{9 \mu^{2}-1}}, 0\right)$ and $\left(-\sqrt{-3 \mu-\sqrt{9 \mu^{2}-1}}, 0\right)$ are repelling nodes while $\left(-\sqrt{-3 \mu+\sqrt{9 \mu^{2}-1}}, 0\right)$ and $\left(\sqrt{-3 \mu-\sqrt{9 \mu^{2}-1}}, 0\right)$ are attracting nodes.

If $\mu=-1 / 3$ there are only two singular points which are $( \pm 1,0)$ and they are linearly zero. Doing blow ups we get that both singular points are formed by two elliptic and four parabolic sectors.

Finally, if $\mu>-1 / 3$ there are no infinite singular points in the local chart $U_{1}$.

In $U_{2}$ system (VI) becomes

$$
\dot{u}=-c u^{2} v^{2}-u^{4}-6 u^{2} \mu-1, \quad \dot{v}=-u v\left(u^{2}+c v^{2}+3 \mu\right)
$$

and we see that the origin is not a singular point.
The finite singular points of system (VI) are the origin, $q_{i}= \pm(\sqrt{-c}, 0)$ for $i=1,2$ and

$$
p_{i}= \pm\left( \pm \sqrt{c /\left(9 \mu^{2}-1\right)}, \sqrt{-3 c \mu /\left(9 \mu^{2}-1\right)}\right)
$$

for $i=1,2,3,4$ and $\mu \neq \pm 1 / 3$. The points $q_{1}, q_{2}$ are always real because $c<0$. Moreover, computing the eigenvalues at $q_{1}, q_{2}$ we get that they are $\pm i \sqrt{6} c \sqrt{\mu}$. So, they are centers if $\mu>0$ and saddles if $\mu<0$. If $\mu=0$, $q_{1}$ and $q_{2}$ are nilpotent centers. The singular points $p_{i}$ are real whenever $\mu \in(-1 / 3,0)$, otherwise they are not real. In this case, they are all centers since the eigenvalues are $\pm 2 c \sqrt{3 \mu /\left(1-9 \mu^{2}\right)}$.

As in the previous cases, we can prove that there is no saddle connections and so the unique possible global phase portraits that are realized are topologically equivalent to the following ones of Figure 1: 1.10 when $\mu<-1 / 3$ (it is realized for instance when $a=b=0, c=-1$ and $\mu=-1$ ); 1.11 when $\mu=-1 / 3$ (it is realized for instance when $a=b=0, c=-1$ ); 1.12 when $\mu \in(-1 / 3,0)$ (it is realized for instance when $a=b=0, c=-1$ and $\mu=-1 / 4$ ); and 1.13 when $\mu \geq 0$ (it is realized for instance when $a=b=0$, $c=-1$ and $\mu=0)$.
4.6.2. Case $c=0, b \neq 0, a \geq 0$, and $\left(a^{4}+b^{4}+6 a^{2} b^{2} \mu\right) / b>0$. Now we assume that $c=0, b \neq 0, a \geq 0$ and condition (5) holds. In this case system (VI) is

$$
\begin{align*}
& \dot{x}=a x+b y-3 \mu x^{2} y-y^{3} \\
& \dot{y}=-\left(a^{2} / b\right) x-a y+x^{3}+3 \mu x y^{2} \tag{17}
\end{align*}
$$

The infinite singular points in this case are the same as those for the case $a=b=0$ and $c<0$.

We will study the finite singular points in the same way as we did for system (V) in case $b \neq 0$.

First we study the cases $a=0, \mu=-1 / 3$ and $\mu=1 / 3$. When $a=0$ the finite singular points of system (VI) are the origin, $q_{i}= \pm(0, \sqrt{b})$ for $i=1,2$ and

$$
p_{i}= \pm\left(\sqrt{3 b \mu /\left(9 \mu^{2}-1\right)}, \pm \sqrt{-b /\left(9 \mu^{2}-1\right)}\right)
$$

for $i=1,2,3,4$ and $\mu \neq \pm 1 / 3$. Notice that condition (5) for $a=0$ becomes $b>0$. So we are only interested in singular points with $b>0$. The points $q_{1}, q_{2}$ are real for $b>0$. Computing the eigenvalues at $q_{1}, q_{2}$ we get that they are $\pm b \sqrt{-6 \mu}$. So $q_{1}, q_{2}$ are centers when $\mu>0$ and saddles when $\mu<0$. If $\mu=0, q_{1}, q_{2}$ are nilpotent centers. On the other hand, the points $p_{i}$ are real for $b>0$ and $\mu \in(-1 / 3,0]$. The eigenvalues at $p_{i}$ are $\pm 2 \sqrt{3} b \sqrt{\mu /\left(1-9 \mu^{2}\right)}$, so they are centers if $\mu \neq 0$. When $\mu=0$ the points $p_{i}$ coincide with the points $q_{i}$. Proceeding in a similar way than in system (VI) with $a=b=0$ and $c<0$, we conclude that the unique global phase portraits are topologically equivalent to the following ones of Figure 1: 1.10 when $\mu<-1 / 3$; to 1.12 when $\mu \in(-1 / 3,0)$ and to 1.13 when $\mu \geq 0$.

When $\mu=-1 / 3$ the finite singular points of system (VI) are the origin and $q_{i}= \pm(-a / \sqrt{b}, \sqrt{b})$ for $i=1,2$, which are real for $b>0$. Condition (5) for $\mu=-1 / 3$ becomes $\left(a^{2}-b^{2}\right)^{2} / b>0$, so $b>0$ and $a \neq \pm b$. Computing the eigenvalues at $q_{1}, q_{2}$ we get that they are $\pm \sqrt{2\left(a^{2}-b^{2}\right)^{2} / b^{2}}$ and so they are saddles. Proceeding as in the previous cases, we analyze the realizable phase portraits taking into account the possible saddle connections and we conclude that the unique global phase portraits are topologically equivalent to 1.11 of Figure 1 which is realized for instance when $a=1, b=2 c=0$ and $\mu=-1 / 3$.

When $\mu=1 / 3$ the finite singular points of system (VI) are the origin and $q_{i}= \pm(a / \sqrt{b}, \sqrt{b})$ for $i=1,2$, which are real for $b>0$. Condition (5) for $\mu=1 / 3$ becomes $\left(a^{2}+b^{2}\right)^{2} / b>0$, so $b>0$. Computing the eigenvalues at $q_{1}, q_{2}$ we get that they are $\pm \sqrt{-2\left(a^{2}+b^{2}\right)^{2} / b^{2}}$ and so they are centers. All global phase portraits are topologically equivalent to 1.13 of Figure 1.

Assume now that $a>0$ and $\mu \notin\{-1 / 3 ; 1 / 3\}$. Proceeding as we did for the finite singular points of systems $(\mathrm{V})$ we have the following lemma.

Lemma 7. Assume that $(a, b, \mu)$ with $a>0$ and $\mu \notin\{-1 / 3 ; 1 / 3\}$ satisfy (5). Then, there exists at most six finite singular points, different from the origin, for system (VI). The values of $(a, b, \mu)$ for which the number of different real solutions of system (17) can change are when either $C_{1}(a, b, \mu)=0$, or

$$
\begin{align*}
C_{2}(a, b, \mu) & =0 \text { with } \\
& C_{1}(a, b, \mu)=a^{2}\left(9 \mu^{2}+1\right)+54 b^{2} \mu^{3} \\
& C_{2}(a, b, \mu)=-\left(1-6 \mu^{2}-3 \mu^{4}\right) a^{2} b^{2}-4 a^{4} \mu^{3}-4 b^{4} \mu^{3} \tag{18}
\end{align*}
$$

Proof. We compute the Groebner basis for the polynomials in (17) and we obtain nine polynomials. One of the polynomials, after dividing by $-y^{3} / b^{2}$ ( $y \neq 0$, because the unique singular point with $y=0$ is the origin) is

$$
\begin{aligned}
& b\left(a^{4}+6 a^{2} b^{2} \mu+b^{4}\right)-3\left(3 a^{4} \mu^{2}+18 a^{2} b^{2} \mu^{3}+b^{4}\left(1-6 \mu^{2}\right)\right) y^{2} \\
& \quad+3 b\left(9 \mu^{2}-1\right)\left(2 a^{2} \mu+b^{2}\left(3 \mu^{2}-1\right)\right) y^{4}-b^{2}\left(1-9 \mu^{2}\right)^{2} y^{6}
\end{aligned}
$$

Introducing the variable $z=y^{2}$ we get the cubic equation

$$
\begin{align*}
C= & b\left(a^{4}+6 a^{2} b^{2} \mu+b^{4}\right)-3\left(3 a^{4} \mu^{2}+18 a^{2} b^{2} \mu^{3}+b^{4}\left(1-6 \mu^{2}\right)\right) z \\
& +3 b\left(9 \mu^{2}-1\right)\left(2 a^{2} \mu+b^{2}\left(3 \mu^{2}-1\right)\right) z^{2}-b^{2}\left(1-9 \mu^{2}\right)^{2} z^{3} \tag{19}
\end{align*}
$$

Since we are in the case $\mu \neq \pm 1 / 3, C$ is always a cubic equation. Recall that the number of finite singular points can change when $\mu= \pm 1 / 3$. The discriminant of the cubic $C$ is

$$
27 a^{2} b^{4}\left(1-9 \mu^{2}\right)^{2}\left(C_{1}(a, b, \mu)\right)^{2} C_{2}(a, b, \mu)
$$

where $C_{1}(a, b, \mu)$ and $C_{2}(a, b, \mu)$ are given in (18). The sign of the discriminant is the sign of $C_{2}(a, b, \mu)$. Hence, if $C_{2}(a, b, \mu)<0$ there is a unique real solution for $C=0$ and if $C_{2}(a, b, \mu)>0$ there are three different real solutions for $C=0$. Moreover, if either $C_{2}(a, b, \mu)=0$ or $C_{1}(a, b, \mu)=0$ there are two real solutions (at least one which is double). Each positive root of $C=0$ will give two solutions in $y$ for system (VI). Now we find how many solutions we can have in the variable $x$ for each solution in the variable $y$.

The Groebner basis has a polynomial in the variables $x$ and $y$, linear in $x$ with the coefficient in $x$ equal to $a C_{1}(a, b, \mu)$ where $C_{1}(a, b, \mu)$ is given in (18). If $C_{1}(a, b, \mu) \neq 0$, for each $y$ coming from a solution of the cubic equation $C=0$ in (19), there exists a unique solution in $x$. When $C_{1}(a, b, \mu)=0$, we take the polynomial in the Groebner basis which is also linear in $x$ and whose coefficient in $x$ is $a \widetilde{C}_{1}(a, b, \mu)$ with $\widetilde{C}_{1}(a, b, \mu)=2 y^{2}+3 a^{2} \mu / b+2 b\left(9 \mu^{2}-1\right)$. If $C_{1}(a, b, \mu)=0$ and $\widetilde{C}_{1}(a, b, \mu) \neq 0$, there exists also a unique solution in $x$ for each solution $y$ coming from the cubic equation $C=0$. Finally, we analyze the case $C_{1}(a, b, \mu)=0$ and $\widetilde{C}_{1}(a, b, \mu)=0$. Solving system $C_{1}(a, b, \mu)=\widetilde{C}_{1}(a, b, \mu)=0$ we get the solution

$$
b=b_{1}=\frac{a}{3 \sqrt{6}} \sqrt{-\frac{1+9 \mu^{2}}{\mu^{3}}}, \quad y=y_{1}= \pm \sqrt{-\frac{a}{3 \sqrt{6} \mu^{3}} \sqrt{-\frac{\mu^{3}}{1+9 \mu^{2}}}}
$$

defined for $\mu<0$ (note that if $\mu=0$, then $\left.C_{1}(a, b, \mu) \neq 0\right)$ and the solution

$$
b=-\frac{a}{3 \sqrt{6}} \sqrt{-\frac{1+9 \mu^{2}}{\mu^{3}}}, \quad y= \pm \sqrt{\frac{a}{3 \sqrt{6} \mu^{3}} \sqrt{-\frac{\mu^{3}}{1+9 \mu^{2}}}},
$$

which is always complex. We substitute each solution $y$ into the remaining polynomials of the Groebner basis and we obtain the two different solutions for $x$

$$
x=\frac{a\left(\mu\left(1+9 \mu^{2}\right) y_{1} \pm \sqrt{\mu^{2}\left(-1+9 \mu^{2}\right) b_{1}}\right)}{6 \mu^{2} b_{1}}
$$

In short, there exists at most six finite singular points for system (VI). This proves the claim. We observe that the number of different real solutions of system (17) can change when $\mu= \pm 1 / 3$, or when $(a, b, \mu)$ satisfy $C_{2}(a, b, \mu)=$ 0 , or $C_{1}(a, b, \mu)=\widetilde{C}_{1}(a, b, \mu)=0$ (this last case corresponds to $\left.\mu<0\right)$. This ends the proof.

In view of Section 2, the finite singular points are either elementary or nilpotent. Hence they are either centers, saddles or cusps.

Lemma 8. Assume that $(a, b, \mu)$ with $a>0$ and $\mu \notin\{-1 / 3 ; 1 / 3\}$ satisfy (5). Then, there exist at most two non-elementary finite singular points of systems (17) which are nilpotent, different from the origin and occur when the parameters $(a, b, \mu)$ satisfy $C_{2}(a, b, \mu)=0$, with $C_{2}(a, b, \mu)$ given in (18).

Proof. We compute the Groebner basis for the polynomials in (17) together with the determinant of the linear parts of (17) and we obtain sixteen polynomials. One of the polynomials of the Groebner basis is

$$
-y^{2}\left(b C_{3}(a, b, \mu)\right)^{2} C_{2}(a, b, \mu)
$$

where $C_{3}(a, b, \mu)=\left(a^{4}+b^{4}+6 a^{2} b^{2} \mu\right) / b$. Hence, since by condition (5) $C_{3}(a, b, \mu) \neq 0$ in order that the solution is non-elementary we must have $(a, b, \mu) \in \mathbb{R} \times \mathbb{R}^{+} \times \mathbb{R}$ such that $C_{2}(a, b, \mu)=0$.

The Groebner basis has a polynomial in the variable $y$ that, once divided by $y^{2}$, becomes $A y^{2}+B$ where

$$
A=5\left(-1+\mu^{2}\right)\left(-1+9 \mu^{2}\right)^{2}\left(1+3 \mu^{2}\right)^{2}
$$

and

$$
\begin{aligned}
b^{9} B= & 16 a^{10}\left(2 \mu^{7}-8 \mu^{5}+\mu^{3}\right)+4 a^{8} b^{2}\left(90 \mu^{8}-392 \mu^{6}+95 \mu^{4}-14 \mu^{2}+1\right) \\
& +16 a^{6} b^{4} \mu\left(54 \mu^{8}-308 \mu^{6}+161 \mu^{4}-40 \mu^{2}+3\right) \\
& +a^{4} b^{6}\left(-864 \mu^{10}-735 \mu^{8}+5132 \mu^{6}-1490 \mu^{4}+28 \mu^{2}+9\right) \\
& +2 a^{2} b^{8} \mu\left(99 \mu^{8}-284 \mu^{6}+938 \mu^{4}-340 \mu^{2}+27\right)+ \\
& b^{10}\left(57 \mu^{8}-68 \mu^{6}+146 \mu^{4}-60 \mu^{2}+5\right) .
\end{aligned}
$$

It has also a polynomial in the variables $x$ and $y$, linear in $x$ with the coefficient $a\left(-1+9 \mu^{2}\right)$. Recall that we have assumed that $\mu \neq \pm 1 / 3$. Hence if $\mu \neq \pm 1$ systems (VI) can have at most two nilpotent finite singular points and they must satisfy $C_{2}(a, b, \mu)=0$. If $\mu=1$, then $A=0$ and $B=$ $-80\left(b C_{3}(a, b, \mu)\right)^{2}\left(a^{2}-b^{2}\right)$. Assume $b= \pm a$ (this condition comes from $\left.C_{2}(a, b, 1)=0\right)$. Then, we find the following polynomial in the Groebner basis

$$
6400 y^{2}\left(a \mp 2 y^{2}\right)^{2}
$$

Hence if $\mu=1$ systems (VI) can have at most two nilpotent finite singular points and they must satisfy $C_{2}(a, b, \mu)=0$. If $\mu=-1$ then $B=$
$80\left(b C_{3}(a, b, \mu)\right)^{2}\left(a^{2}+b^{2}\right)$. Since by condition (5) we have $C_{3} \neq 0$ and $B \neq 0$ we conclude that there are no solutions in this case. This ends the proof of the lemma.

We introduce the variable $\bar{b}=b / a$ (recall $a>0$ ). Note that the curves $C_{1}(a, b, \mu)=0, C_{2}(a, b, \mu)=0$ and the condition in $(5)\left(C_{3}(a, b, \mu)>0\right)$ can be written as
$C_{1}(\bar{b}, \mu)=1+9 \mu^{2} 54 \bar{b}^{2} \mu^{3}=0, C_{2}(\bar{b}, \mu)=-\left(1-6 \mu^{2}-3 \mu^{4}\right) \bar{b}^{2}-4 \mu^{3}-4 \bar{b}^{4} \mu^{3}=0$, and

$$
C_{3}(\bar{b}, \mu)=\frac{1+\bar{b}^{4}+6 \bar{b}^{2} \mu}{\bar{b}}>0
$$

Let

$$
\begin{aligned}
& \bar{b}= \pm \bar{b}_{1}(\mu)= \pm \frac{1}{3 \sqrt{6}} \sqrt{-\frac{9 \mu^{2}+1}{\mu^{3}}} \\
& \bar{b}= \pm \bar{b}_{2}^{ \pm}(\mu)= \pm \frac{1}{2 \sqrt{2}} \sqrt{\frac{-1+6 \mu^{2}+3 \mu^{4} \pm \sqrt{\left(-1+\mu^{2}\right)^{3}\left(-1+9 \mu^{2}\right)}}{\mu^{3}}} \\
& \bar{b}= \pm \bar{b}_{3}^{ \pm}(\mu)= \pm \sqrt{-3 \mu \pm \sqrt{-1+9 \mu^{2}}}
\end{aligned}
$$

be the solutions of $C_{1}(\bar{b}, \mu)=0, C_{2}(\bar{b}, \mu)=0$ and $C_{3}(\bar{b}, \mu)=0$ respectively. After studying the behavior of the curves $C_{1}(\bar{b}, \mu)=0, C_{2}(\bar{b}, \mu)=0$ and $C_{3}(\bar{b}, \mu)=0$ on the plane $(\bar{b}, \mu)$ we conclude that these curves divide the region $S$ into the point $p_{0}=\{(\bar{b}, \mu)=(1,1)\}$ and ten different regions (see Figure 4) which are

$$
\begin{aligned}
R_{1} & =\left\{(\bar{b}, \mu):-\bar{b}_{3}^{+}(\mu)<\bar{b}<\bar{b}_{1}(\mu), \mu<-1 / 3\right\} \\
R_{2} & =\left\{(\bar{b}, \mu):-\bar{b}_{1}(\mu)<\bar{b}<-\bar{b}_{3}^{-}(\mu), \mu<-1 / 3\right\} \\
R_{3} & =\left\{(\bar{b}, \mu): 0<\bar{b}<\bar{b}_{3}^{-}(\mu), \mu<-1 / 3\right\} \\
R_{4} & =\left\{(\bar{b}, \mu): 0<\bar{b}<\bar{b}_{2}^{+}(\mu),-1 / 3<\mu<0\right\} \\
R_{5} & =\left\{(\bar{b}, \mu): \bar{b}>\bar{b}_{3}^{+}(\mu), \mu<-1 / 3\right\} \\
R_{6} & =\left\{(\bar{b}, \mu): \bar{b}>\bar{b}_{2}^{-}(\mu),-1 / 3<\mu<0\right\} \\
R_{7} & =\left\{(\bar{b}, \mu): \bar{b}_{1}(\mu)<\bar{b}<\bar{b}_{2}^{-}(\mu),-1 / 3<\mu<0\right\} \\
R_{8} & =R_{81} \cup R_{82}, \quad R_{9}=R_{91} \cup R_{92} \cup R_{93} \\
R_{10} & =\left\{(\bar{b}, \mu): \bar{b}_{2}^{-}(\mu)<\bar{b}<\bar{b}_{2}^{+}(\mu), 1<\mu\right\}
\end{aligned}
$$

where

$$
\begin{aligned}
& R_{81}=\left\{(\bar{b}, \mu): \bar{b}_{2}^{+}(\mu)<\bar{b}<\bar{b}_{1}(\mu),-1 / 3<\mu<0\right\} \\
& R_{82}=\{(\bar{b}, \mu): \bar{b}>0,0 \leq \mu<1 / 3\} \\
& R_{91}=\{(\bar{b}, \mu): \bar{b}>0,1 / 3<\mu<1\} \\
& R_{92}=\left\{(\bar{b}, \mu): 0<\bar{b}<\bar{b}_{2}^{-}(\mu), 1 \leq \mu<+\infty\right\} \\
& R_{93}=\left\{(\bar{b}, \mu): \bar{b}>\bar{b}_{2}^{+}(\mu), 1 \leq \mu<+\infty\right\}
\end{aligned}
$$



Figure 4. The region $S$ in gray. The curves $C_{1}(\bar{b}, \mu)=$ 0 (thick continuous line), $C_{2}(\bar{b}, \mu)=0$ (dashed lines) and $C_{3}(\bar{b}, \mu)=0$ (thin continuous line). The regions $R_{i}$ for $i=$ $1, \ldots, 10$.

We compute the number of finite singular points of systems (VI) other than the origin in each region $R_{i}$ and on the curves that delimit these regions. We get: two saddles on $R_{1}, R_{2}, R_{3}, R_{5}$, and $\left\{\left(-\bar{b}_{1}(\mu), \mu\right)\right\} \cap S$ (proceeding as in the previous cases with possible saddle connections we conclude that the global phase portraits are topologically equivalent to 1.10 of Figure 1); two centers on $R_{7}, R_{8}, R_{9}$ and $\left\{\left(\bar{b}_{1}(\mu), \mu\right)\right\} \cap S$ (the global phase portraits in these regions are topologically equivalent to 1.13 in Figure 1); two saddles and four centers on $R_{4}, R_{6}$ and $R_{10}$ (proceeding again as in the previous cases with possible saddle connections we conclude that the global phase portraits are topologically equivalent to 1.12 of Figure 1); and two centers and two cusps on $\left\{\left(\bar{b}_{2}^{ \pm}(\mu), \mu\right)\right\} \cap S$ (this last case comes from the fact that the sum of the indices of the four finite singular points (none of them being the origin) must be four (see Theorems 3 and 4), that at most we have two cusps (see Lemma 8) and the symmetry with respect to the origin). Hence, on $\left\{\left(\bar{b}_{2}^{ \pm}(\mu), \mu\right)\right\} \cap S$, the unique global phase portrait is topologically equivalent to 1.14 in Figure 1). Finally, when $(\bar{b}, \mu)=p_{0}$ that is, $b=a$ and $\mu=1$, by direct computations we get the two finite singular points ( $\pm \sqrt{a} / \sqrt{2}, \pm \sqrt{a} / \sqrt{2}$ ) besides the origin. They are nilpotent singular points and using Theorem 3.5 in [7] we conclude that they are nilpotent centers. Then, the unique global phase portrait is topologically equivalent to 1.13 in Figure 1.

## Acknowledgements

The first author is partially supported by a FEDER-MINECO grant MTM2016-77278-P, and a MINECO grant MTM2013- 40998-P. The second
author is partially supported by FCT/Portugal through UID/MAT/04459/ 2013.

## References

[1] M.J. Álvarez, A. Ferragut and X. Jarque A survey on the blow up technique, Int. J. Bifurcation and Chaos 21 (2011), 3103-3118.
[2] J.C. Artés, J.Llibre and N. Vulpe, Quadratic systems with an integrable saddle: A complete classification in the coefficient space $\mathbb{R}^{12}$, Nonlin. Anal. 75 (2012), 54165447.
[3] I.E. Colak, J. Llibre, and C. Valls, Hamiltonian linear type centers of linear plus cubic homogeneous polynomial vector fields, J. Differential Equations 257 (2014), 1623- 1661.
[4] I.E. Colak, J. Llibre, and C. Valls, Hamiltonian nilpotent centers of linear plus cubic homogeneous polynomial vector fields, Advances in Mathematics 259 (2014), $655-687$.
[5] I.E. Colak, J. Llibre, and C. Valls, Bifurcation diagrams for Hamiltonian linear type centers of linear plus cubic homogeneous polynomial vector fields, J. of Differential Equations 258 (2015), 846-879.
[6] I.E. Colak, J. Llibre, and C. Valls, Bifurcation diagrams for Hamiltonian nilpotent centers of linear plus cubic homogeneous polynomial vector fields, J. of Differential Equations 262 (2016), 5518-5533.
[7] F. Dumortier, J. Llibre and J.C. Artés, Qualitative Theory of Planar Differential Systems, Springer Verlag, New York, (2006).
[8] H. Dulac, Détermination et integration d'une certaine classe d"equations différentielle ayant par point singulier un centre, Bull. Sci. Math. 32 (1908), 230-252.
[9] P. Joyal and C. Rousseau, Saddle quantities and applications, J. Differential Equations 78 (1999), 374-399.
[10] D. Schlomiuk, J. Guckenheimer and R. Rand, Integrability of plane quadratic vector fields, Exp. Math. 8 (1990), 673-688.

Facultat de Ciències i Tecnologia. Universitat de Vic - Universitat Central de Catalunya (UVic-UCC), C. de la Laura, 13,08500 Vic, Spain

Email address: montserrat.corbera@uvic.cat

Departamento de Matemàtica, Instituto Superior Técnico, Universidade de Lisboa, 1049-001 Lisboa, Portugal

Email address: cvalls@math.ist.utl.pt


[^0]:    2010 Mathematics Subject Classification. 34C05, 34C07, 34C08.
    Key words and phrases. polynomial Hamiltonian systems, nilpotent saddle, phase portrait, Poincaré compactification.

