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during the first wave of outbreaks in the United States.

Methods: A spatial-temporal data-set was created from a variety of relevant data sources. A unique data-driven
study design was implemented to assess the relationship between COVID-19 infection and death epidemic
doubling times and explanatory variables using a Generalized Additive Model (GAM).

Results: The main factors associated with infection doubling times are higher population density, home
overcrowding, manufacturing, and recreation industries. Poverty was also an important predictor of faster
epidemic growth perhaps because of factors associated with in-work poverty-related conditions, although
poverty is also a predictor of poor population health which is likely driving infection and death reporting. Air
pollution and diabetes were other important drivers of infection reporting. Warmer temperatures are associated
with slower epidemic growth, which is most likely explained by human behaviors associated with warmer
locations i.e. ventilating homes and workplaces, and socializing outdoors. The main factors associated with
death doubling times were population density, poverty, older age, diabetes, and air pollution. Temperature
was also slightly significant slowing death doubling times.

Conclusions: Such findings help underpin current understanding of the disease epidemiology and also supports
current policy and advice recommending ventilation of homes, work-spaces, and schools, along with social
distancing and mask-wearing. Given the strong associations between doubling times and the stringency index,
it is likely that those states that responded to the virus more quickly by implementing a range of measures
such as school closing, workplace closing, restrictions on gatherings, close public transport, restrictions on
internal movement, international travel controls, and public information campaigns, did have some success
slowing the spread of the virus.

1. Introduction (US), the country that currently stands with the highest number of
fatalities.
In the US and in other European countries like the United Kingdom,

governments and public health systems were initially caught off guard

The current COVID-19 pandemic is posing severe challenges to
health systems, societies, and economies worldwide. At the time of

writing, the SARS-CoV-2 virus has already infected more than 175
million people globally and caused 3.7 M deaths. In addition, the long-
term health impacts on those who have recovered from the SARS-CoV-2
infection are still unknown (Mahase, 2020). Approximately a sixth of
the total deaths — more than 600,000 — occurred in the United States
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by the sudden and rapid spread of the virus. This was partly due to a
lack of political preparedness and a coherent strategy; lack of public
health resources after years of cuts to public health budgets; or to
the adoption of the wrong or no policy in terms of mask-wearing,
contact tracing, border controls, or lack of testing to detect community
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transmission (Altman, 2020; Lee et al., 2021; Dyer, 2020; Ham, 2021;
Nowroozpoor et al., 2020; Lewis(a), 2020). Furthermore, the scientific
community took some time to reach a general consensus regarding the
modes of transmission of the virus; in particular, airborne dispersal
was not considered a major pathway at the beginning of the pandemic,
and this inhibited control and containment strategies (Lewis(b), 2020).
Even though thousands of papers have been written on COVID-19
related topics in the past year or so, many questions still remain
unanswered, especially in terms of how SARS-CoV-2 transmission is
influenced by aspects of the economy, environment, and health. A
better understanding of how these factors interact can help us to design
timely health prevention and control strategies, and to develop better
predictive models for public health risk management of SARS-CoV-2
and other novel coronaviruses (Barouki et al., 2021).

This study explores how some of the macro-level drivers of epidemic
growth in the United States are associated with COVID-19 infection and
death doubling times during the first wave of the pandemic (in early
2020). The reason for selecting the United States is not only that it
is one of the hardest-hit countries, but also that it provides us with a
unique opportunity to study this phenomenon at a macro-scale, since it
encompasses a diverse range of climate types over a vast geographical
area, with a somewhat homogeneous political system, allowing us to
disentangle the effects of the environment from demographic and socio-
economic factors. Furthermore, the scientific institutions of the United
States offer a vast quantity of high-quality data which allows us to
investigate our research question rigorously. By focusing on the first
wave of the pandemic, it is possible to better isolate the effects of
demographic, socio-economic and environmental factors, since it took
some time for the population to adopt self-protective behaviors like vac-
cination, social distancing and mask-wearing; it also took some time for
state governments to apply containment measures, like school closures,
limits on gathering and non-essential business closures (Lewis(a), 2020;
Papageorge et al., 2021; Margraf et al., 2020).

The empirical strategy for this study relies on county-level mor-
bidity and mortality data as the main unit of analysis, which consists
of counts of individual infections and deaths, aggregated per county.
The use of data aggregated at the county level means we cannot
make individual level inferences and adjust for individual-level risk
factors e.g. age, gender, and occupation. Nevertheless, this type of
empirical investigation maintains high merit, as it enables a quick
exploration of geographic associations between the disease and the
predictor variables, which can instigate further debate on this topic
and may trigger more refined channels of research. The next subsection
presents a short analytical framework, explaining how demographic,
socio-economic, climate and health factors, as well as containment
measures, are expected to influence the spread of the disease, and
describes the variables selected to measure such factors.

1.1. Analytical framework

SARS-CoV-2 transmission takes place through 4 major pathways
including exchange of saliva and mucus through human to human phys-
ical contact, indirect contact via fomites, or inhalation of large droplets
and fine aerosols (Leung, 2021; Lewis(b), 2020). Social distancing can
be one of the most effective measures to limit transmission, but this
can be rendered ineffective in closed spaces with poor ventilation since
the virus can transmit through long-distance airborne dispersal (Zhang
et al., 2020; Nissen et al., 2020; Lewis(b), 2020). This study emphasizes
demographic, socio-economic and climate factors can influence human
to human contact and proximity, and can therefore modulate SARS-
CoV-2 transmission (CDC, 2020b). Data on government containment
measures will also be analyzed since they can moderate SARS-CoV-2
transmission, and therefore morbidity and mortality reporting.
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1.1.1. Demographic/socio-economic factors

Given the transmission pathways of SARS-CoV-2, as a priori, we
would expect to see more infections occur in locations with higher
population densities (e.g., metropolitan areas, cities) with high public
transport usage, overcrowded living spaces, and industries where busi-
ness takes place indoors—all of which naturally bring people into closer
contact, allowing airborne transmission to take place. To represent this
in the models, variables were selected representing population density,
public transport usage and household overcrowding. We would also
expect areas with a higher number of new residents arriving from
abroad or out of state, to have had a larger number of outbreaks during
the early stages of the pandemic through importation of the virus from
infected areas. To represent this in the model, a variable was built that
captured the annual rate of new residents arriving to a county from
abroad or a different state.

At the beginning of the pandemic, it took some time before a
consensus was reached about airborne transmission (Zhang et al., 2020;
Altman, 2020; Leung, 2021; Lewis(b), 2020; Tang et al., 2021), which
had major implications for early policy and practice, like improving
ventilation in workspaces and adoption of behavioral changes like
mask-wearing. We would expect the adoption of self-protective health
behaviors (e.g., social distancing, work from home) that can reduce
the chance of contracting and spreading the virus (Papageorge et al.,
2021; Mongey et al., 2020; Fana et al., 2020) to be harder for low
skilled workers or those working in specific economic sectors (like
manufacturing). Moreover, the inability to self protect may be accen-
tuated for those who suffer from in-work poverty or precariousness
since they may also be obliged to work, even when suffering with
symptoms, because of a lack of sick pay, fear of losing a day’s salary
and top-down pressures (Whitehead et al., 2021; Patel et al., 2020;
Finch and Hernandez Finch, 2020). These factors are represented in
the empirical models using variables that capture unemployment rates,
employment levels in key economic sectors, education of the labor
force, and poverty.

1.1.2. Environmental factors

Meteorological factors may affect SARS-CoV-2 transmission by al-
tering human behavior; a basic assumption is people are likely to
stay indoors on days with very low or very high temperatures, and/or
high rainfall. Furthermore, as a priori, we would expect people to bet-
ter ventilate their homes/workspaces in places with warmer climates
(e.g., leave their windows open, use wall and ceiling fans), which could
have an observable overall effect on disease transmission. To represent
these factors in the models, variables were selected representing av-
erage rainfall, temperate and relative humidity. Meteorological factors
can also change the transmission potential and decay rate of the virus
in air and on surfaces by altering its stability. (Schuit et al., 2020; Chan
et al., 2011). Strong UV light can also inactivate SARS-CoV-2; however,
this was not considered a significant predictor for COVID-19 infections
and mortality since most transmission takes place indoors (de Oliveira
et al., 2021).

1.1.3. Health factors

Initial reports from the ECDC (ECDC, 2020), the WHO (WHO, 2020)
and the CDC (CDC, 2020a) suggest that those most at risk of serious
morbidity and mortality are older people and people with underlying
health conditions such as diabetes, obesity, respiratory diseases, cancer,
and cardiovascular diseases, poverty is a major risk factor of poor
population health and is correlated with such conditions (CDC, 2021;
Drewnowski and Specter, 2004; Hawkins et al., 2012; Addo et al., 2012;
Ward et al., 2004). As a priori, we would expect locations with higher
proportions of residents with underlying health conditions to report
more infections and deaths. To represent this in the models, variables
were selected that capture the age structure of the population, poverty
rates, long term air pollution to proxy underlying pulmonary health
conditions and the prevalence of diabetes.
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1.1.4. Containment measures

State governments implemented a wide range of measures to tackle
COVID-19 outbreaks such as school closures, workplace closures, re-
strictions on gatherings, close public transport, stay at home require-
ments, restrictions on internal movement, international travel controls
and public information campaigns, all of which could have had some
success in suppressing the spread of the disease (Hale et al., 2021), such
containment measures would moderate the effects of the risk factors
and drivers of disease transmission. To account for this in the models
a “Stringency Index” variable was selected that reflects the level of
a state government’s response to COVID-19 outbreaks, by quantifying
how many measures were implemented and to what degree they were
applied. The equations used to construct the “Stringency Index” will
be further explained in the next section. Compulsory stay at home
orders (lock-downs) were not included in the “Stringency Index”, since
they were used to determine the temporal cut off points of the study
window, this is also explained in the section.

2. Methods

All data were aggregated at the county level, apart from some data
on containment measures which are presented at state level. Below a
detailed description of the data sources.

2.1. Data collection and processing

2.1.1. Morbidity and mortality data

SARS-CoV-2 morbidity and mortality data were sourced from Johns
Hopkins University’s Centre for Systems Science and Engineering’s
(CSSE) GitHub repository (CSSE, 2020). In general, during the first
wave of outbreaks in the US, testing was conducted only on those
reporting more serious symptoms (see Additional file 1—COVID policy
tracker). Almost all diagnostic testing for COVID-19 was done with the
PCR-based methods, using nasopharyngeal or oropharyngeal specimens
(nose or throat swabs).

2.1.2. Demographic, socio-economic and population health data

Data on county population, public transport usage, population age
structure, health insurance coverage, immigration, disabilities, and
household overcrowding were sourced from the United States Census
Bureau using 2015-2019 ACS 5-year estimates (USCB, 2020). To stan-
dardize data across counties, all appropriate variables were converted
to percentages/averages of the total county population. A household
was considered overcrowded if the number of rooms was less than
the number of inhabitants (above 1.01 people per room), this figure
included all rooms in a household (not just bedrooms). The disabilities
measure captured various health conditions such as difficulty seeing
or hearing, restricted movement, learning disabilities, cerebral palsy
or other developmental disabilities, or intellectual or mental health
disabilities (Taylor, 2014).

Population density per km? was calculated using R’s SF package
and the United States Census Bureau Cartographic county-level shape-
files. Because the range of population density values was very wide, all
values above 2500 km2 were capped to this value. This modification
was tested in the final models and did not affect the results and allowed
for better interpretability of the results.

County-level data on unemployment (%), median household in-
come ($), and poverty % were sourced from the USDA Economic
Research Service (ERS, 2020). The “Poverty %” indicator represents
the percentage of people/families whose earnings are less than the
threshold designated by the Census Bureau’s set of money income
thresholds. Data on diabetes prevalence were sourced from the CDC’s
diabetes atlas (CDC, 2019). Economic dependence of a county was
represented using the ERS county-level typology data-set (ERS, 2020),
this breaks down a county into one of 6 major economic typologies:
farming, mining, manufacturing, federal/state government, recreation,
and non-specialized.
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2.1.3. Environmental data

Temperature (°C), precipitation (1/100”), and relative humidity
data were sourced from the Global Surface Summary of the Day (GSOD)
data provided by the US National Climatic Data Center (NCDC) (NCEI,
2021). This data-set provides daily GPS observations from all weather
stations situated in the US. To join county data with the GSOD weather
observations, centroids were created for each county using R’s SF
package and the United States Census Bureau’s county shape-files. The
K-nearest neighbor join function in R’s SF package was used to create
a spatial join between the weather stations (GPS coordinates) and the
county centroids. Mean climate values were created for a county-based
on data from a maximum of 10 nearest weather stations within a
100 km radius of each county centroid.

Data on air quality was sourced from the United States Environ-
mental Protection Agency (EPA, 2020). Annual maximum reported Air
Quality Index (AQI) values were used, taken over a 20-year average.
This indicator was derived from data from EPA’s AQS (Air Quality
System) database. The EPA establishes an AQI based on five major
air pollutants including ground-level ozone (O;), particle pollution
(also known as particulate matter, including PM2.5 and PM10), carbon
monoxide CO sulfur dioxide (SO,) and nitrogen dioxide (NO,). The U.S.
AQI index runs from 0 to 500. The higher the AQI value, the greater the
level of air pollution and the greater the health concern. The AQI is di-
vided into 6 categories, each corresponding to a different level of health
concern; generally, they represent 0 to 50—good; 51 to 100—moderate;
51 to 100—unhealthy for sensitive groups; 151 to 200—unhealthy; 201
to 300—very unhealthy; 301 and higher—hazardous.

2.1.4. Containment measures

Data on county-level stay-at-home orders (lock-down) were ex-
tracted from the CDC’s “U.S. State, Territorial, and County Stay-At-
Home Orders” dataset (DATA.CDC.GOV, 2020). This dataset provides
information on county-level executive orders, administrative orders,
resolutions, and proclamations and can be used to determine the date
of county-level stay-at-home orders (lock-down).

Data on state-level containment measures were sourced from the
Oxford COVID-19 Government Response Tracker (OxCGRT) data set
(OxCGRT, 2020). The “Stringency Index” variable from this dataset was
used to account for the application of state-level containment measures
in the final models. The composite time-series measure, ranging from
0 to 100 (100 = strictest) is based on 9 response indicators including
data on school closing, workplace closing, restrictions on gatherings,
close public transport, stay at home requirements, restrictions on in-
ternal movement, international travel controls, and public information
campaigns. The indicator reflects the level of a state government’s
response to COVID-19 outbreaks and quantifies how many measures
were implemented, and to what degree they were implemented. The
index cannot ascertain whether a government’s policy has been imple-
mented effectively nor the effectiveness of an individual measure (Hale
et al., 2021). To get an estimate of a government’s response leading up
to the first lock-down (compulsory stay at home order), the average
stringency index value was calculated using a time window: from the
day the first 5 infections were reported the day before the first lock-
down. Arkansas, Iowa, Nebraska, North Dakota, and South Dakota did
not implement state-wide lock-downs. In these states, the average score
was calculated from the day the first infections were reported to the
last lock-down date in our sample (2020-07-04) to make this value
comparable to other states.

2.2. Study design

The spread of the disease (epidemic growth) is modeled by calcu-
lating COVID-19 infection and death doubling times; these measures
were then used as dependent variables to explore associations between
epidemic growth, demographic, socio-economic, environmental, and
health factors. Doubling times capture exponential growth, in this
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Fig. 1. Study design: capturing epidemic growth.

instance, the number of days taken for cases and deaths to double. This
measure has several advantages: first, it provides a way of standardizing
differences in sampling effort between different locations and health
authorities; second, because it provides us with a time determinant
measure to facilitate understanding of the spread of the virus. In other
words, this metric not only has the advantage of accounting for popula-
tion size but also incorporates a time dimension. Therefore, COVID-19
transmission is measured by calculating doubling times for infections
and deaths, at the county level (Kroger and Schlickeiser, 2020; Lurie
et al., 2020; Muniz-Rodriguez et al., 2020; Pellis et al., 2021).

2.2.1. Calculating infection and death doubling times

Doubling times were calculated by capturing a window of infection
opportunity, which started on the date a minimum number of infec-
tions/deaths were detected in a county, to the date of the first major
state or county level intervention was implemented i.e. compulsory
stay-at-home orders, otherwise known as a lock-down (see Fig. 1). A
time lag was also applied to the doubling times in order to account for
the time infection or mortality events took place, since there is a lag
between the date an event is reported (a case or death) and the date
the transmission event took place. Therefore all infection and mortality
data was lagged by a maximum incubation period (onset of symptoms)
or a maximum time from final infection to death, these are further
described below.

For the calculation of the infection doubling times, the count was
started when the county reached a minimum of 50 confirmed infec-
tions, over a minimum 7 day reporting period. Any county that did not
meet this requirement was excluded from the study.

Since the mortality data-set contained fewer observations than the
infections data set, the count was set when the county reported a min-
imum of 20 deaths over a minimum 7 day reporting period. Although
these values yielded enough observations to carry out the study on
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mortality doubling times, the doubling times may be less stable than
that of the case data-set.

Again, any county that did not meet this requirement was excluded
from the study.

To calculate the infection and death doubling times for each county,
the following formulas were applied:

— Eend - E:mrt % 100
Estart
where:

r = growth rate;

E,,, = Start of the event—when the 50 infections/20 deaths are
detected
E,,; = End of the event—cumulative infections/deaths per county at

the lock-down date;
Next, the doubling time is calculated using the following formula:
In(2)

In(1 + ﬁ)

U=

where:
T, = doubling time in days
t = time in days (Estart to Eend)
r = growth rate

Arkansas, lowa, Nebraska, North Dakota, and South Dakota did not
implement a state-wide lock-down (stay at home order), so an artificial
date was set to calculate doubling times, mirroring the latest lock-down
date in our sample (2020-07-04).

2.2.2. Time lags—disease progression

Disease progression was also considered when calculating the dou-
bling times, a time lag was applied to account for the discrepancy
between the date an event was reported (an infection or death) and
the date the transmission event is likely to have took place.

For data on confirmed COVID-19 infections, a lag of 21 days was
set which considers a maximum 14-day incubation period based on
findings from cohort studies by Lauer 2020 (Lauer et al., 2020), with
an extra 7 days to account for any reporting delays. The implication
here is that infection data for anything up to 21 days post lock-down
was used to calculate doubling times.

For the mortality data set, a lag of 42 days was set days which
includes the maximum 14-day incubation period based on findings
from cohort studies by Lauer et al. (2020) and a maximum of 21 days
from the first onset of symptoms to death based on findings from cohort
studies by Verity et al. (2020), plus an extra 7 days to account for
any reporting delays. The implication here is that mortality data for
anything up to 42 days post lock-down was used to calculate doubling
times.

Data on environmental factors were also joined to the lagged county
doubling time variables, meaning that they were linked to the date
when a disease event is likely to have took place, rather than when
reported.

2.2.3. General additive regression model to assess the impact of independent
variables on doubling times at the county level

One of the main issues with the data-set is that it did not meet
some basic assumptions for statistical inference, that is the data are not
independent and identically distributed random variables (iid). More
specifically, observations cannot be considered independent because of
spillover effects from neighboring counties, therefore an appropriate
statistical design was needed to control for a lack of independence
between neighboring counties. A Generalized Additive Model (GAM)
using R’s Mgcv statistical package because of its versatility and ability
to fit complex models that would converge even with low numbers
of observations and could capture potential complex non-linear rela-
tionships. One of the advantages of GAMs is that we do not need to
determine the functional form of the relationship beforehand. In gen-
eral, such models transform the mean response to an additive form so
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Table 1
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Infections data-set - summary statistics. N = 640 (number of counties selected for the study which met the inclusion criteria

laid out in study design section).

Statistic Min Max Mean St. Dev.
Confirmed infections 54 35,571 950.9 2953.7
Incidence per 100,000 15.8 5611.3 277.5 434.1
Study period days 7 40 18.7 7.5
Growth rate (over period) 8 62,305 1503.5 5040.1
Infection doubling times 2.5 72.0 11.6 8.4
County population 5861 10,081,570 373,339.6 657,728.9
Population density per km? 2.0 2500.0 245.3 415.8
Stringency index 11.0 64.1 34.1 10.5
Public transport usage (pop %) 0.0 32.0 1.3 3.1
Median household income ($) 26,348 151,806 65,642.1 18,915.3
Unemployment % 1.8 12.0 3.8 1.2
Population % 65+ 7.9 41.1 16.5 4.2
Poverty % 2.7 36.6 13.1 5.9
Health insurance coverage % 62.2 99.9 98.0 3.0
Annual new arrivals/by pop (%) 0.0 3.1 0.5 0.4
Population % with disabilities 5.0 25.7 13.1 3.3
Population % with diabetes 2.2 23.1 10.1 2.9
Household overcrowding % 0.1 7.0 1.3 1.0
Population % with degree or higher 3.6 29.0 12.6 4.6
Temperature (°C) -3.4 24.7 12.7 6.4
Precipitation (1/100") 0.0 9.2 2.1 1.6
Relative humidity 30.7 86.1 67.0 8.6

Air quality index (AQI) 32,5 347.4 130.4 31.3

that additive components are smooth functions (e.g., splines) of the co-
variates, in which functions themselves are expressed as basis-function
expansions. The spatial auto-correlation in the GAM was approximated
by a Markov random field (MRF) smoother, which represents the spatial
dependence structure in the data. R’s Spdep package was used to
create a queen neighbors list (adjacency matrix) based on counties
with contiguous boundaries i.e., those sharing one or more boundary
points. The local Markov property assumes that a county is condition-
ally independent of all other counties unless they share a boundary.
This feature allows us to model the correlation between geographical
neighbors and smooth over contiguous spatial areas, summarizing the
trend of the response variable as a function of the predictors (Wood,
2017). Models were fit using a gamma distribution, after inspecting
the data, it was concluded that the gamma distribution worked well
with the shape of our response variable, which was positively skewed
(i.e., non-normal, with a long tail on the right). The gamma distribution
is a two-parameter distribution, where the parameters are traditionally
known as shape and rate. Its density function is:
1

B (a)
where a is the shape parameter and f — 1 is the rate parameter
(alternatively, f is known as the scale parameter).

The empirical model can then be written as:

xa—le—x/ﬂ’

fx)=

EY) = f1(X;) + f,(County;)

where the f(.) stands for smooth functions; E(Y); is equal to infection
or death doubling time in county i, which we assume to be gamma-
distributed; Xi - is a vector of demographic, socio-economic, climate,
health and containment variables (as described in the previous section).
county; represents neighborhood structure of the county.

Analysis of model diagnostic tests did not reveal any major issues, in
general residuals appeared to be randomly distributed. For robustness,
models were also fit using the Gaussian and Tweedie distributions, and
also fit using a non-additive-GLM (see Additional file 2).

3. Results

To carry out the empirical analysis, a unique spatial data-set was
compiled that captured potential drivers of human-to-human SARS-
CoV-2 transmission and risk factors of serious infections and mortality
due to COVID-19 in US counties.

3.0.1. Descriptive statistics

Two sources of information were analyzed, data on confirmed in-
fection and deaths. Tables 1 and 2 provide summary statistics for our
final data-sets.

To calculate doubling times, counties were only selected that had
reported at least 50 infections or 20 deaths over a minimum 7-day
period before the first lock-down. Both sources of information were
chosen as they allow us to explore and compare different features and
characteristics of the epidemic. Figs. 1 and 2 map the geographical
distribution for infection and death doubling times in counties that met
our inclusion criteria (colored from red to yellow). Major cities with
populations >250,000 people are highlighted on each map. The coun-
ties first affected by SARS-CoV-2 during the first wave of the epidemic
tended to be located around major cities and metropolitan areas on
the east coast, mid west, and south of the United States, with high
population density and presumably higher numbers of international
and domestic travelers.

3.0.2. Regression results

It was not possible to explore the individual impact of all the
variables in our data-set because of collinearity issues (see Additional
file 2). Public transport was positively correlated with population den-
sity so therefore removed from the analysis. Median income was also
removed from the analysis because it was positively correlated with
education, and negatively correlated with poverty, disabilities and
diabetes.

Tables 3 and 4 show the results of the statistical analysis for both
data sets and summarize the relevant statistics (AIC, Deviance, Adjusted
R squared (R?> and so on) to compare the different specifications.
Both statistical models were built in a step-wise fashion using the
lowest Akaike Information Criterion (AIC) and R> to help us assess
the different specifications. Variables were included in each specifi-
cation according to their category i.e., spatial, socio-economic, and
environmental. All variables were included in the final specification
to ascertain the contribution of each driver or risk factor, all else
equal. Note that, as we are not estimating a standard regression model,
the figures reported should not be read as coefficients, but degrees
of freedom of the smooth terms. Given that we cannot interpret the
coefficients to infer the sign and magnitude of the relationship, we
visualize it by plot. Figs. 3-11 plot the partial effects—the relationship
between a change in each of the covariates and a change in the fitted
values in the full model. Standard errors on the plots show the 95%
confidence interval for the mean shape of the effect.
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Mortality dataset—summary statistics. N = 263 (number of counties selected for the study which met the inclusion criteria

laid out in study design section).

Statistic Min Max Mean St. Dev.
Confirmed infections 22 4902 233.4 541.3
Incidence per 100,000 1.4 284.6 39.9 45.4
Study period days 7 56 24.4 10.2
Growth rate (over period) 9.5 24,410.0 906.5 2346.6
Infection doubling time 5.7 80.0 185 125
County population 8737 10,081,570 677,179.5 929,606.3
Population density per km? 2.9 2500.0 442.2 570.3
Stringency index 11.0 64.1 32.4 11.6
Public transport usage (pop %) 0.0 32.0 2.4 4.5
Median household income ($) 36,894 151,806 71,804.3 20,582.3
Unemployment % 1.8 9.6 3.7 1.0
Population % 65+ 9.5 41.1 16.1 4.0
Poverty % 2.7 30.7 12.0 5.1
Health insurance coverage % 89.9 99.6 98.7 1.2
Annual new arrivals/by pop (%) 0.01 2.2 0.6 0.4
Population % with disabilities 5.8 23.5 12.1 2.9
Population % with diabetes 5.2 22.3 9.3 2.3
Household overcrowding % 0 6 1.4 1.0
Population % with degree or higher 3.9 27.6 14.2 4.4
Temperature (°C) 0.2 25.3 11.6 5.9
Precipitation (1/100") 0.0 7.4 2.0 1.4
Relative humidity 25.5 81.6 64.9 8.8
Air quality index (AQI) 41.5 347.4 143.8 31.5
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Fig. 2. COVID-19 infection doubling times in US Counties and major cities with over 250,000 people. Counties highlighted in white not selected for study (Date range: 2020-03-05

to 2020-04-29, data source: Johns Hopkins University).

3.0.3. Infection data model

Table 3 and Figs. 3-7 show the results of the model fit using infec-
tion data. The “Spatial” model was fit first to estimate the contribution
of the spatial lag component against the other specifications. A high
proportion of the variance is explained just by controlling for spatial
correlation between counties (R? 0.35). The “Full model” has the best
fit in terms of the AIC and adjusted R?, followed by the socio-economic
model, and finally the environmental model. The adjusted R? in the
final model is 0.56, indicating that 56% of the variance in our model
is explained by the explanatory variables.

As for the contribution of individual variables on infection doubling
times, counties with manufacturing and recreation as their predomi-
nant economic activity were associated with faster infection doubling

times although the confidence intervals are fairly large so the sample
does not provide a precise representation of the population mean.
The stringency index variable, which captures the number of contain-
ment measures adopted by states, and the degree to which they were
implemented, is also statistically significant (p < 0.05), and has a
positive relationship with the infection doubling times, suggesting that
measures had some success in suppressing the virus. Human population
density per km? is highly significant (p < 0.001), higher densities are as-
sociated with faster infection doubling times, although the relationship
is not linear and flattens out at higher population densities. Although
the slope is gentle, “Poverty %” is a highly significant (p < 0.01)
predictor of infection doubling times, the relationship is negative which
means doubling times are faster with higher levels of poverty (in other
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Fig. 3. COVID-19 death doubling times in US Counties and major cities with over 250,000 people. Counties highlighted in white not selected for study (Date range: 2020-03-10

to 2020-05-19, data source: Johns Hopkins University).
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Higher values on the y-axis represent slower infection doubling times.

words, the infection spreads faster). On the contrary, the variable “Pop
% with disabilities” (p < 0.01) has a positive relationship with infection
doubling times, meaning it is a predictor of slower doubling times. The
prevalence of diabetes (Pop % with diabetes) in a county, an indicator
that not only represents the disease itself, but also a range of other con-
ditions such as obesity, poor diet, lack of exercise was also a significant
(p < 0.01) predictor of faster infection doubling times. “Population %
home overcrowding”, which represents the percentage of households
in a county where there is less than one room per inhabitant (>1.01

people per room) is highly significant (<0.01) and is associated with
faster infection doubling times. Temperature is also a good predictor of
infection doubling times; higher temperatures appear to slow infection
doubling times. (p < 0.01), although this relationship breaks down at
lower temperatures given there are few observations, the confidence
intervals are much larger meaning the results are less accurate. “Max
AQI”, which represents the maximum air quality index values averaged
over 20 years, is also highly significant and is associated with faster
infection doubling times in locations with poor air quality (p < 0.01).
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3.0.4. Mortality model

Table 4 and Figs. 8-11 show the results of our model fit using
mortality data. A high proportion of the variance is explained just
by controlling for spatial correlation between counties (R? 0.22). The
“Full model” has the best fit in terms of the AIC and adjusted R®
0.48, followed by the socio-economic model (0.44) and the environ-
mental model (0.31). The “Stringency index” indicator is statistically
significant (p < 0.05) and is associated with slower death doubling
times; that is more stringent containment measures are associated with
slower COVID-19 death doubling times. “Population density per km?”

(<0.001) is also an important predictor: generally, higher population
density is associated with faster death doubling times, however, this
trend reverses at around 1400 inhabitants per km? and levels off.
“Population % 65+” (<0.001) is highly significant; higher values are
associated with faster death doubling times. Again, as with the infection
data analysis, “Poverty %” is also a highly significant predictor of death
doubling times (<0.001), that is higher levels of poverty are associated
with mortality. “Pop % with disabilities” (<0.01) is also highly sig-
nificant; as with the infection data model, this predictor is associated
with slower death doubling times. The prevalence of diabetes (Pop %
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Higher values on the y-axis represent slower death doubling times.

with diabetes) in a county is also a significant predictor (p < 0.05) of
faster death doubling times, as is the air quality index (“Max AQI"),
which is highly statistically significant (p < 0.01). Temperature and
precipitation are slightly significant (p < 0.1). and appear to slow down
death doubling times at higher values.

4. Discussion

In this study, I examined which demographic, socio-economic,
and environmental factors are associated with SARS-CoV-2 epidemic
growth. To explain biases in reporting, I included health risk factors
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that can contribute to serious SARS CoV-2 infections and deaths. We
would expect infection reporting to be a function of all these factors
since testing policy during this phase of the epidemic was aimed at
those with symptoms (see Additional file 1—COVID-19 policy tracker).

We can also assume that, during this wave of the epidemic in
the US, only one strain of SARS-CoV-2 (although always evolving)
was in circulation and therefore the variation in infection and death
rates across space can be attributed to external factors i.e., testing
differences, aspects of the population and environment, rather than

10

variation in viral traits/strains. Furthermore, no vaccines were yet in
circulation.

4.1. Containment measures to reduce disease spread

During the first wave of the epidemic in the US, governments, and
public health systems were initially caught off guard by the rapid
spread of the virus. Some of the states did apply more rigorous control
measures than others, attempting to suppress the spread of the virus
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Fig. 11. Generalized additive model (GAM) plots showing the partial effects of the explanatory variables on the doubling times of COVID-19 deaths. The tick marks on the x-axis
are observed data points. The y-axis represents the partial effect of each variable. The dots represent partial residuals. The shaded areas indicate the 95% confidence intervals.
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intervals and solid red lines represents the mean value.

early on e.g., by restricting gatherings, closure of public spaces, creating
public awareness campaigns and contact tracing (see Additional file
1). Stringency index scores in both our models are associated with
slower doubling times and can be interpreted as, the more stringent
the measures applied by state governments early on, the more success
they had in suppressing the virus.

4.2. Demographic, socio-economic, factors

Results show that human population density is one of the strongest
predictors of infection and death doubling times, the relationship is
negatively linear to a point, where higher population densities are
associated with faster doubling times, but this trend tends to level off at
population densities of above 400 people per km?, and reverses slightly
for death doubling times at densities above 1000 people per km?>. Per-
haps because of features relating to the built environment i.e. building
types, age structures, demographic or socio-economic conditions associ-
ated with wealthier city dwellers. However, in general, the relationship
between population density and COVID-19 transmission is logical given
the virus mainly transmits when humans are in close proximity to
one another. Human population density also captures other important
features of the built environment; for example, locations with high
population density are cities or metropolitan areas, usually with high
public transport usage, more recreational businesses like restaurants
and bars, and indoor work-spaces like offices. All of which naturally
bring people into closer contact and encourages airborne transmission
of SARS-CoV-2.

Results also show that counties that rely on manufacturing or
recreation as their main economic activity, also tend to have faster
infection doubling times. Again, this is likely due to aspects of the work
environment like the lack of proper physical distancing and ventila-
tion. These findings are corroborated by studies (Leclerc et al., 2020;
Middleton et al., 2020) that report many SARS-CoV-2 clusters were
linked to a variety of indoor settings including households, hospitals,
elderly care homes, and food processing plants (classed as factories).
This concept is also further supported by our indicator representing
household overcrowding, which is another strong predictor of infection
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doubling time. However, these variables are only significant in the
infection model and not the mortality model. One possible explanation
is that they represent transmission among younger people of working
age, students, and younger families, who are less likely to die from
COVID-19.

In terms of age population structure, having a higher proportion
over 65-year-old’s was also a significant predictor of faster death dou-
bling times, concurrent with the literature and common understanding
about the disease; age is one of the major risk factors. Major outbreaks
have occurred in care homes (Leclerc et al., 2020) suggesting that some
of the counties most affected by COVID-19 in the first wave of the
epidemic was in locations with a higher proportion of retirees and care
homes.

In terms of other socio-economic factors affecting the disease,
poverty was also a significant predictor of faster doubling times in
both infection and mortality models. As mentioned in the conceptual
framework, this can be explained since those who suffer from in-work
poverty are likely to be doing jobs where it is difficult to work from
home or adopt self-protective health behaviors such as social distancing
(Papageorge et al., 2021). Furthermore, even when suffering from
symptoms, many low skilled workers and precarious workers may have
been obliged to work because of a lack of sick pay, fear of losing a
day’s salary and pressures from bosses (Whitehead et al., 2021; Patel
et al., 2020; Finch and Hernandez Finch, 2020). Poverty is also a risk
factor of poor population health and is correlated with a multitude of
underlying health conditions believed to lead to adverse outcomes for
those suffering from COVID-19 (CDC, 2021). This is further supported
by the results of our final models; higher diabetes prevalence is also
associated with faster infection and death doubling times. Again, those
suffering from diabetes are likely to suffer from comorbidities such
as obesity and heart problems (Jelinek et al., 2017). These results
are also concurrent with work conducted by Williamson et al. (2020),
who found that greater age, deprivation, diabetes, severe asthma, and
various other medical conditions were at higher risk of death due to
COVID-19 infection. For both data-sets “Pop % with disabilities” tended
to be correlated with slower doubling times. Although this group may
be vulnerable to COVID-19 infections, they can often suffer from social
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COVID-19 Infection model—Generalized additive regression model for assessing associations between the demographic, socio-
economic, climate and health factors on county level infection doubling times. Note that as we are not estimating a standard
regression model, the figures reported should not be read as coefficients, but degrees of freedom of the smooth terms. Given
that we cannot interpret the coefficients to infer the sign and magnitude of the relationship, we visualize it by plot.

Spatial Socio-econ Envir Full
Intercept 2.34%%* 2.45%%* 2.34%%* 2.48%%*
(0.02) (0.12) (0.02) (0.12)
Industry: Manufacturing —0.27* —0.32%
(0.13) (0.13)
Industry: Government -0.02 —-0.04
(0.13) 0.12)
Industry: Recreational -0.22 —0.23
(0.14) (0.13)
Industry: Non-specialized -0.13 -0.17
(0.12) (0.12)
Industry: Agricultural 0.09 0.04
(0.24) (0.23)
Stringency index 1.00* 1.00*
(1.00) (1.00)
Pop density per km? 6.30%%* 5.81%%*
(7.56) (7.01)
Unemployment % 1.61 1.31
(1.82) (1.50)
Population % 65+ 1.00* 1.00
(1.00) (1.00)
Poverty % 1.00* 1.00%*
(1.00) (1.00)
Health insurance coverage % 1.62 1.57
(1.83) (1.80)
New arrivals into county population % 1.40 1.55
(1.63) (1.78)
Population % with disabilities 1.00%* 1.00%*
(1.00) (1.00)
Population % with diabetes 1.00* 1.00%*
(1.00) (1.00)
Population % living in overcrowded homes 1.00* 1.00%*
(1.00) (1.00)
Temperature °C 3.54%* 371+
(4.10) (4.25)
Precipitation 2.21 1.00
(2.75) (1.00)
Relative humidity 1.00 3.54:
(1.00) (4.15)
Air quality index (AQI) 1.00%** 1.67%*
(1.00) (1.87)
County 137.13%%* 135.30%** 132.98%* 135.55%%*
(169.51) (167.57) (165.05) (167.11)
AIC 3772.29 3499.61 3705.13 3459.43
BIC 4393.02 4210.00 4341.94 4212.15
Log Likelihood -1747.01 —-1590.58 —1709.83 -1561.00
Deviance 91.15 56.41 81.36 51.50
Deviance explained 0.61 0.76 0.65 0.78
Dispersion 0.21 0.13 0.19 0.11
R? 0.35 0.54 0.41 0.56
GCV score 0.23 0.16 0.21 0.15
Num. obs. 640 640 640 640
Num. smooth terms 1 11 5 15
*p < 0.05.
**p < 0.01.
**%p < 0.001.
p<0.1.

isolation which provides some explanation. Furthermore, these groups
are more likely to self-isolate (Macdonald et al., 2018; Emerson et al.,
2021) to avoid infections.

4.2.1. Environmental factors

Although a broad measure, the air quality index (“Max AQI”)
provides us with a way to proxy for counties with poor air quality
and population-level pulmonary health conditions, caused by long-
term exposure to harmful pollutants such as PM 2.5, PM10, NO,,
SO, and NO,. This indicator is strongly correlated with COVID-19
infections and death doubling times, where higher AQI tends to speed
up infection and death reporting. This result is consistent with other
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observational studies (Cole et al., 2020; Travaglio et al., 2021). Some
authors propose that air pollution increases infectivity, as SARS-CoV-2
binds with airborne particulate matter (Nor et al., 2021; Lolli et al.,
2020; Solimini et al., 2021) allowing the disease to persist for longer
in the air. Although this should not be ruled out, as mentioned, air
quality indicators also tend to proxy poor pulmonary health, which
may increase death and infection reporting, that is people with lung
problems induced by air pollution are more likely to have symptomatic
infections. It is well documented that long term exposure to certain
pollutants has knock-on effects for people suffering from pulmonary
viral infections (Chauhan and Johnston, 2003; Croft et al., 2018; Grigg,
2018; Kirwa et al., 2021). For example, a study by Becker and Soukup
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COVID-19 mortality model—Generalized additive regression model for assessing associations between the demographic, socio-
economic, climate and population health factors on county level death doubling times. Note that as we are not estimating
a standard regression model, the figures reported should not be read as coefficients, but degrees of freedom of the smooth
terms. Given that we cannot interpret the coefficients to infer the sign and magnitude of the relationship, we visualize it by

plot.
Spatial Socio-econ Envir
Intercept 2.83%%* 2.65%** 2.81%%*
(0.03) (0.25) (0.03)
Industry: Manufacturing 0.14
(0.28)
Industry: Government 0.18
(0.26)
Industry: Recreational 0.18
(0.28)
Industry: Non-specialized 0.13
(0.26)
Stringency index 1.00*
(1.00)
Population density per km? 7.00%**
(8.35)
Unemployment % 1.00
(1.00)
Population % 65+ 1.00*
(1.00)
Poverty % 1.00*
(1.00)
Health insurance coverage % 1.00
(1.00)
New arrivals into county population % 1.00
(1.00)
Population % with disabilities 1.00°
(1.00)
Population % with diabetes 1.00 .
(1.00) (1.00)
Population % living in overcrowded homes 1.00 1.00
(1.00) (1.00)
Temperature °C 2.51 271
(3.07) (3.28)
Precipitation 3.03 4.61
(3.66) (4.91)
Relative humidity 1.00 1.00
(1.00) (1.00)
Air quality index (AQI) 1.04%* 1.00*
1.07) (1.00)
County 56.42%%* 56.15%%* 59.31* 57.32%%*
(67.05) (66.65) (69.50) (67.52)
AIC 1854.52 1742.72 1824.06 1724.01
BIC 2063.22 2021.91 2070.15 2036.51
Log Likelihood —868.84 —-793.20 —-843.14 -774.52
Deviance 46.09 26.26 38.10 22.83
Deviance explained 0.50 0.72 0.59 0.75
Dispersion 0.27 0.15 0.22 0.13
R? 0.23 0.44 0.31 0.48
GCV score 0.29 0.20 0.26 0.19
Num. obs. 263 263 263 263
Num. smooth terms 1 11 5 15
*p < 0.05.
**p < 0.01.
***p < 0.001.
'p<0.1.

(1999) found that regulated inflammatory responses to viral infections
are altered by exposure to PM10, potentially increasing the spread
of infection and therefore increasing viral pneumonia-related hospital
admissions.

In general, infection and death reporting doubling times were
negatively associated with temperature. There is increasing evidence
that COVID-19 is a seasonal disease (Kaplin et al., 2021; Choi et al.,
2021), especially in temperate climates where there are distinct sea-
sonal phases i.e. summer and winter, with distinct temperature ranges,
distinct levels of ultraviolet radiation (UV) and seasonal differences in
air moisture carrying capacity. Although, it is important not to rule out
physical factors influencing transmission, especially for long-distance
transmission, given the nature of the disease (transmission mainly takes
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place over short distances in closed spaces), the influence of weather
on human behavior is likely one of the major drivers of SARS-CoV-
2 transmission. Weather is widely considered to influence people’s
behavior (de Freitas, 2014) but research on this topic is surprisingly
scant. According to (Daniel, 2018), people living in warmer/hotter
locations, or during periods of warmer weather are more likely to
employ a range of adaptive behaviors in response to warm and hot
conditions i.e., keeping windows and doors open, use of wall and
ceiling fans, air conditioning, which in turn may initiate a range of self-
protective behaviors against SARS-CoV-2 transmission. Furthermore,
warmer weather is also associated with recreational time spent out-
doors (Bélanger et al., 2009) where SARS-CoV-2 transmission risk is
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likely to be lower. Although temperature also exhibited similar patterns
for the death data model, it was only weakly statistically significant.

4.3. Limitations

Some of the limitations of the study are as follows. Since the study
is limited to using aggregated data at the county level, we cannot make
inferences about individual-level associations and cannot not adjust
for individual-level risk factors e.g. age, gender, race, and occupa-
tion. However, that would be outside the scope of this study, since I
was interested in understanding macro socio-economic and ecological
drivers. Additionally, we cannot draw causal inference as the applied
methodology only reveals adjusted correlations. Therefore, results were
carefully evaluated from individual-level and clinical-based studies to
draw conclusions. The use of further explanatory variables would have
surely improved the study i.e. on homelessness, availability of Intensive
Care Units (ICU), quality of medical facilities, and ratio of medical
staff per person, but these data were not available. It is also important
to note that given the unprecedented nature and scale of COVID-19
outbreaks, data quality issues arise owing to the under-reporting of
infections i.e., through under-diagnosis, lack of diagnostic tests and
a lack of resources/time to carry out and implement mass testing. If
data collection methods remained constant across counties over the
time frame of this study, the calculation of doubling times can be
a reliable measure. However, doubling times can be inflated by im-
proving testing procedures i.e., better detection and reporting through
the availability of better diagnostic tests, better sampling techniques,
resource allocation, and increased awareness of the disease.

5. Conclusions

This paper investigated drivers of epidemic growth during the first
wave of outbreaks in US counties, by assessing the association between
COVID-19 epidemic doubling times with demographic, socio-economic,
environmental and health factors, with state government containment
measures. Results suggest that the main drivers of new infections are
higher population density, home overcrowding, manufacturing and
recreation industries and poverty. By contrast, warmer temperatures
slowed epidemic growth which was likely to be the result of human
behavioral responses to temperature. The main factors associated with
death doubling times were age, poverty, air pollution and diabetes
prevalence. Such findings help underpin current understanding of the
disease epidemiology and also support current policy and advice rec-
ommending ventilation of homes, work-spaces and schools, along with
social distancing and mask-wearing.

The results also suggest that states which adopted more stringent
containment measures early on, did have some success at slowing
the spread of the virus. There are numerous reports that there were
huge failures at local level i.e. in care homes and business owners
failing to protect residents and staff, by acting too slow or failing to
implement control measures such as mask wearing and creating better
ventilation in closed spaces (O’Neill, 2020; Chapman and Harrington,
2020; Grabowski and Mor, 2020). The results also show that those
counties with the highest percentages of people with certain underlying
health conditions, age, and poverty were also those which had higher
death doubling times. Protecting these groups early on with income
support schemes could have allowed the working vulnerable to stay at
home and avoid infection (Dasgupta et al., 2020; Yang et al., 2020).
Furthermore, home overcrowding was also a very important factor in
infection doubling times and a voluntary policy of providing quarantine
locations for those infected with SAR-CoV-2 would have surely slowed
epidemic growth (Haroon et al., 2020).

Finally, while it is not clear where the next threat will come from,
anthropogenic activity like deforestation, wildlife trade, and intensive
animal rearing, that encourages spillover from wild reservoirs, and in-
fluences the emergence and evolution of novel coronaviruses (Barouki
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et al.,, 2021; Allen et al., 2017; Wardeh et al., 2021) will continue
to present risks globally until better controls and regulations can be
implemented (Dobson et al., 2020). If new coronaviruses emerge, with
similar modes of transmission, we should hope that governments can
quickly apply top-down measures to suppress the virus before more
sophisticated measures can be implemented i.e. rapid community test-
ing to isolate the infected. I hope this work will contribute to the
scholarly debate and can shed light on some of the environmental and
socio-economic factors driving SAR-COV-2 transmission.
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GDP: Gross Domestic Product; US: United States of America.
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