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SUMMARY 

The plant circadian clock regulates essential biological processes including flowering time or petal 

movement. However, little is known about how the clock functions in flowers. Here we identified the 

circadian components and transcriptional networks contributing to the generation of rhythms in 

pistils, the female reproductive organ. When detached from the rest of the flower, pistils sustain highly 

precise rhythms, indicating organ-specific circadian autonomy. Analyses of clock mutants and 

chromatin immunoprecipitation assays showed distinct expression patterns and specific regulatory 

functions for clock activators and repressors in pistils. Genetic interaction studies also suggested a 

hierarchy of the repressing activities that provide robustness and precision to the pistil clock. 

Globally, the circadian function in pistils primarily governs responses to environmental stimuli and 

photosynthesis, and controls pistil growth and seed weight and production. Understanding the 

circadian intricacies in reproductive organs may prove useful for optimizing plant reproduction and 

productivity. 

 

 

INTRODUCTION 

The circadian clock generates 24-h biological rhythms in synchrony with external and internal cues 

(Young and Kay, 2001). At its basis, generation of the rhythms relies on a precise rhythmic regulation 

of clock gene expression and protein function (Chen and Mas, 2019; Crosby and Partch, 2020; Seo 

and Mas, 2014; Takahashi, 2017). The circadian molecular network has been extensively investigated 
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in the model plant Arabidopsis thaliana, most notably using whole seedlings (Nakamichi, 2020). 

Recent studies on specific organs and tissues are uncovering both the circadian autonomy of some 

organs (e.g. Thain et al., 2000, 2002; James et al., 2008; Yakir et al., 2011; Fukuda et al., 2012; 

Wenden et al., 2012; Endo et al., 2014; Bordage et al., 2016) as well as the coupling and coordination 

of rhythms within the plant (Chen et al., 2020; Endo et al., 2014; Fukuda et al., 2007; Gould et al., 

2018; Greenwood et al., 2019; Takahashi et al., 2015). Therefore, the plant circadian system 

comprises autonomous tissue-specific rhythms complemented with cell-to-cell coupling and long 

distance coordination (Nakamichi, 2020; Sorkin and Nusinow, 2021). 

 

Transcriptional feedback loops at the core of the Arabidopsis oscillator delineate a time-of-day 

specific expression of the main oscillator genes (McClung, 2019; Nakamichi, 2020; Sanchez and Kay, 

2016). The morning-expressed core clock components include the single-MYB transcription factors 

CCA1 (CIRCADIAN CLOCK ASSOCIATED1), LHY (LATE ELONGATED HYPOCOTYL) and 

the members of the PRR (PSEUDO-RESPONSE REGULATOR) family, PRR9 and PRR7, which 

act during the day primarily to repress clock gene expression (McClung, 2019; Nakamichi, 2020; 

Sanchez and Kay, 2016). Core clock components expressed close to dusk or at night include 

additional members of the PRR family, such as PRR5 and TOC1/PRR1 (TIMING OF CAB 

EXPRESSION1/PSEUDO RESPONSE REGULATOR1) as well as the components of the Evening 

Complex (EC), comprising ELF3 (EARLY FLOWERING 3), ELF4 and LUX/PCL1 (LUX 

ARRHYTHMO/ PHYTOCLOCK1) (McClung, 2019; Nagel and Kay, 2012; Nakamichi, 2020). The 

evening-expressed components function as repressors of morning genes to ensure that they are 

repressed during the night. 

 

In addition to the clock repressors, several activators shape the rhythmic oscillations. Some of the 

activators include chromatin marks contributing to an open chromatin conformation (Chen and Mas, 

2019) and additional clock components such as LWD1 and 2 (LIGHT-REGULATED WD1 and 2) 

(Wang et al., 2011; Wu et al., 2008, 2016), or members of the RVE (REVEILLE) protein family 

(Farinas and Mas, 2011; Hsu et al., 2013; Rawat et al., 2011; Shalit-Kaneh et al., 2018). The RVE 

proteins form a co-activating protein complex with the LNK (NIGHT LIGHT-INDUCIBLE AND 

CLOCK-REGULATED GENE) proteins (Ma et al., 2018; Rugnone et al., 2013; Xie et al., 2014) and 

activate clock gene expression by timely recruiting the transcriptional machinery to control the 

rhythms of nascent RNAs (Ma et al., 2018). Altogether, current models of the Arabidopsis oscillator 

depict the transcriptional regulation of morning-expressed clock components that specifically 

regulate evening clock genes and vice versa (Avello et al., 2021; Caluwé et al., 2016). 
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The time-of-day specific expression of oscillator genes and proteins defines the timing of biological 

processes or outputs controlled by the clock. The circadian clock intersects with the function of major 

organelles and cellular pathways including among many others, hormonal pathways (Sanchez and 

Kay, 2016), the cell cycle (Fung-Uceda et al., 2018), chloroplasts (Atkins and Dodd, 2014; Flis et al., 

2019; Fukushima et al., 2009) or mitochondria (Cervela-Cardona et al., 2021; Fukushima et al., 2009; 

Sanchez-Villarreal et al., 2013). Consequently, the circadian system regulates nearly every aspect of 

development, growth, metabolism and responses to biotic and abiotic stresses (Adams and Carré, 

2011; Kinmonth-Schultz et al., 2013; Sanchez and Kay, 2016). The photoperiodic regulation of 

flowering time has been firmly established as an important clock output (Shim et al., 2017). Daily 

rhythms of scent emission, pollinator attraction, flower closing and orientation have been also 

documented (Atamian et al., 2016; Creux et al., 2021; Fenske and Imaizumi, 2016; Fenske et al., 

2018; Muroya et al., 2021). However, there is limited information about how the clock actually works 

in flowers and what specific molecular and cellular pathways regulates within the flower. 

 

Arabidopsis flowers show the typical structure of the Brassicaceae, which consist of concentric 

whorls, including four sepals, a corolla of four petals, the androecium with six stamens, and the 

gynoecium at the center (Drews et al., 1991; Sablowski, 2015; Weigel, 1995; Wellmer et al., 2014). 

The gynoecium contains two fused carpels separated by a false septum that divide the ovary into two 

compartments (Ferrándiz et al., 1999; Zúñiga-Mayo et al., 2019). The gynoecium allows pollen 

fertilization of the ovules, which eventually will develop into seeds. Here we have studied the 

circadian function in flowers and reproductive organs and identified the specific regulatory network 

at the core of the clock in pistils, arguably one of the more complex and evolutionary innovative 

organs of flowering plants (Simonini and Østergaard, 2019). We found a distinct functional network 

that confers precision and robustness to the pistil clock. 

 

 

RESULTS 

Self-sustained circadian rhythms in detached buds and flowers 

To understand the circadian clock function in floral organs, we examined rhythms in buds and flowers 

at different developmental stages (Figure 1A). Young and mature buds (stages 6-12) (Müller, 1961; 

Smyth et al., 1990) sustained high-amplitude and robust circadian rhythms of CCA1:LUC activity 

(CCA1 promoter fused to the LUCIFERASE) with circadian periods close to 24 h under constant 

light (LL) conditions (Figure 1B-C). Mature and fully open flowers (stages 13-15) (Müller, 1961; 
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Smyth et al., 1990) also sustained rhythms under both LL (Figure1D-E) and entraining conditions 

(Figure S1A). Evening-phased circadian reporters such as TOC1::LUC and GIGANTEA::LUC 

(GI::LUC) also showed high-amplitude rhythms in flowers (Figure S1B-F). Consistent with the 

bioluminescence results, RT-QPCR (Reverse Transcription-Quantitative Polymerase Chain 

Reaction) analyses confirmed the rhythmic circadian expression of oscillator genes in flowers (Figure 

1F-G). Thus, a functional circadian clock sustains rhythms in buds and flowers detached from the rest 

of the plant, although the rhythmic oscillations appeared more robust in buds than in flowers. 

 

Analyses of circadian rhythms in toc1-2 mutant showed that toc1-2 buds sustained the rhythmic 

oscillations, albeit with a short period (~ 20 h) (Figure 2A-C), and thus, displaying a phenotype 

similar to that previously reported in seedlings (Millar et al., 1995). In flowers, toc1-2 showed short-

period oscillations only the first two or three days, dampening low afterwards (Figure 2D-F) (higher 

Relative Amplitude Error values indicate weaker rhythms). Comparative analyses confirmed the 

altered toc1-2 rhythms in flowers compared to buds (Figure 2G-H). Altogether, the circadian 

phenotype of toc1-2 buds resembles that previously reported in seedlings, but rhythms dampen low 

after few days in toc1-2 flowers. 

 

Detached female reproductive organs show precise and robust rhythms 

Variations of rhythms in the different floral organs can contribute to the rhythmic dampening in toc1-

2 flowers. Thus, we examined the circadian oscillation in sepals, petals, stamens and pistils (Figure 

3A). In WT sepals, bioluminescence rhythms were robustly sustained, albeit with a shorter period 

than 24 h (Figure 3B, H). Rhythms in WT petals and stamens showed short circadian periods for three 

or four days, dampening low afterward (Figure 3C, D, I, and Figure S2A-B). In contrast, the circadian 

waveforms in pistils robustly oscillated for more than five days, with a circadian period close to 24 h 

(Figure 3E-H, J). We observed similar results with different clock reporters (Figure S2C-F). Time 

course analyses by RT-QPCR also confirmed the differences observed between stamens and pistils 

(Figure S2G-H). When we followed individual open flowers in intact plants that were maintained for 

several days under LL, we found that apart from pistils, the other floral organs disappeared very 

rapidly, indicating that floral organs other than pistils are short-lived in planta (Figure S2I). Therefore, 

reduced viability and/or the lack of energy after excision might contribute to the dampening of the 

rhythms that we observed in the bioluminescence assays. In any case, our results showed that pistils 

can survive for several days after excision from the rest of the flower and that the circadian rhythms 

in pistils robustly oscillate. Fertilization appears not to be a major factor contributing to the robustness 
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of the pistil clock as similar patterns of gene expression were observed in pistils from flowers before 

and after fertilization (Figure S2J-M). 

 

In toc1-2 sepals, rhythms were similar to WT for the first three days, albeit with slightly reduced 

amplitude. Thus, the characteristic short-period phenotype of toc1-2 observed in seedlings and buds 

was only evident in sepals after several days under LL (Figure 3B, and Figure S3A). We observed a 

similar trend in toc1-2 petals and stamens although the dampened rhythms precluded a clear view of 

the possible period shortening over time (Figure 3C, D, and Figure S3B, C). As mentioned above, the 

reduced viability or the lack of energy might contribute to the dampening of the rhythms. In any case, 

analyses of rhythms at early time points before dampening showed that the circadian period of toc1-

2 sepals and petals was not significantly different from WT, whereas the circadian period of toc1-2 

stamens was significantly longer than WT (p-value 0.0003 in samples with RAE<0.4).  In pistils, the 

short-period oscillation observed during the first day rapidly transitioned to very-low amplitude 

rhythms (Figure 3E and Figure S3D), following a similar trend to that observed in whole flowers. 

Comparison of the different floral organs revealed the organ-specific behavior of toc1-2 mutant 

(Figure S3E, F).  

 

The pistil clock regulates the circadian expression of genes involved in photosynthesis and 

responses to stimuli, and controls pistil growth and seed production 

We next performed time course analyses by RNA sequencing (RNA-seq) to obtain a genome-wide 

view of the circadian transcriptional landscape in pistils. We first verified the reliability of the RNA-

seq data by comparing our dataset with a previously published analysis of pistil-enriched genes 

(Klepikova et al., 2016; Martínez-Fernández et al., 2014). Initial comparisons revealed that the 

similarities were high despite the different sampling, growing conditions, and mode of analyses 

(Figure S4A). For example, the highest and lowest expressed genes were highly conserved in both 

datasets (examples in Figure S4B). The trends of expression for many of the genes was also quite 

similar (Figure S4C-D and E-F). We also found that the expression of genes characteristic of other 

floral organs was absent or much reduced compared to canonical pistil genes (Figure S4G) suggesting 

that our dataset was specific and reliably reflected the transcriptional landscape in pistils. 

 

Analyses of the rhythmic genes in pistils using the JTK_CYCLE algorithm (Hughes et al., 2010) 

(adjusted p-value <0.05) uncovered around 1000 circadian genes (Table S1) with a range of 

amplitudes that were similar or slightly lower than the ones previously described at the shoot apex 

(Takahashi et al., 2015) (Figure 4A-B). Overall, low-amplitude rhythmic genes showed lower 
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expression than high-amplitude genes (Figure S4H). The circadian phases of rhythmic genes in pistils 

expanded across the whole circadian cycle but were slightly enriched during the day, particularly at 

Circadian Time 4 (CT4) (Figure 4C) as opposed to the enrichment after subjective dusk observed at 

the shoot apex (Takahashi et al., 2015) (Figure S4I). In addition to the organ-specificities, different 

entrainment regimes (pistils: 16h light: 8h dark versus shoot apexes: 12h light: 12h dark) can 

contribute to peak-phase differences. 

 

Functional categorization of the rhythmic genes showed significant enrichment in photosynthetic 

processes, circadian rhythms, and responses to stimuli, most prominently light and radiation (Table 

S1, Figure 4D). Although leaves are the primary organs for photosynthesis, reproductive organs in 

many plant species are also photosynthetically active (Brazel and Ó’Maoiléidigh, 2019). The 

circadian control of photosynthesis in pistils might ensure the appropriate timing of carbon sources 

needed for reproductive success. Analyses of selected genes within these functional categories 

confirmed robust oscillations that were similar to the ones previously observed at the shoot apex 

(Figure 4E and Figure S4J-L). The rhythmic genes in pistils also included most of the morning- and 

evening-expressed core clock components (Figure 4F and Figure S4M-O). The waveforms oscillated 

with similar phases and amplitudes to those previously reported in whole seedlings or shoot apexes 

(Takahashi et al., 2015) (Figure 4F-G). However, the evening-expressed core clock genes TOC1 and 

ELF3 showed weaker or no oscillation (Figure 4H and Figure S4P). Despite the weak rhythms, TOC1 

and ELF3 have a relevant function within the pistil clock (see below), which suggest that translational 

and post-translational regulation might be important mechanisms for the circadian activity of the 

proteins. 

 

To determine whether the circadian clock is indeed important for pistil function, we first used 

arrhythmic plants in which the clock is not able to properly run due to over-expression of CCA1 

(CCA1-ox). Our results showed that pistil length was significantly shorter in CCA1-ox compared to 

WT. The shorter pistil length was sustained at different pistil developmental stages (11, 12 and 13) 

(Müller, 1961; Smyth et al., 1990) (Figure 4I). The results suggest that proper circadian function is 

important for pistil growth, and that CCA1 over-expression reduces the slope of pistil growth. To 

check whether changes in clock function also affect silique and seed production, we analyzed silique 

and seed number, length, weight and area. Our results showed that CCA1-ox produced less siliques 

that were significantly shorter than in WT (Figure 4J-K). The inspection of seeds in siliques also 

suggested developmental defects, with an increased number of abortive ovules in CCA1-ox (Figure 
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4L-M). Consistently, the number of seeds per silique, the seed mass and area were significantly 

reduced in CCA1-ox (Figure 4N-P).  

 

To examine whether the effects were restricted to CCA1-ox or the circadian function is overall 

important for pistil growth and seed production, we examined mutant plants of different clock 

components in which the clock is still running although at a faster or slower pace than in WT. Our 

analyses showed that pistil length was also affected, particularly in double mutants, displaying 

reduced pistil size compared to that observed in WT (Figure 4Q). Mutation and over-expression of 

TOC1 led to reduced and increased pistil length, respectively, and the phenotypes were sustained at 

different stages of pistil development (Figure 4R). TOC1 miss-expressing plants also regulate 

hypocotyl length but show the reverse phenotypes, with toc1-2 displaying long hypocotyls, and 

TOC1-ox showing longer than WT hypocotyl length (Mas et al., 2003a), which is in clear contrast 

with the pistil length phenotypes of TOC1 miss-expressing plants. It is worth noting that the gradual 

increase in pistil length observed in the prr mutant plants correlated with a gradual increment in 

silique length and seed weight (Figure 4S-T). Altogether, the results indicate that proper function of 

the circadian clock is important for pistil and silique growth as well as for seed weight and production.  

 

Transcriptional regulatory network at the core of the oscillator in pistils 

To understand the circadian regulatory network in pistils, we examined gene expression in clock 

mutants and performed chromatin immunoprecipitation (ChIP) assays of key clock components. As 

in seedlings, the expression of TOC1 and the EC genes was up-regulated in cca1/lhy double mutant 

(Figure 5A-C) suggesting that CCA1 and LHY act as repressors of evening-expressed clock genes in 

pistils. The repression likely occurs through direct binding to the gene promoters as suggested by 

ChIP assays in pistils (Figure 5J). cca1 and lhy double mutation also led to a marked down-regulation 

of PRR7 and PRR9 expression in pistils (Figure S5A-B). In turn, analyses of the prr79 mutant showed 

an up-regulation of CCA1 expression (Figure 5D) suggesting a direct repression of CCA1 by PRR9 

and PRR7, as previously described in seedlings (Nakamichi, 2020). The evening-expressed genes 

were up-regulated during the subjective day but down-regulated during the subjective night in the 

prr79 mutant (Figure S5C-F).  

 

Mutation of the EC components ELF3 and LUX resulted in increased expression of PRR7 and PRR9 

(Figure 5E-F) and down-regulation of CCA1 (Figure 5G). However, and contrarily to seedlings and 

roots, the mutation of ELF4 did not lead to a relevant activation of PRR9 expression (Figure 5E), 

which suggests that ELF4 might not be part of the EC in the repression of PRR9 or that an additional 
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function of ELF4 overcomes its EC-dependent regulation of PRR9. Consistent with the gene 

expression data, ChIP assays in pistils confirmed a significant binding of ELF3 and LUX to the 

promoters of the PRR9 and PRR7 genes, whereas ELF4 was not significantly enriched on these 

promoter regions (Figure 5K). Evening-expressed genes were up-regulated in the ec mutants (Figure 

S5G-J) as well as in the toc1-2 mutant (Figure S5K). The toc1-2 mutation also led to a reduced 

expression of CCA1 and LHY (Figure 5H and Figure S5L) but an increased accumulation of PRR7 

(Figure 5I). Overall, we found that in the absence of functional CCA1 and LHY, the morning-

expressed PRR genes are repressed, whereas the evening-expressed genes are activated. On the other 

hand, mutation of evening-expressed genes results in down-regulation of CCA1 and LHY and up-

regulation of PRR7, PRR9 and evening-expressed genes. 

 

The data fit a model in which CCA1 represses the expression of the evening-phased genes, and in 

turn these components repress PRR9 and PRR7. TOC1 also represses the expression of the EC genes, 

whereas PRR9 and PRR7 components repress CCA1. Analyses of mutants also provided interesting 

clues about the repressing functions. For instance, mutation of CCA1 results in the marked down-

regulation of PRR9 and PRR7 expression, which is likely the consequence of the up-regulation of the 

evening-phased repressor genes in the mutant. Similarly, the analyses of the prr79 mutant suggest 

that PRR9 and PRR7 might repress (directly or indirectly) the evening-phased gene expression during 

the subjective day. The down-regulation of evening-phased gene expression during the subjective 

night might be a consequence of the up-regulation of CCA1 in the prr79 mutant. Similarly, by 

repressing PRR9 and PRR7 expression, the EC components up-regulate CCA1 and LHY expression. 

Thus, the analyses of the mutants suggest that many of the clock components that function as 

repressors also shape the oscillations by repressing other repressors. 

 

To identify canonical activators of clock gene expression in pistils, we examined the function of 

members of the REVEILLE (RVE) protein family, previously documented to be activators in whole 

seedlings  (Ma et al., 2018; Rugnone et al., 2013; Xie et al., 2014). As previously described (Hsu et 

al., 2013), we found that in seedlings, the rve4,6,8 triple mutant showed a clear phase-shift in the 

expression of oscillator genes (Figure 6A-C and Figure S6A-C). However, in pistils, the rve4,6,8 

triple mutant showed very weak amplitude or arrhythmia and resulted in a predominant down-

regulation of PRR5 and TOC1 expression at nearly all time-points (Figure 6D-E). Notably, the 

expression of morning genes was also clearly affected with down-regulation during the subjective 

day and slight up-regulation during the subjective night (Figure 6F). Comparative analyses revealed 

the different effects of rve4,6,8 triple mutant in seedlings versus pistils (Figure 6G-H and Figure S6D-
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F). The different phenotypes were not due to the different nature of the two samples as mainly changes 

in amplitude were observed in comparisons of WT seedlings versus WT pistils (Figure S6G-I). The 

expression of RVEs was also reasonably similar in seedlings and pistils (Figure 6I), with RVE6 

showing low amplitude and RVE8 displaying a phase-shift in pistils (Figure S6J-L). Together, the 

results suggest that in pistils, RVEs display a prevalent function controlling the expression of 

oscillator genes. 

 

Genetic interaction studies on the repressive function of oscillator components 

As the oscillator components regulate each other and share common targets, it is rather difficult to 

discern their specific function. To get insights into the morning and evening regulatory network, we 

performed genetic interaction studies and analyzed clock gene expression in pistils of TOC1-ox/elf3-

2 and in CCA1-ox/prr79 plants. Studies with TOC1-ox pistils showed a highly repressing function 

of TOC1-ox (Figure 7A-D and Figure S7A-B). Comparative analyses using TOC1-ox/elf3-2 pistils 

showed that over-expression of TOC1 was able to overcome the up-regulation of the PRR genes in 

elf3-2 mutants (Figure 7A-B and Figure S7B). Thus, TOC1 repression of the PRR genes does not 

require a functional ELF3. A dominance of TOC1-ox repressive function on PRRs over the EC might 

explain these results. On the other hand, ELF4 expression more closely resembled that observed in 

elf3-2 mutant (see Figure S5H) than in TOC1-ox (Figure 7C), which suggests an elf3-2 dominant 

phenotype, and a possible hierarchy of the EC auto-repression over the repressing function of TOC1-

ox. It is also possible that TOC1 requires ELF3 for full repression of the EC. Similarly, CCA1 gene 

expression was fully repressed in TOC1-ox/elf3-2 resembling the phenotype observed in elf3-2 

mutant, although CCA1 was still repressed in TOC1-ox (Figure 7D). 

 

Analyses of CCA1-ox also showed a repressing function of CCA1 that was not effectively overcome 

by the prr79 mutation in the regulation of TOC1 expression (Figure 7E). However, ELF4 in CCA1-

ox/prr79 showed an up-regulation during the subjective day like the one observed in prr79 mutant 

(Figure S5E) but not in CCA1-ox (Figure 7F). The results suggest that CCA1 might require functional 

PRR9 and PRR7 for repression of ELF4 or that the lack of the direct or indirect repressing function 

of PRRs can overcome the repression by CCA1-ox. Notably, analyses of CCA1-ox/prr7 showed an 

evident up-regulation of PRR9 expression (Figure S7E) suggesting that PRR7 acts as a repressor of 

PRR9 expression. Repression by PRR7 is specific for PRR9, as PRR5 expression was not up-regulated 

in CCA1-ox/prr7 (Figure S7F). Analyses of clock gene expression in seedlings reinforced the 

differences on the regulation of the morning PRRs by the EC, particularly PRR7 during the subjective 

night, and of TOC1 and ELF3 by the morning-expressed components during the subjective day 
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(compare Figure S7G-L with Figure 7B and E). Altogether, the analyses of mutants, over-expressing 

lines and the genetic interaction studies show a complex regulatory circuitry in pistils (Figure 7G) 

with CCA1-ox repressing TOC1 over the morning PRRs (1); PRR7 repressing PRR9 over CCA1-ox 

(2); morning PRRs repressing CCA1 (3) and EC (4) over CCA1-ox. Within the evening-expressed 

components, TOC1-ox represses the PRRs over the EC (5), the EC auto-represses itself over TOC1-

ox (6) and the EC activates CCA1 over TOC1-ox (7).  

 

 

DISCUSSION 

Studies of the circadian regulatory networks in plants are increasingly shifting from whole seedlings 

to specific organs and tissues (Nakamichi, 2020; Sorkin and Nusinow, 2021). Key questions arise 

about the degree of circadian autonomy of tissues and organs, and the relevance of cell-to-cell 

coupling and long-distance circadian communication (Sorkin and Nusinow, 2021). Arabidopsis 

tissues with high cell density such as those at the shoot and root meristems favor circadian coupling 

(Sorkin and Nusinow, 2021). Consistently, the shoot apex and the tip of the root clocks have been 

proposed as coordinating signaling nodes influencing rhythms in other parts of the plant (Gould et 

al., 2018; Takahashi et al., 2015). Overall, the results thus far fit the notion of tissue-specific clocks 

that also require cell-to-cell and long distance coordination for circadian precision and responses to 

environmental cues (Nakamichi, 2020; Sorkin and Nusinow, 2021). To fully understand the circadian 

function and communication, it is important to elucidate the similarities and differences of the 

circadian regulatory network in cells, tissues and organs. 

 

Our studies have shown that buds and flowers detached from the rest of the plant display rhythmic 

oscillations, which indicate the presence of self-sustained functional clocks. The developmental 

differences (e.g. in buds and open flowers) may be due to different sensitivities to environmental cues 

(Atamian et al., 2016). Under our conditions, other excised organs, for example roots, also sustain 

rhythms but with a long period and delayed phase compared to shoots (Chen et al., 2020; Takahashi 

et al., 2015). Notably, excised pistils showed self-sustained rhythms with precise 24-h oscillations. 

These results indicate the presence of a clock that is able to precisely run even in the absence of 

signals from the rest of the plant. In other floral organs, the dampened rhythms could be due to 

reduced viability or lack of energy after excision from the flower. Future studies should focus on 

understanding the circadian regulatory network in sepals, petals and stamens as well as on their 

circadian robustness after several days under LL. Compared to pistils, rhythms in stamens displayed 

a short period phenotype. It would be interesting to determine the biological relevance of such 
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variation between the reproductive organs. Circadian differences in reproductive organs are not 

exclusive of plants. For instance, the expression of core clock genes is also rhythmic in ovarian tissues 

(Kennaway et al., 2012), and female and male rats show sex differences in daily rhythms and in 

responses to endogenous and exogenous cues (Bailey and Silver, 2014). The sex-dependent circadian 

differences are relevant to humans in many areas, most notably those related to reproduction and 

overall health (Bailey and Silver, 2014). Understanding the circadian clockwork in flowers may prove 

essential for optimizing plant reproduction and productivity. 

 

Clock repressors and activators have specific regulatory functions in pistils. For instance, RVE 

proteins appear to have a prevalent activating function in pistils. The low amplitude or arrhythmic 

phenotypes of the rve4,6,8 triple mutant in pistils are in sharp contrast with the clear oscillations 

observed in seedlings. In sepals, petals and stamens, the toc1-2 mutant showed similar waveforms 

than WT at least for the first days under LL. These results suggest that the lack of a functional TOC1 

can be overcome for few days. In pistils, on the other hand, the short period phenotype is evident 

from the initial days but the rhythms dampened low over time. Thus, TOC1 circadian function is 

different in the floral organs, with a prevalent role in pistils. The expression of oscillator genes in 

pistils is similar to the one previously described with some exceptions like ELF3. Translational and/or 

post-translational mechanisms of regulation might contribute to the rhythmic oscillation of clock 

protein activity. For example, TOC1 protein is regulated by degradation through the proteasome 

pathway thus providing a mechanism for controlling TOC1 protein oscillation and period length by 

the clock (Mas et al., 2003b). 

 

Genome-wide analyses of the circadian transcriptional landscape in pistils showed the importance of 

the circadian clock regulating photosynthesis and responses to environmental signals. Photosynthesis 

is not exclusive of leaves as it is also present in reproductive organs (Brazel and Ó’Maoiléidigh, 

2019). It has been suggested that photosynthesis in reproductive organs may represent and adaptive 

trait, not only by balancing the carbon cost of reproduction but also conferring resistance to abiotic 

stresses (Raven and Griffiths, 2015). Some possible disadvantages of the photosynthetic activity 

include the increased DNA damage and the production of reactive oxygen species. Thus, proper 

timing of photosynthesis in pistils by the circadian clock might be beneficial for ensuring enough 

energy resources when needed but may also activate responses to cope with DNA damage. 

Consistently, the circadian clock in pistils coordinates responses to radiation, light, and abiotic 

stimulus. In humans and animal models, increasing evidence is pointing out relevant processes 

controlled by the clock that show sex differences in daily rhythms including, among others, the sleep-
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wake cycle, hormonal and metabolic oscillations (Mong et al., 2011). Proper circadian function is 

also important for pistil and silique growth as well as for seed quality and production. It would be 

interesting to determine the molecular mechanisms and downstream signaling pathways by which the 

circadian clock regulates pistil growth and function. The circadian factors and regulatory mechanisms 

controlling growth appear to be organ-specific, judging by the opposite hypocotyl and pistil length 

phenotypes observed in plants miss-expressing clock components. The circadian clock implication in 

the control of seed production opens interesting possibilities for biotechnological application of 

improving seed yield, arguably one of the most important traits for plant breeding.  

 

Analyses of mutant and over-expressing lines point out to a complex regulatory network for the pistil 

clock. The transcriptional regulatory activity does not sustain robust amplitude of TOC1 and ELF3 

mRNA expression in pistils as opposed to their rhythms observed in seedlings. Furthermore, the 

specific phenotypes of toc1-2, the different behavior of the ec mutants regulating PRR9 and PRR7 

circadian expression, and the clock gene expression patterns in rve mutant, all indicate some 

specificities of the pistil clock. The changes were also confirmed in the seedling analyses of the clock 

over-expressing/mutant lines. The genetic interaction studies also suggest dominant repressive 

phenotypes, able to overcome either the over-expression or the mutation of other oscillator 

components. Current models of the Arabidopsis clock in whole seedlings include the reciprocal 

regulation of morning and evening oscillator genes that results in their time-of-day specific peak of 

expression (Avello et al., 2021). Other models also group several circadian components together 

(Avello et al., 2021; Caluwé et al., 2016). The particular circadian architecture that we found in pistils 

might provide robustness to the pistil clockwork. Our results pave the way for a better understanding 

of the circadian system in the reproductive organs, which might likely provide biotechnological tools 

to manipulate plant reproduction and hence productivity. 

 

Limitations of the study 

In this study, we have focused on the transcriptional regulatory network at the core of the pistil clock. 

However, we have not elucidated the network in other floral organs including sepals, petals and 

stamens. Floral organs other than pistils are short-lived in planta so that reduced viability and/or the 

lack of energy after excision might contribute to the dampening of the rhythms that we observed in 

the bioluminescence assays. We propose that detailed time course analyses by RT-QPCR will provide 

useful information about the circadian networks in other floral organs. We have also not provided 

evidence of the biological relevance of the different circadian periods observed in pistils and stamens. 

Likewise, we have not identified the molecular mechanisms responsible for the circadian control of 
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pistil growth. These interesting aspects are important to fully understand the flower clock in 

Arabidopsis. 
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FIGURE LEGENDS 

Figure 1. Self-sustained circadian rhythms in buds and flowers. (A) Representative photographs 

of buds and flowers at different developmental stages. In vivo luminescence assays of CCA1:LUC 

rhythms in (B) young and mature buds and (D) young and mature flowers. Period, and relative 

amplitude error estimates of circadian rhythms of (C) young and mature buds and (E) mature and 

open flowers. Circadian time course analyses by RT-QPCR of (F) CCA1 and (G) ELF4 mRNA 

expression in open flowers. Samples were examined under constant light (LL) following 

synchronization under light:dark cycles (16h light:8h dark). Data are presented as the mean +SEM. 
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Scale bar = 1 mm. At least two biological replicates were performed per experiment. See also Figure 

S1. 

 

Figure 2. Distinct phenotypes of toc1-2 mutant in buds and in flowers. In vivo luminescence 

assays of CCA1:LUC rhythms in WT and toc1-2 (A) young buds, (B) open flowers, (C) mature buds 

and (D) mature flowers. Period, and relative amplitude error estimates of CCA1:LUC rhythms in WT 

and toc1-2 (E) mature buds and (F) open flowers. (G) Comparative luminescence analyses of 

CCA1:LUC rhythms in WT and toc1-2 mature buds and open flowers. (H) Period, and relative 

amplitude error estimates of CCA1:LUC rhythms in toc1-2 mature buds and open flowers. Samples 

were examined under LL following synchronization under light:dark cycles (16h light:8h dark). Data 

are presented as the mean +SEM. At least two biological replicates were performed per experiment. 

Data are repeated in different graphs to facilitate comparisons. 

 

Figure 3. Robust circadian oscillations in pistils require a functional TOC1. (A) Representative 

photographs of sepals, petals, stamens and pistils. (B) In vivo luminescence assays of CCA1:LUC 

rhythms in WT and toc1-2 (B) sepals, (C) petals, (D) stamens and (E) pistils. Comparative waveform 

analyses of CCA1:LUC rhythms in WT (F) petals and pistils and (G) stamens and pistils. Period, and 

relative amplitude error estimates of circadian rhythms in WT (H) sepals and pistils, (I) stamens and 

sepals, and (J) stamens and pistils. Samples were examined under LL following synchronization 

under light:dark cycles (16h light:8h dark). Data is presented as mean +SEM. At least two biological 

replicates were performed per experiment. Data are repeated in different graphs to facilitate 

comparisons among floral organs. Scale bar = 0.5 mm. See also Figure S2 and S3. 

 

Figure 4. Circadian transcriptional landscape in pistils and regulation of pistil growth and seed 

production. (A) Expression-based heatmap from transcriptomic RNA-Seq data at different circadian 

times. (B) Relative amplitude and (C) phase estimates of oscillating genes in pistils. (D) Functional 

categorization of the main circadian genes in pistils. (E) Comparative time course analysis of PIL6 

gene expression from RNA-Seq data in pistils and shoot apex. (F) Expression-based heatmap from 

RNA-Seq data of the main oscillator genes at different circadian times. Comparative time course 

analysis of CCA1 and TOC1 gene-expression from RNA-Seq data in (G) shoot apex and (H) pistils. 

Analyses of (I) pistil length, (J) silique number, and (K) silique length in WT and CCA1-ox plants. 

Representative images of seeds in siliques of (L) WT and (M) CCA1-ox plants. Siliques are not 

displayed in full length to facilitate the visualization of the seeds. Analyses of (N) seed number per 

silique, (O) seed weight, and (P) seed sectional area in WT and CCA1-ox plants. Analyses of pistil 
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length in (Q) the prr mutants and (R) toc1-2 and TOC1-ox plants. Analyses of (S) silique length and 

(T) seed weight in the prr mutants. Data is presented as mean ±SEM. (*** p-value<0.0001; ** p-

value>0.001; * p-value<0.05). Scale bar = 0.5 mm. See also Figure S4. 

 

Figure 5. Regulatory network at the core of the pistil oscillator in clock mutants. Time course 

analysis by RT-QPCR of (A) TOC1, (B) ELF4 and (C) LUX gene expression in WT and cca1-11lhy-

RNAi pistils. (D) CCA1 gene expression in WT and prr79 mutant pistils. (E) PRR9, (F) PRR7 and 

(G) CCA1 gene expression in WT and elf3-2, lux-2 and elf4-2 pistils. (H) CCA1, and (I) PRR7 in WT 

and toc1-2 pistils. ChIP analyses of (J) CCA1 at ZT3, (K) ELF3, and ELF4 at ZT15, and (L) LUX 

and ELF4 at ZT15 showing the enrichment (relative to the input) to the target promoters. Data are 

presented as the mean +SEM. For comparative analyses ChIP assays of ELF4 are shown in K and L. 

At least two biological replicates were performed per experiment. See also Figure S5. 

 

Figure 6. Distinct regulatory role of RVEs at the core of the pistil oscillator. Comparative time 

course analysis by RT-QPCR in WT and rve4,6,8 seedlings (A-C) and WT and rve4,6,8 pistils (D-

F). (A, D) PRR5 gene expression. (B, E, G) TOC1 gene expression. (C, F, H) PRR9 gene expression. 

Comparison of (G) TOC1 (H) PRR9 gene expression in rve4,6,8 seedlings and rve4,6,8 pistils. (I) 

Comparison of RVE4 expression in seedlings and pistils. Data are repeated in different graphs to 

facilitate comparisons. (I) Data are presented as the mean +SEM. Two biological replicates were 

performed for the analyses in seedlings, whereas three biological replicates were performed for the 

analyses in pistils. See also Figure S6. 

 

Figure 7. Genetic interaction analyses of the transcriptional repressive networks at the core of 

the pistil oscillator. Time course analysis by RT-QPCR of (A) PRR9, (B) PRR7, (C) ELF4, and (D) 

CCA1 gene expression in WT, TOC1-ox and TOC1-ox/elf3-2 pistils. (E) TOC1 and (F) ELF4 gene 

expression in WT and CCA1-ox/prr79 pistils. Data are presented as the mean +SEM. Three biological 

replicates were performed per experiment. (G) Circadian regulatory network comprising dominant 

regulatory functions (thick black lines) as inferred by the genetic interaction studies. See the main 

text for a further explanation. See also Figure S7. 

 

STAR Methods 

 

RESOURCE AVAILABILITY 

Lead contact 
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Further information and requests for resources and reagents should be directed to and will be fulfilled 

by the lead contact, Paloma Mas (paloma.mas@cragenomica.es). 

 

Materials availability 

All materials generated in this study will be available upon request from Paloma Mas 

(paloma.mas@cragenomica.es). 

 

Data and code availability 

 The RNA-sequencing data have been deposited at the Sequence Read Archive and are 

publicly available as of the date of publication. Accession number is listed in the key 

resources table.  

 This paper does not report original code.  

 Any additional information required to reanalyze the data reported in this paper is available 

from the lead contact upon request. 

 

 

EXPERIMENTAL MODEL AND SUBJECT DETAILS 

Plant material, growing conditions and organ dissection 

Seedlings were grown on half-strength Murashige and Skoog (MS) agar medium without sucrose, 

and synchronized under light:dark cycles (LgD, 16h light:8h dark) with 60-100 μmol m−2s−1 of cool 

white fluorescent light at 22°C for about 7-10 days (unless otherwise specified). For experiments 

using flowering plants, seedlings were then transplanted to soil and cultivated throughout the 

reproductive stage under light:dark cycles (LgD, 16h light:8h dark) with 150-200 μmol m−2s−1 of 

white light emitting diodes (LEDs) at 22°C. The CCA1:LUC (Salomé and McClung, 2005), 

TOC1:LUC (Perales and Más, 2007) and GI:LUC (Wu et al., 2008) reporter lines as well as the 

CCA1-ox (Wang and Tobin, 1998), TOC1-ox (Huang et al., 2012), and toc1-2;CCA1:LUC (NASC, 

N2107710) (Cervela-Cardona et al., 2021), cca1-1/lhy-RNAi (Alabadí et al., 2002), lux-2 (Hazen et 

al., 2005), elf3-2 (Hicks et al., 1996), elf4-2 (Huang et al., 2016), prr5-11;CCA1:LUC, prr57 , prr59 

(Nakamichi et al., 2005), prr79 (Farré et al., 2005), rve4,6,8 (Hsu et al., 2013), ELF3-ox-YFP 

(Herrero et al., 2012), YFP-ELF4-ox (Herrero et al., 2012), LUX-GFP (LUXpro::LUX-GFP lux-4) 

(Ezer et al., 2017), CCA1-HA-EYFP/cca1-1 (Yakir et al., 2009) lines were described elsewhere. All 

the lines are in Columbia (Col-0) background except the cca1-1/lhy-RNAi plants, which are in 

Wassilewskija (WS) background. Matching WT backgrounds were used for each mutant line. The 

TOC1-ox/elf3-2 lines were generated by crossing the TOC1-ox plants (Huang et al., 2012) with the 
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elf3-2 mutant (Hicks et al., 1996). The CCA1-ox/prr lines were generated by transforming the CCA1-

ox construct into the prr79 plants and by crossing the CCA1-ox plants (Wang and Tobin, 1998) with 

the prr7 mutant plants (Farré et al., 2005). To follow individual open flowers in intact plants, 

inflorescences of open flowers were marked by a black marker at day 0 under LL. Pictures of the 

selected flowers were taken with a stereo microscope (SZX16, Olympus) the following days. For the 

luminescence assays (see below) and for the RT-QPCR (Reverse Transcription Quantitative 

Polymerase Chain Reaction) analysis of floral organs, sterile dissecting forceps were used to carefully 

excise young buds, mature buds, mature flowers and open flowers from flowering plants. Similarly, 

sepals, petals, stamens, and pistils were carefully excised from open flowers. 

 

METHODS DETAILS 

In vivo luminescence assays  

Buds, flowers or floral organs from luciferase-expressing plants synchronized under light:dark cycles 

(LgD, 16h light:8h dark) with 150-200 μmol m−2s−1 of white LEDs at 22℃ were excised and 

immediately placed in 96-well microplates with half-strength MS liquid medium with 1% sucrose 

and 290µM D-luciferin (Biothema). Bioluminescence rhythms, were examined as previously 

described (Okada and Mas, 2022) under constant light (LL) conditions or entraining Light:Dark 

cycles (LgD, 16h light:8h dark) as specified for each experiment. A microplate luminometer LB-960 

(Berthold Technologies) and the software Microwin, version 4.34 (Mikrotek 2 Laborsysteme) were 

used for the bioluminescence analyses. Amplitude, period, and relative amplitude error (RAE) were 

estimated with the fast Fourier transform non-linear least squares (FFT-NLLS) method (Zielinski et 

al., 2014). The analyses were performed in the statistical environment of R 3.3.2. Data from samples 

that appeared damaged or that eventually died in the wells were excluded from the analyses. Three 

biological replicates were performed per experiment. 

 

Gene expression analysis by RT‐QPCR 

About 5-6 12-day old seedlings or about 6-8 flowers were collected, snap-frozen and ground using 

TissueLyser II (QIAGEN). About 6-8 pistils were collected, snap-frozen and ground using plastic 

grinding pestles. About 70 stamens were collected in homogenization solution (Promega, Z305H), 

snap-frozen, and ground using plastic grinding pestles. RNA from flowers, stamens and pistils was 

isolated using the Maxwell RSC Plant RNA kit (Promega). Single strand cDNA was synthesized 

using iScript™ Reverse Transcription Supermix for RT-qPCR (BioRad) following the manufacturer 

recommendations. For QPCR analysis, cDNAs were diluted 30-50-fold with nuclease-free water and 

QPCR was performed with Brilliant III ultrafast SYBR qRT-PCR Master Mix (Agilent) in a 96-well 
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CFX96 Touch Real-Time PCR Detection System (BioRad). The IPP2 gene (Fung-Uceda et al., 2018) 

was used as control in seedlings and PP2AA3 (AT1G13320) (Takahashi et al., 2015) was used as 

control in pistil and flowers. A list of primers used for gene expression analyses is shown in 

Supplemental Table 2. 

 

RNA-Seq analysis 

Plants were synchronized under LgD conditions (16h light:8h dark) with 150-200 μmol m−2s−1 of 

white LEDs at 22°C and subsequently transferred to LL for two days. About 6-8 pistils from open 

flowers were collected the third day under LL, every four hours over two circadian cycles. Total RNA 

was isolated using the Maxwell RSC Plant RNA kit (Promega) following the manufacturer's 

recommendations. Sequencing was performed by Novogene Co., Ltd. RNA purity was checked using 

a NanoPhotometer® spectrophotometer (IMPLEN, CA, USA) and RNA integrity and quantitation 

were assessed using the RNA Nano 6000 Assay Kit of the Bioanalyzer 2100 system (Agilent 

Technologies). A total of 1 μg RNA per sample was used for the RNA sample preparations. 

Sequencing libraries were generated using NEBNext® UltraTM RNA Library Prep Kit for Illumina® 

(NEB) following manufacturer’s recommendations. Index codes were added to attribute sequences 

to each sample. mRNA was purified from total RNA using poly-T oligo-attached magnetic beads. 

Fragmentation was carried out using divalent cations under elevated temperature in NEBNext First 

Strand Synthesis Reaction Buffer (5X). First strand cDNA was synthesized using random hexamer 

primer and M-MuLV Reverse Transcriptase (RNase H). Second strand cDNA synthesis was 

subsequently performed using DNA Polymerase I and RNase H. Remaining overhangs were 

converted into blunt ends via exonuclease/polymerase activities. After adenylation of 3’ ends of DNA 

fragments, NEBNext Adaptor with hairpin loop structure were ligated to prepare for hybridization. 

In order to select cDNA fragments of preferentially 150~200 bp in length, the library fragments were 

purified with AMPure XP system (Beckman Coulter). Subsequently, 3 μl of USER Enzyme (NEB) 

were used with size-selected, adaptor ligated cDNA at 37 °C for 15 min followed by 5 min at 95 °C 

before PCR. PCR was performed with Phusion High-Fidelity DNA polymerase, Universal PCR 

primers and Index (X) Primer. The PCR products were purified (AMPure XP system) and library 

quality was assessed on the Agilent Bioanalyzer 2100 system. 

 

Clustering of the index-coded samples was performed on a cBot Cluster Generation System using PE 

Cluster Kit cBot-HS (Illumina) according to the manufacturer’s instructions. After clustering, the 

library preparations were sequenced on an Illumina platform and paired-end reads were generated. 

Raw data (raw reads) of FASTQ format were firstly processed through fastp. In this step, clean data 
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(clean reads) were obtained by removing reads containing adapter and poly-N sequences and reads 

with low quality from raw data. At the same time, Q20, Q30 and GC content of the clean data were 

calculated. All the downstream analyses were based on the clean data with high quality. Paired-end 

clean reads were mapped to the reference genome using HISAT2 software (Kim et al., 2019). HISAT2 

uses a large set of small GFM indexes that collectively cover the whole genome. These small indexes 

(called local indexes), combined with several alignment strategies, enable rapid and accurate 

alignment of sequencing reads. Featurecounts was used to count the read numbers mapped of each 

gene. RPKM (Reads Per Kilobase of exon model per Million mapped reads) of each gene was 

calculated based on the length of the gene and reads count mapped to this gene. RPKM considers the 

effect of sequencing depth and gene length for the reads count at the same time and is currently the 

most commonly used method for estimating gene expression levels. The web-based tool 

“Heatmapper” was used to visualize data as heatmaps (Babicki et al., 2016). 

 

The JTK_Cycle algorithm (Hughes et al., 2010) was used to identify oscillating genes (adjusted p-

value < 0.05) with a period ranging from 20 to 28. The Integrative Genomics Viewer (IGV) was used 

to visualize the data (Robinson et al., 2011; Thorvaldsdóttir et al., 2013). The phases of circadian 

expression were analyzed using the publicly available Gene Phase Analysis Tool “PHASER” of the 

DIURNAL database (http://diurnal.mocklerlab.org/) (Michael et al., 2008; Mockler et al., 2007). 

Phase over-representation is calculated as the number of genes with a given phase divided by the total 

number of genes over the number of genes called rhythmic and divided by the total number of genes 

in the dataset. Circadian genes were classified into broad functional categories using the PANTHER 

Over-representation Test (Fisher’s Exact Test, Bonferroni correction) and the web tool “BIOMAPS” 

(Katari et al., 2010) (Fisher’s Exact Test, cut-off 0.01), which renders over-represented and significant 

functional terms (Gene Ontology or MIPS) as compared to the frequency of the term in the whole 

genome. 

 

Phenotypic analyses of pistils, siliques and seeds 

For pistil analyses, at least 5 pistils for each genotype were selected at stages 11, 12 and 13 (Müller, 

1961; Smyth et al., 1990), and pictures were taken with a stereo microscope (SZX16, Olympus) after 

careful removal of petals and sepals. Measurements of pistil length was performed by using the 

software package Image J. For silique and seed analyses, 100 fully developed siliques from the main 

inflorescences (starting at the fifth silique from the bottom) were collected and photographed using a 

stereo microscope (SZX16, Olympus). Seeds from each silique were spread on white paper and 

photographs were taken. Silique length and seed number per silique were quantified using the 
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software package Image J. For seed size and weight analyses, seeds were harvested and sieved to 

remove plant debris. Following incubation at 25°C for 7 days, randomly selected groups of seeds for 

each line were weighted (W). Seed number (N), sectional area, length and width were quantified 

using the software package Image J. The grain weight was calculated as: 1000-grain weight (g)= W 

/N *1000. Two-tailed Student’s t-test analyses were performed using the GraphPad Prism software. 

 

Chromatin immunoprecipitation assays 

Chromatin immunoprecipitation (ChIP) assays were performed as previously described (Yamaguchi 

et al., 2014). About 100 mg of pistils from open flowers were sampled, and vacuum infiltrated 3 times 

for 15 min in 30 ml cross-linking solution (1% formaldehyde in 1×PBS) at room temperature. The 

cross-linking reaction was stopped by adding glycine to a final concentration of 0.125 M and vacuum 

infiltrated for 5 min. Samples were washed three times with cold deionized water, dried with paper 

towels and snapped-frozen in liquid nitrogen. Samples were ground to fine powder and extracted with 

2.5 ml of Nuclei extraction buffer. After filtering the samples through Miracloth (475855, Merck), 

the chromatin solution was sonicated until obtaining sheared DNA of about 200-600 bp. Soluble 

chromatin was incubated overnight at 4°C with theAnti-GFP antibody (#A-11122, Thermo Fisher 

Scientific) for the samples of ELF3-ox-YFP, YFP-ox-ELF4, LUX-GFP and CCA1-HA-EYFP/cca1-

1. Samples were then incubated with Protein G-Dynabeads beads (10004D, Thermo Fisher Scientific) 

for 4 hours at 4°C with rotation. The beads were washed thrice with Low salt wash buffer, High salt 

wash buffer, 250 mM LiCl wash buffer and 0.5×TE, respectively. The samples were eluted from the 

beads with elution buffer by incubating for 30 min at 65°C. The purified DNA was diluted 10-fold 

with nuclease-free water and QPCR was performed with Brilliant III ultrafast SYBR qRT-PCR 

Master Mix (Agilent) in a 96-well CFX96 Touch Real-Time PCR Detection System (BioRad). A list 

of primers used for ChIP analyses is shown in Supplemental Table S2. 

 

QUANTIFICATION AND STATISTICAL ANALYSIS 

For luminescence assays, data represent means + SEM of n ≥ 3 (Figures 1B, 1D, S1, 2A-2D, 2G, 

S2A-S2F, 3B-3G, S3E-S3F). Periods and relative amplitude errors of bioluminescence rhythms were 

estimated with the fast Fourier transform non-linear least squares (FFT-NLLS) and plotted with three 

biological replicates (Figures 1C, 1E, 2E-2F, 2H, 3H-3J, S3A-S3D). Statistical analyses were 

performed by two-tailed Student’s t-test to compare period lengths. Quantification of pistil length 

(Figures 4I, 4Q, and 4R), silique length (Figures 4K and 4S), seed number (Figure 4N), and seed 

sectional area (Figure 4P) was performed using ImageJ software. For pistil length, data represent 

median ± SEM of n ≈ 15 pistils (Figures 4I, 4Q, and 4R). For silique number, data represent median 
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± SEM of n ≈ 15 plants (Figure 4J). For silique length, n ≈ 100 siliques were measured. Data represent 

median ± SEM (Figure 4K), lengths are plotted with the means (Figure 4S). For seed number per 

silique, data represent median ± SEM of n ≈ 70 siliques (Figure 4N). For 1000-grain-weight, more 

than 500 seeds were weighed, and data represent median ± SEM of n ≈12 (Figure 4O). For seed 

sectional area, areas of n ≈ 200 seeds are plotted with those means (Figure 4P). For seed weights per 

plants, n ≈ 30 plants were used and weights of seeds from each plant are plotted with those means 

(Figure 4T). Statistical analyses were performed by two-tailed Student’s t-test (*** p-value<0.0001; 

** p-value>0.001; * p-value<0.05). For gene expression analysis using qPCR (Figures 1F-1G, S2G-

S2H, S2J-S2M, 5, S5, 6, S6, 7A-7F, S7), data represent means + SEM of technical duplicates using 

three biological replicates. Crossing point (Cp) calculation was used for quantification using the 

Absolute Quantification analysis by the 2nd Derivative Maximum method.  

 

Supplemental Table S1. JTK_CYCLE analysis and biological process enrichment of rhythmic genes 

in pistils. Related to Figure 4. 
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