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#### Abstract

In this paper we study removable singularities for solutions of the fractional heat equation in the spacial-time space. We introduce associated capacities and we study some of its metric and geometric properties.
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## 1 Introduction

In the present paper we study removable singularities for solutions of the fractional heat equation in time varying domains. Our main motivation comes from the paper [13] where we studied removable singularities for regular (1,1/2)-Lipschitz solutions of the heat equation in time varying domains. Our ambient space is $\mathbb{R}^{N+1}$ with a generic point denoted as $\bar{x}=$ $(x, t) \in \mathbb{R}^{N+1}$, where $x \in \mathbb{R}^{N}$ and $t \in \mathbb{R}$. For a smooth function $f$ depending on $(x, t) \in$ $\mathbb{R}^{N+1}$, the heat equation is just

$$
\begin{equation*}
\Theta(f)=\Delta f-\partial_{t} f=0 \tag{1.1}
\end{equation*}
$$

with fundamental solution $W(x, t)=(4 \pi t)^{-N / 2} \exp \left(-|x|^{2} / 4 t\right)$ for $t>0$ and 0 if $t \leq 0$.
We set $0<s<1$ and let $\Theta^{s}$ denote the fractional heat operator, $\Theta^{s}=(-\Delta)^{s}+\partial_{t}$. Then, for a smooth function $f$ depending on $(x, t) \in \mathbb{R}^{N+1}$,

$$
\Theta^{s}(f)=(-\Delta)^{s} f+\partial_{t} f=0
$$

[^0][^1]is just the fractional heat equation. The pseudodifferential operator $(-\Delta)^{s}=\left(-\Delta_{x}\right)^{s}, 0<$ $s<1$, is the fractional Laplacian with respect to the $x$ variable. It may be defined through its Fourier transform, $\widehat{(-\Delta)^{s}} f(\xi)=|\xi|^{2 s} \hat{f}(\xi)$, or by its representation
$$
(-\Delta)^{s} f(x)=c(n, s) \text { p.v. } \int_{\mathbb{R}^{N}} \frac{f(x)-f(y)}{|x-y|^{N+2 s}} d y
$$
where $c(n, s)$ is a normalization constant (see [10] and [17] for its basic properties). and p.v. stands for the principal value. The standard Laplace operator, $-\Delta$, is recovered when taking the limit $s \rightarrow 1$ (see [4, Section 4]), but there is a big difference between the local operator $-\Delta$, that appears in the classical heat equation and represents Brownian motion, and the non-local family $(-\Delta)^{s}, 0<s<1$, which are generators of Lévy processes in Stochastic PDEs (see [1] i [2]).

Given $\bar{x}=(x, t)$ and $\bar{y}=(y, u)$, with $x, y \in \mathbb{R}^{N}, t, u \in \mathbb{R}$, we consider the $s$-parabolic distance in $\mathbb{R}^{N+1}$ defined by

$$
\operatorname{dist}_{p}(\bar{x}, \bar{y})=\max \left(|x-y|,|t-u|^{1 / 2 s}\right)
$$

Sometimes we also write $|\bar{x}-\bar{y}|_{p}$ instead of $\operatorname{dist}_{p}(\bar{x}, \bar{y})$. Notice that for $s=1 / 2$, $\operatorname{dist}_{p}$ is comparable to the usual distance. We denote by $B_{p}(\bar{x}, r)$ an $s$-parabolic ball (i.e., in the distance dist $_{p}$ ) centered at $\bar{x}$ with radius $r$. By an $s$-parabolic cube $Q$ of side length $\ell$, we mean a set of the form

$$
I_{1} \times \ldots \times I_{N} \times I_{N+1}
$$

where $I_{1}, \ldots, I_{N}$ are intervals in $\mathbb{R}$ with length $\ell$, and $I_{N+1}$ is another interval with length $\ell^{2 s}$. We write $\ell(Q)=\ell$.

We say that a Borel measure $\mu$ in $\mathbb{R}^{N+1}$ has upper parabolic growth of degree $N+2 s-1$, $0<s<1$, if there exists some constant $C$ such that

$$
\begin{equation*}
\mu\left(B_{p}(\bar{x}, r)\right) \leq C r^{N+2 s-1} \quad \text { for all } \bar{x} \in \mathbb{R}^{N+1}, r>0 . \tag{1.2}
\end{equation*}
$$

Clearly, this is equivalent to saying that any $s$-parabolic cube $Q \subset \mathbb{R}^{N+1}$ satisfies $\mu(Q) \leq$ $C^{\prime} \ell(Q)^{N+2 s-1}$. Now, let $s=1 / 2$. We say that a compact set $E \subset \mathbb{R}^{N+1}$ is removable for the $1 / 2-$ fractional heat equation (or removable for bounded $1 / 2-$ caloric functions) if any bounded function $f: \mathbb{R}^{N+1} \rightarrow \mathbb{R}$, i.e. $\|f\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)}<\infty$, satisfying the $\frac{1}{2}$-fractional heat equation in $\mathbb{R}^{N+1} \backslash E$, also satisfies the $1 / 2$-fractional heat equation in the whole space $\mathbb{R}^{N+1}$.

Given a compact set $E \subset \mathbb{R}^{N+1}$, we define its $1 / 2$-fractional caloric capacity by

$$
\begin{equation*}
\gamma_{\Theta}^{1 / 2}(E)=\sup \left\{|\langle v, 1\rangle|: v \in \mathcal{D}^{\prime}, \operatorname{supp} v \subset E \text { and }\|P * v\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\} \tag{1.3}
\end{equation*}
$$

where $\mathcal{D}^{\prime}$ is the space of distributions in $\mathbb{R}^{N+1}$ and $P(x, t)$ denotes the fundamental solution of the $1 / 2$-fractional heat equation in $\mathbb{R}^{N+1}$, that is

$$
P(x, t)=\left\{\begin{array}{cl}
\frac{t}{\left(t^{2}+|x|^{2}\right)^{\frac{N+1}{2}}} \quad \text { if } t>0  \tag{1.4}\\
0 \text { if } t \leq 0
\end{array}\right.
$$

The fractional heat equation can be solved (by applying Fourier transform) for all $0<s \leq 1$ by means of the fundamental solution $P_{s}(x, t)$, which is the inverse transform of the function $e^{-|\xi|^{2 s} t}$. It is worth mentioning that only in the particular cases $s=1$ and $s=1 / 2$ the kernel is known to be explicit. In the first case we get the Gaussian kernel for the standard heat equation $W(x, t)=(4 \pi t)^{-N / 2} e^{-|x|^{2} / 4 t}$ and in the fractional case $s=1 / 2$ we have Eq. 1.4.

For $0<s<1$, there is no explicit fundamental solution for the $s$-fractional heat equation. In the 1960s, the probabilists Blumenthal and Getoor [3, Theorem 2.1] generalized in a precise way the power-like tail behaviour observed in the case $s=1 / 2$ to the other values of $0<s<1$, that is, they established that the fundamental solution, $P_{s}(x, t)$, of the fractional heat equation, for $0<s<1$, satisfies

$$
P_{s}(x, t) \approx \frac{t}{\left(t^{1 / s}+|x|^{2}\right)^{\frac{N+2 s}{2}}}
$$

when $t>0$ (and 0 for $t \leq 0$ ). Here $a \approx b$ means that $a / b$ is uniformly bounded above and below by a constant. Notice the marked difference with the Gaussian kernel $W(x, t)$ of the heat Eq. 1.1 (case $s=1$ ). The behaviour as $x$ tends to infinity of $P_{s}$ is power-like while $W$ has exponential spatial decay.

In the paper, we will also introduce and study some $s$-fractional caloric capacities $\gamma_{\Theta}^{s}$, $0<s<1$, associated with the kernels $P_{s}$ of the $s$-fractional heat equation.

We shall now give a brief description of the main results in the paper. Section 2 includes some estimates of the kernels $P_{s}(x, t)(0<s<1)$ and its derivatives, that will be needed in the rest of the paper. The four next sections deal with the case $s=1 / 2$. More concretely, in Section 3 we prove a localization result for $s=1 / 2$, that is, for a distribution $v$, we localize the potential $P * v$ in the $L^{\infty}$-norm. We think that the localization property for the potential $P_{s} * v, 0<s<1$, should also hold, but the arguments would be much more involved and we don't have a proof of it. The localization method for the Cauchy potential $\nu * 1 / z$ in the plane is a basic tool developed by A.G. Vitushkin in the theory of rational approximation in the plane. This was later adapted in [14] for Riesz potential $v * x /|x|^{N}$ in $\mathbb{R}^{N}$ and used in problems of $\mathcal{C}^{1}$-harmonic approximation. These localization results have also been essential to prove the semiadditivity of analytic capacity and of Lipschitz harmonic capacity, see [19] and [22] respectively (see also [15] for other related capacities).

In Section 4 we study the connection between $\frac{1}{2}$-fractional caloric removability and the capacity $\gamma_{\Theta}^{1 / 2}$. In particular, we show that a compact set $E \subset \mathbb{R}^{N+1}$ is $\frac{1}{2}$-fractional caloric removable if and only if $\gamma_{\Theta}^{1 / 2}(E)=0$. We also compare the capacity $\gamma_{\Theta}^{1 / 2}$ to the Hausdorff content $\mathcal{H}_{\infty}^{N}$ and we prove that if $E$ has zero $N$-dimensional Hausdorff measure, i.e., $\mathcal{H}^{N}(E)=0$, then $\gamma_{\Theta}^{1 / 2}(E)=0$ too. In the converse direction, we show that if $E$ has Hausdorff dimension larger than $N$, then $\gamma_{\Theta}^{1 / 2}(E)$ is positive. Hence, the critical dimension for $\frac{1}{2}$-fractional caloric capacity (and thus for $\frac{1}{2}$-fractional caloric removability) occurs in dimension $N$, in accordance with the classical case. Also by analogy with the classical case, one should expect that $\gamma_{\Theta}^{1 / 2}(E)>0$ if and only if $\gamma_{\Theta,+}^{1 / 2}(E)>0$ or even that both capacities are comparable (the definition of $\gamma_{\Theta,+}^{1 / 2}$ is the same as (1.3) but instead of distributions one considers positive measures). However, there is a big obstacle when trying to follow this approach. Namely, the kernel $P$ is not antisymmetric and thus, if $v$ is such that $T v=P * v$ is in $L^{\infty}\left(\mathbb{R}^{N+1}\right)$, apparently one cannot get any useful information regarding $T^{*} \nu\left(T^{*}\right.$ being the dual operator to $T$ ). This prevents any direct application of the usual $T 1$ or $T b$ theorems from Calderón-Zygmund theory, which are essential tools in the case of analytic capacity and Lipschitz harmonic capacity. Hence, In Section 4, due to the lack of antisymmetry of our kernel $P$, we also introduce a new capacity $\widetilde{\gamma}_{\Theta,+}^{1 / 2}$. We set $\widetilde{\gamma}_{\Theta,+}^{1 / 2}(E)=\sup \mu(E)$, the supremum taken over all positive measures supported on $E$ with $\|T \mu\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1$ and $\left\|T^{*} \mu\right\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1$. Clearly $\gamma_{\Theta}^{1 / 2} \geq \gamma_{\Theta,+}^{1 / 2} \geq \widetilde{\gamma}_{\Theta,+}^{1 / 2}$. We show that the capacity $\tilde{\gamma}_{\Theta,+}^{1 / 2}$ can be characterized in terms of the $L^{2}$-norm of $T$.

In Sections 5 and 6, we give some concrete examples of $\frac{1}{2}$-caloric removable and nonremovable sets with Hausdorff dimension $N$. In particular, in the first section we construct a self similar Cantor set in $\mathbb{R}^{N+1}$ with positive and finite Hausdorff $N$-dimensional measure which is $\frac{1}{2}$-caloric removable and in the second one we show that on the plane, the capacity $\gamma_{\Theta}^{1 / 2}$ vanishes on vertical segments and is positive on horitzontal ones. These examples allow us to deduce that, in dimension two, neither analytic capacity nor newtonian capacity are comparable to the $1 / 2$-fractional caloric capacity $\gamma_{\Theta}^{1 / 2}$ (although these three capacities have the same critical dimension).

Sections 7 and 8 are devoted to the study of the $s$-fractional capacities $\gamma_{\Theta}^{s}$, when $1 / 2<$ $s<1$ and $0<s<1 / 2$ respectively. In the first case, namely $1 / 2<s<1$, we are able to show that the critical dimension for the $\gamma_{\Theta}^{s}$-capacity is $N+2 s-1$. We have had several technical problems when trying to prove this statement for the case $0<s<1 / 2$ but we can show that sets $E$ with zero $(N+2 s-1)$-dimensional Hausdorff measure, i.e., $\mathcal{H}^{N+2 s-1}(E)=0$, have $\gamma_{\Theta}^{s}(E)=0$.

Some comments about the notation used in the paper: as usual, the notation $A \lesssim B$ means that there is a positive absolute constant $C$ (that may depend on $s$ and the dimension $N$ ) such that $A \leq C B$. Also, $A \approx B$ is equivalent to $A \lesssim B \lesssim A$. The gradient symbol $\nabla$ refers to $\left(\nabla_{x}, \partial_{t}\right)$, with $x \in \mathbb{R}^{N}$ and $t \in \mathbb{R}$.

## 2 Some Preliminary Estimates on the Kernels $P$ and $P_{s}$

In the next two lemmas we will obtain upper bounds for the kernels $P(x, t), P_{s}(x, t)$ and its derivatives. We will need them later.

Lemma 2.1 For any $\bar{x}=(x, t) \in \mathbb{R}^{N+1}, x \in \mathbb{R}^{N}$ and $t \in \mathbb{R}$, the following holds:
(a) $\quad P(\bar{x}) \lesssim \frac{1}{|\bar{x}|^{N}}$ for all $\bar{x} \neq 0$.
(b) $\left|\nabla_{x} P(\bar{x})\right| \lesssim \frac{1}{|\bar{x}|^{N+1}}$ for all $\bar{x} \neq 0$ and $\left|\partial_{t} P(\bar{x})\right| \lesssim \frac{1}{|\bar{x}|^{N+1}}$ for all $\bar{x} \neq(x, 0)$.
(c) For all $\bar{x}, \bar{x}^{\prime} \in \mathbb{R}^{N+1}$ such that $\left|\bar{x}-\bar{x}^{\prime}\right| \leq|\bar{x}| / 2, \bar{x} \neq 0$,

$$
\left|P(\bar{x})-P\left(\bar{x}^{\prime}\right)\right| \lesssim \frac{\left|\bar{x}-\bar{x}^{\prime}\right|}{|\bar{x}|^{N+1}} .
$$

Notice that the kernel P is not differentiable with respect to $t$ at the points $(x, 0), x \in$ $\mathbb{R}^{N}$.

Proof The estimate in (a) comes from the explicit expression of $P$. For the estimates in (b) we compute

$$
\nabla_{x} P(x, t)=-\frac{(N+1) x t}{\left(|x|^{2}+t^{2}\right)^{\frac{N+3}{2}}}
$$

and so we get $\left|\nabla_{x} P(\bar{x})\right| \lesssim \frac{1}{|\bar{x}|^{N+1}}$. On the other hand, for $t \neq 0$

$$
\partial_{t} P(x, t)=\frac{1}{\left(|x|^{2}+t^{2}\right)^{\frac{N+1}{2}}}-\frac{(N+1) t^{2}}{\left(|x|^{2}+t^{2}\right)^{\frac{N+3}{2}}} .
$$

Then $\left|\partial_{t} P(\bar{x})\right| \lesssim \frac{1}{|\bar{x}|^{N+1}}$ for all $\bar{x} \neq(x, 0), x \in \mathbb{R}^{N}$.
Finally, (c) will be obtained using (b). Indeed, given $\bar{x}, \bar{x}^{\prime} \in \mathbb{R}^{N+1}$ such that $\left|\bar{x}-\bar{x}^{\prime}\right| \leq$ $|\bar{x}| / 2$, write

$$
\bar{x}=(x, t), \quad \bar{x}^{\prime}=\left(x^{\prime}, t^{\prime}\right), \quad \hat{x}=\left(x^{\prime}, t\right) .
$$

Then

$$
\begin{equation*}
\left|P(\bar{x})-P\left(\bar{x}^{\prime}\right)\right| \leq|P(\bar{x})-P(\hat{x})|+\left|P(\hat{x})-P\left(\bar{x}^{\prime}\right)\right| \tag{2.1}
\end{equation*}
$$

The first term in the above inequality is bounded by

$$
\left|x-x^{\prime}\right| \sup _{y \in\left[x, x^{\prime}\right]}\left|\nabla_{x} P(y, t)\right| \lesssim \frac{\left|x-x^{\prime}\right|}{|\bar{x}|^{N+1}} \leq \frac{\left|\bar{x}-\bar{x}^{\prime}\right|}{|\bar{x}|^{N+1}} .
$$

For the second term in Eq. 2.1 let $t>t^{\prime}$. If $t^{\prime}>0$, then

$$
\left|t-t^{\prime}\right| \sup _{s \in\left[t^{\prime}, t\right]}\left|\partial_{t} P\left(x^{\prime}, s\right)\right| \lesssim \frac{\left|t-t^{\prime}\right|}{|\bar{x}|^{N+1}} \leq \frac{\left|\bar{x}-\bar{x}^{\prime}\right|}{|\bar{x}|^{N+1}} .
$$

If $t<0,\left|P(\hat{x})-P\left(\bar{x}^{\prime}\right)\right|=0$ and if $t>0$ and $t^{\prime}<0$, then

$$
\left|P\left(x^{\prime}, t\right)-P\left(x^{\prime}, t^{\prime}\right)\right|=\left|P\left(x^{\prime}, t\right)-P\left(x^{\prime}, 0\right)\right| \lesssim|t| \sup _{s \in[0, t]}\left|\partial_{t} P\left(x^{\prime}, s\right)\right| \lesssim \frac{\left|\bar{x}-\bar{x}^{\prime}\right|}{|\bar{x}|^{N+1}}
$$

The following lemma shows some growth properties of our kernel $P_{s}$. Before stating it, we need to introduce a definition. For a function $f: \mathbb{R}^{N+1} \rightarrow \mathbb{R}$ and $\alpha \in(0,1)$, the $\alpha-$ fractional derivative with respect to $t$ (recall that $x \in \mathbb{R}^{N}$ and $t \in \mathbb{R}$ ) is defined as

$$
\partial_{t}^{\alpha} f(x, t)=\int \frac{f(x, s)-f(x, t)}{|s-t|^{1+\alpha}} d s,
$$

when the integral is finite.
Now the lemma reads as follows
Lemma 2.2 Let $s \in(0,1)$. For any $\bar{x}=(x, t) \in \mathbb{R}^{N+1}, x \in \mathbb{R}^{N}$ and $t \in \mathbb{R}$, the following holds:
(1) $\left|P_{s}(\bar{x})\right| \lesssim \frac{1}{|\bar{x}|_{p}^{N}}$ for all $\bar{x} \neq 0$.
(2) For $\alpha \in(0,1),\left|(-\Delta)^{\alpha} P_{s}(\bar{x})\right| \lesssim \frac{1}{|\bar{x}|_{p}^{N+2 \alpha}}$.
(3) $\left|\partial_{t} P_{s}(\bar{x})\right| \lesssim \frac{1}{|\bar{x}|_{p}^{N+2 s}}$ for all $\bar{x} \neq(x, 0)$.
(4) $\left|\nabla_{x} P_{s}(\bar{x})\right| \lesssim \frac{1}{|\bar{x}|_{p}^{N+1}}$ for all $\bar{x} \neq 0$.
(5) For $s \in\left(\frac{1}{2}, 1\right),\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s}(\bar{x})\right| \lesssim \frac{1}{|x|^{N-1}|\bar{x}|_{p}^{2 s}}$.

Proof The first property follows from the definition of the kernel. For $t \leq 0, P_{s}(x, t)=0$ and for $t>0$,

$$
\left|P_{s}(\bar{x})\right|=\left|P_{s}(x, t)\right| \approx \frac{t}{\left(t^{\frac{1}{s}}+|x|^{2}\right)^{\frac{N+2 s}{2}}} \leq \frac{\left(t^{\frac{1}{s}}+|x|^{2}\right)^{s}}{\left(t^{\frac{1}{s}}+|x|^{2}\right)^{\frac{N+2 s}{2}}}=\frac{1}{|\bar{x}|_{p}^{N}}
$$

We prove now the second one. Applying Fourier transform to the fractional heat equation with respect to the space variable $x$, and calling the new variable $\xi$, we get the equation $\partial_{t} \widehat{u}=-|\xi|^{2 s} \widehat{u}$, that allows to solve the initial-value problem in Fourier space by means of the formula $\widehat{u}(\xi, t)=\widehat{u}_{0}(\xi) e^{-|\xi|^{2 s} t}$. Applying the inverse transform, the fractional heat equation can be solved for all $0<s<1$ by means of the fundamental solution, $P_{s}(x, t)$, which is the inverse transform of the function $e^{-|\xi|^{2 s} t}$. Hence the kernel $P_{s}$ has Fourier transform $\widehat{P}_{s}(\xi, t)=e^{-|\xi|^{2 s} t}$. It is well known that for $t>0$ (recall that for $\left.t \leq 0, P_{s}(x, t)=0\right)$ it has the self-similar form

$$
\begin{equation*}
P_{s}(x, t)=t^{\frac{-N}{2 s}} \phi\left(|x| t^{-\frac{1}{2 s}}\right) \tag{2.2}
\end{equation*}
$$

for some positive $\mathcal{C}^{\infty}$ function $\phi$, radially decreasing and satisfying $\phi(u) \approx\left(1+u^{2}\right)^{-\frac{N+2 s}{2}}$ (see [3] and [21]).

Using Eq. 2.2 we deduce that

$$
(-\Delta)^{\alpha} P_{s}(x, t)=t^{-\frac{N}{2 s}-\frac{\alpha}{s}} \psi\left(|x| t^{-\frac{1}{2 s}}\right)
$$

where $\psi(z)=(-\Delta)^{\alpha} \phi(z)$. Since $\widehat{\phi}(\xi)=e^{-|\xi|^{2 s}}$, then $\widehat{\psi}(\xi)=|\xi|^{2 \alpha} e^{-|\xi|^{2 s}}$ and using the expression of the inverse Fourier transform of a radial function (see [7, Section B.5] or [18, Section IV.I] for a proof) we obtain

$$
\psi(|z|)=c_{N}|z|^{1-\frac{N}{2}} \int_{0}^{\infty} e^{-r^{2 s}} r^{\frac{N}{2}+2 \alpha} J_{\frac{N}{2}-1}(r|z|) d r,
$$

where $J_{k}$ is the classical Bessel function of order $k$. Thus [16, Lemma 1] gives us the decay $|\psi(|z|)|=O\left(|z|^{-N-2 \alpha}\right)$, for $|z|$ large. Since $\psi$ is bounded we have

$$
\begin{equation*}
|\psi(|z|)| \lesssim\left(1+|z|^{2}\right)^{\frac{-N-2 \alpha}{2}} \tag{2.3}
\end{equation*}
$$

which implies

$$
\left|(-\Delta)^{\alpha} P_{s}(x, t)\right| \lesssim \frac{1}{t^{\frac{N+2 \alpha}{2 s}}\left(1+|x|^{2} t^{-\frac{1}{s}}\right)^{\frac{N+2 \alpha}{2}}}=\frac{1}{|\bar{x}|_{p}^{N+2 \alpha}}
$$

the second estimate in the statement of the lemma. Observe that for $\alpha=s$ this is

$$
\begin{equation*}
\left|(-\Delta)^{s} P_{s}(\bar{x})\right| \lesssim|\bar{x}|_{p}^{-N-2 s} \tag{2.4}
\end{equation*}
$$

Therefore using that $P_{s}$ is the fundamental solution of the $s$-fractional heat equation

$$
\begin{equation*}
\partial_{t} P_{s}(x, t)=-(-\Delta)^{s} P_{s}(x, t)=-t^{-\frac{N}{2 s}-1}(-\Delta)^{s} \phi(z), \quad z=|x| t^{-\frac{1}{2 s}}, \quad t>0 \tag{2.5}
\end{equation*}
$$

and the fact that

$$
\begin{equation*}
\left|(-\Delta)^{s} \phi(|z|)\right| \lesssim\left(1+|z|^{2}\right)^{\frac{-N-2 s}{2}} \tag{2.6}
\end{equation*}
$$

(which is estimate Eq. 2.3 with $\alpha=s$ ) we get

$$
\left|\partial_{t} P_{s}(\bar{x})\right| \lesssim \frac{1}{t^{1+\frac{N}{2 s}}\left(1+|x|^{2} t^{-\frac{1}{s}}\right)^{\frac{N+2 s}{2}}}=\frac{1}{|\bar{x}|_{p}^{N+2 s}},
$$

which is the third estimate in the statement of the lemma.

Next we will estimate the spatial derivative $\nabla_{x} P_{s}(x, t)$. Clearly

$$
\nabla_{x} P_{s}(x, t)=\nabla_{x}\left(t^{\frac{-N}{2 s}} \phi\left(|x| t^{-\frac{1}{2 s}}\right)\right)=t^{\frac{-N-1}{2 s}} \phi^{\prime}\left(|x| t^{-\frac{1}{2 s}}\right) .
$$

If we can show that

$$
\begin{equation*}
\phi^{\prime}(u) \lesssim\left(1+u^{2}\right)^{-\frac{N+1}{2}}, \tag{2.7}
\end{equation*}
$$

then we are done because

$$
\left|\nabla_{x} P_{s}(x, t)\right| \lesssim \frac{t^{\frac{-N-1}{2 s}}}{\left(1+|x|^{2} t^{-1 / s}\right)^{\frac{N+1}{2}}}=\frac{1}{|\bar{x}|_{p}^{N+1}} .
$$

In order to estimate $\nabla \phi(z)$, we consider the equation for $\phi$ that comes from Eq. 2.5, that is

$$
2 s(-\Delta)^{s} \phi(z)-N \phi(z)-z \cdot \nabla \phi(z)=0 .
$$

Notice that it implies that

$$
|\nabla \phi(z)| \lesssim \frac{|\phi(z)|+\left|(-\Delta)^{s} \phi(z)\right|}{|z|} .
$$

Since $\phi^{\prime}(|z|)$ is bounded, from $\phi(u) \approx\left(1+u^{2}\right)^{-\frac{N+2 s}{2}}$ and Eq. 2.6 we deduce Eq. 2.7.
To prove the last estimate in the statement of the lemma, that is

$$
\begin{equation*}
\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s}(\bar{x})\right| \lesssim \frac{1}{|x|^{N-1}|\bar{x}|^{2 s}}, \quad s \in(1 / 2,1), \tag{2.8}
\end{equation*}
$$

we claim that for $t>0$,

$$
\begin{equation*}
P_{s}(x, t)=\frac{1}{|x|^{N}} F_{s}\left(\frac{t}{|x|^{2 s}}\right) \tag{2.9}
\end{equation*}
$$

for some function $F_{s}(u) \approx \frac{u}{\left(1+u^{1 / s}\right)^{\frac{N+2 s}{2}}}$. Eq. 2.9 can be proved using Eq. 2.2, that is $P_{s}(x, t)=t^{\frac{-N}{2 s}} \phi\left(|x| / t^{\frac{1}{2 s}}\right)$ for some $\phi$ with $\phi(u) \approx\left(1+u^{2}\right)^{-\frac{N+2 s}{2 s}}$. In fact,

$$
\begin{aligned}
P_{s}(x, t) & =\frac{1}{|x|^{N}}\left(\frac{|x|}{t^{\frac{1}{s}}}\right)^{N} \phi\left(\left(\frac{|x|}{t^{\frac{1}{2 s}}}\right)=\frac{1}{|x|^{N}}\left(\frac{t}{|x|^{2 s}}\right)^{-\frac{N}{2 s}} \phi\left(\left(\frac{t}{|x|^{2 s}}\right)^{-\frac{1}{2 s}}\right)\right. \\
& =\frac{1}{|x|^{N}} F_{s}\left(\frac{t}{|x|^{2 s}}\right)
\end{aligned}
$$

the last equality being a definition for $F_{s}$. Hence

$$
F_{s}(u)=u^{\frac{-N}{2 s}} \phi\left(u^{\frac{-1}{2 s}}\right) \approx \frac{u^{\frac{-N}{2 s}}}{\left(1+u^{-1 / s}\right)^{\frac{N+2 s}{2}}}=\frac{u}{u^{\frac{N+2 s}{2 s}}\left(1+u^{-1 / s}\right)^{\frac{N+2 s}{2}}}=\frac{u}{\left(1+u^{1 / s}\right)^{\frac{N+2 s}{2}}}
$$

and claim Eq. 2.9 is proved. Notice that we have

$$
\partial_{t}^{1-\frac{1}{2 s}} P_{s}(x, t)=\frac{1}{|x|^{N}}\left[\partial_{t}^{1-\frac{1}{2 s}} F_{s}\left(\frac{\cdot}{|x|^{2 s}}\right)\right](t)=\frac{1}{|x|^{N+2 s-1}} \partial_{t}^{1-\frac{1}{2 s}} F_{s}\left(\frac{t}{|x|^{2 s}}\right) .
$$

Hence, to show Eq. 2.8 it is enough to see that for all $t \in \mathbb{R}$,

$$
\begin{equation*}
\left|\partial_{t}^{1-\frac{1}{2 s}} F_{s}(t)\right| \lesssim \min \left(1,|t|^{-1}\right) \tag{2.10}
\end{equation*}
$$

Once Eq. 2.10 is available we obtain Eq. 2.8 easily:

$$
\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s}(x, t)\right| \lesssim \frac{1}{|x|^{N+2 s-1}} \min \left(1, \frac{|x|^{2 s}}{t}\right)=\frac{1}{\max \left(|x|^{2 s}, t\right)|x|^{N-1}}=\frac{1}{|x|^{N-1}|\bar{x}|_{p}^{2 s}}
$$

To show Eq. 2.10, we write

$$
\begin{aligned}
\left|\partial_{t}^{1-\frac{1}{2 s}} F_{s}(t)\right| \leq & \int \frac{\left|F_{s}(r)-F_{s}(t)\right|}{|r-t|^{2-\frac{1}{2 s}}} d r=\int_{|r| \leq|t| / 2} \frac{\left|F_{s}(r)-F_{s}(t)\right|}{|r-t|^{2-\frac{1}{2 s}}} d r \\
& +\int_{|t| / 2<|r| \leq 2|t|} \frac{\left|F_{s}(r)-F_{s}(t)\right|}{|r-t|^{2-\frac{1}{2 s}}} d r+\int_{|r|>2|t|} \frac{\left|F_{s}(r)-F_{s}(t)\right|}{|r-t|^{2-\frac{1}{2 s}}} d r \\
= & I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

We begin with $I_{1}$. Notice that here $|r-t| \approx|t|$. Then,

$$
I_{1} \lesssim \frac{1}{|t|^{2-\frac{1}{2 s}}}\left(\int_{|r| \leq|t| / 2}\left|F_{s}(r)\right| d r+\int_{|r| \leq|t| / 2}\left|F_{s}(t)\right| d r\right)=I_{11}+I_{12} .
$$

If $|t| \leq 1$, then

$$
\begin{aligned}
I_{11} & \lesssim \frac{1}{|t|^{2-\frac{1}{2 s}}} \int_{0}^{|t|} \frac{r}{\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}} d r \lesssim \frac{|t|}{|t|^{2-\frac{1}{2 s}}} \int_{0}^{|t|} \frac{d r}{\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}} \\
& \lesssim|t|^{\frac{1}{2 s}} \leq 1 .
\end{aligned}
$$

If $|t|>1$, then we can write

$$
I_{11} \lesssim \frac{1}{|t|^{2-\frac{1}{2 s}}} \int_{0}^{1} \frac{r}{\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2 s}}} d r+\frac{1}{|t|^{2-\frac{1}{2 s}}} \int_{1}^{|t|} \frac{r}{\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2 s}}} d r .
$$

Since

$$
\frac{1}{|t|^{2-\frac{1}{2 s}}} \int_{1}^{|t|} \frac{r}{\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}} d r \leq \frac{1}{|t|^{2-\frac{1}{2 s}}} \int_{1}^{|t|} r r^{\frac{-N}{2 s}} \approx \frac{1-|t|^{1-\frac{N}{2 s}}}{|t|^{2-\frac{1}{2 s}}} \lesssim \frac{|t|^{1-\frac{1}{2 s}}}{|t|^{2-\frac{1}{2 s}}}=\frac{1}{|t|},
$$

then if $|t|>1$,

$$
I_{11} \lesssim \frac{1}{|t|^{2-\frac{1}{2 s}}}+\frac{1}{|t|} \lesssim \frac{1}{|t|} .
$$

Hence $I_{11} \lesssim \min \left(1, \frac{1}{|t|}\right)$. Since $F_{s}(t)=0$ for $t \leq 0$, to estimate $I_{12}$ we only need to consider positive $t$, therefore

$$
I_{12}=\frac{\left|F_{s}(t)\right|}{|t|^{1-\frac{1}{2 s}}} \approx \frac{t^{2}}{t^{2-\frac{1}{2 s}}\left(1+t^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}}=\frac{t^{\frac{1}{2 s}}}{\left(1+t^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}} \lesssim \min \left(1, \frac{1}{t}\right) .
$$

This finishes the estimate of $I_{1}$. To deal with $I_{2}$, we distinguish two cases, according to whether $r$ has the same sign as $t$ or not. In the first case we write $r \in Y$, and in the second one, $r \in N$. In the case $r \in N$, with $|t| / 2 \leq|r| \leq 2|t|$, it turns out that $|r-t| \approx|t|$, and thus
$I_{2, N}:=\int_{r \in N,|t| / 2 \leq|r| \leq 2|t|} \frac{\left|F_{s}(r)-F_{s}(t)\right|}{|r-t|^{2-\frac{1}{2 s}}} d r \lesssim \frac{1}{|t|^{2-\frac{1}{2 s}}} \int_{0}^{2|t|} \frac{r}{\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2 s}}} d r+\frac{\left|F_{s}(t)\right|}{|t|^{1-\frac{1}{2 s}}}$.
Observe that this last expression is very similar to the ones in $I_{11}$ and $I_{12}$. Then, by almost the same arguments we deduce that

$$
I_{2, N} \lesssim \min \left(1, \frac{1}{|t|}\right) .
$$

To deal with the case when the sign of $s$ is the same as the one of $t$ (i.e., $s \in Y$ ), we take into account that

$$
\left|F_{s}(r)-F_{s}(t)\right| \leq \sup _{\xi \in[r, t]}\left|F_{s}^{\prime}(\xi)\right||r-t| .
$$

Notice that Eq. 2.9 tells us that if $|y|=1$, then $F_{s}(\xi)=P_{s}(y, \xi)$. Hence due to property (3) of this lemma and since in this case $|t| / 2 \leq|\xi| \leq 2|t|$, it is immediate to check that for this $\xi$ we have

$$
\left|F_{s}^{\prime}(\xi)\right| \lesssim \frac{1}{\left(1+|t|^{\frac{1}{s}}\right)^{\frac{N+2 s}{2 s}}} .
$$

Thus,

$$
\begin{aligned}
I_{2, Y}: & =\int_{r \in Y,|t| / 2 \leq|r| \leq 2|t|} \frac{\left|F_{s}(r)-F_{s}(t)\right|}{|r-t|^{2-\frac{1}{2 s}}} d r \\
& \lesssim \frac{1}{\left(1+|t|^{\frac{1}{s}}\right)^{\frac{N+2 s}{2 s}}} \int_{|r| \leq 2|t|} \frac{d r}{|r-t|^{1-\frac{1}{2 s}}} \\
& \lesssim \frac{|t| \frac{1}{2 s}}{\left(1+|t|^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}} \lesssim \min \left(1, \frac{1}{|t|}\right) .
\end{aligned}
$$

Finally we will deal with $I_{3}$.

$$
I_{3} \leq \int_{|r|>2|t|} \frac{\left|F_{s}(r)\right|}{|r-t|^{2-\frac{1}{2 s}}} d r+\int_{|r|>2|t|} \frac{\left|F_{s}(t)\right|}{|r-t|^{2-\frac{1}{2 s}}} d r=I_{31}+I_{32} .
$$

Notice that $|r-t| \approx|r|>2|t|$. If $|t| \leq 1$, then

$$
I_{31} \lesssim \int_{|t|}^{1} \frac{d r}{r^{1-\frac{1}{2 s}}\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2 s}}}+\int_{1}^{\infty} \frac{d r}{r^{1-\frac{1}{2 s}}\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}}
$$

Since

$$
\int_{|t|}^{1} \frac{d r}{r^{1-\frac{1}{2 s}}\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}} \leq \int_{|t|}^{1} \frac{d r}{r^{1-\frac{1}{2 s}}} \approx 1-|t|^{\frac{1}{2 s}} \leq 1
$$

and

$$
\int_{1}^{\infty} \frac{d r}{r^{1-\frac{1}{2 s}}\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2 s}}} \lesssim 1
$$

we have $I_{31} \lesssim 1$ when $|t| \leq 1$. If $|t|>1$, then

$$
I_{31} \lesssim \int_{|t|}^{\infty} \frac{d r}{r^{1-\frac{1}{2 s}}\left(1+r^{\frac{1}{s}}\right)^{\frac{N+2 s}{2 s}}} \leq \int_{|t|}^{\infty} \frac{d r}{r^{2+\frac{N-1}{2 s}}} \approx \frac{1}{|t|^{1+\frac{N-1}{2 s}}} \lesssim \frac{1}{|t|} .
$$

Hence $I_{31} \lesssim \min \left(1, \frac{1}{|t|}\right)$. Finally

$$
I_{32} \lesssim \frac{t}{\left(1+t^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}} \int_{t}^{\infty} \frac{d r}{r^{2-\frac{1}{2 s}}} \lesssim \frac{t^{\frac{1}{2 s}}}{\left(1+t^{\frac{1}{s}}\right)^{\frac{N+2 s}{2}}} \leq \min \left(1, \frac{1}{t}\right)
$$

## 3 Localization Estimates for $s=1 / 2$

The main objective of this section is to show the following localization result, that will be used for the proof of Theorem 4.2.

Theorem 3.1 Let $v$ be a distribution in $\mathbb{R}^{N+1}$ with $\|P * v\|_{\infty} \leq 1$. Let $\varphi$ be a $\mathcal{C}^{1}$ function supported on a cube $Q \subset \mathbb{R}^{N+1}$ such that $\|\nabla \varphi\|_{\infty} \leq \ell(Q)^{-1}$. Then $\|P *(\varphi \nu)\|_{\infty} \lesssim 1$.

In the statement the operator $\nabla$ refers to $\nabla=\left(\nabla_{x}, \partial_{t}\right)$. Before proving Theorem 3.1 we need several lemmas and definitions. We say that a $\mathcal{C}^{1}$ function $\varphi$ is admissible for $Q \subset \mathbb{R}^{N+1}$ if it is supported on $Q \subset \mathbb{R}^{N+1}$ and satisfies

$$
\begin{equation*}
\int_{Q}\left|\partial_{t} \varphi(x, t)\right| d x d t \lesssim \ell(Q)^{N} \quad \text { and } \int_{\mathbb{R}^{N+1}}\left|\left(-\Delta_{x}\right)^{1 / 2} \varphi(x, t)\right| d x d t \lesssim \ell(Q)^{N} . \tag{3.1}
\end{equation*}
$$

Recall that

$$
\left(-\Delta_{x}\right)^{1 / 2} \varphi=c \sum_{j=1}^{N} R_{j} \partial_{j} \varphi,
$$

with $R_{j}, 1 \leq j \leq N$, being the Riesz transforms with Fourier multiplier $\xi_{j} /|\xi|$ (here $c$ is a constant depending on $N$ ). Then setting $Q=Q_{1} \times I_{Q}$ with $Q_{1} \subset \mathbb{R}^{N}$ and $I_{Q} \subset \mathbb{R}$, one can write

$$
\begin{aligned}
\int_{\mathbb{R}^{N+1}}\left|\left(-\Delta_{x}\right)^{1 / 2} \varphi(x, t)\right| d x d t & \approx \int_{I_{Q}} \int_{\mathbb{R}^{N}}\left|\sum_{j=1}^{N} R_{j} \partial_{j} \varphi(x, t)\right| d x d t \\
& \leq \sum_{j=1}^{N} \int_{I_{Q}} \int_{\mathbb{R}^{N}}\left|R_{j} \partial_{j} \varphi(x, t)\right| d x d t .
\end{aligned}
$$

Therefore if $\varphi$ satisfies
$\int_{Q}\left|\partial_{t} \varphi(x, t)\right| d x d t \lesssim \ell(Q)^{N}$ and $\int_{I_{Q}}\left\|R_{j} \partial_{j} \varphi(\cdot, t)\right\|_{L^{1}\left(\mathbb{R}^{N}\right)} d t \lesssim \ell(Q)^{N}, \quad$ for $1 \leq j \leq N$, then $\varphi$ is admissible for $Q$.

Lemma 3.2 Let $\varphi$ be a $\mathcal{C}^{1}$ function supported on a cube $Q=Q_{1} \times I_{Q} \subset \mathbb{R}^{N+1}$, with $Q_{1} \subset \mathbb{R}^{N}$ and $I_{Q} \subset \mathbb{R}$, and such that
(1) $\left\|\partial_{t} \varphi\right\|_{L^{1}(Q)} \lesssim \ell(Q)^{N}$.
(2) $\int_{I_{Q}}\left\|R_{j} \partial_{j} \varphi(\cdot, t)\right\|_{L^{1}\left(2 Q_{1}\right)} d t \lesssim \ell(Q)^{N}$, for $j=1,2, \cdots, N$.

Then $\varphi$ is admissible for $Q$.

Proof Due to the above explanation, we only have to show that

$$
\int_{I_{Q}}\left\|R_{j} \partial_{j} \varphi(\cdot, t)\right\|_{L^{1}\left(\mathbb{R}^{N} \backslash 2 Q_{1}\right)} d t \lesssim \ell(Q)^{N}
$$

In fact,

$$
\begin{aligned}
\int_{I_{Q}}\left\|R_{j} \partial_{j} \varphi(\cdot, t)\right\|_{L^{1}\left(\mathbb{R}^{N} \backslash 2 Q_{1}\right)} d t & \approx \int_{I_{Q}} \int_{\mathbb{R}^{N} \backslash 2 Q_{1}}\left|\int_{Q_{1}} \partial_{j} \varphi(z, t) \frac{z_{j}-y_{j}}{|z-y|^{N+1}} d z\right| d y d t \\
& \lesssim \int_{I_{Q}} \int_{\mathbb{R}^{N} \backslash 2 Q_{1}} \int_{Q_{1}} \frac{|\varphi(z, t)|}{|z-y|^{N+1}} d z d y d t \\
& \lesssim\|\varphi\|_{\infty} \ell\left(I_{Q}\right) \ell\left(Q_{1}\right)^{N-1} \lesssim \ell(Q)^{N}
\end{aligned}
$$

where the forelast inequality is obtained by integrating on annulus, for example.

Corollary 3.3 $A \mathcal{C}^{1}$ function $\varphi$ supported on a cube $Q \subset \mathbb{R}^{N+1}$ with $\|\nabla \varphi\|_{\infty} \leq \ell(Q)^{-1}$ is admissible for $Q$.

Proof The first condition in Lemma 3.2 is clearly fulfilled. To show the second condition in Lemma 3.2 we will use the Cauchy-Schwarz inequality and the $L^{2}$-boundedness of the Riesz transforms as follows:

$$
\begin{aligned}
\int_{I_{Q}}\left\|R_{j} \partial_{j} \varphi(\cdot, t)\right\|_{L^{1}\left(2 Q_{1}\right)} d t & \lesssim \int_{I_{Q}} \ell(Q)^{N / 2}\left\|R_{j} \partial_{j} \varphi(\cdot, t)\right\|_{L^{2}\left(2 Q_{1}\right)} d t \\
& \lesssim \int_{I_{Q}} \ell(Q)^{N / 2}\left\|\partial_{j} \varphi(\cdot, t)\right\|_{L^{2}\left(2 Q_{1}\right)} d t \lesssim \ell(Q)^{N},
\end{aligned}
$$

Therefore, standard test functions supported on $Q$ are admissible for $Q$.
It is worth mentioning here that if $\varphi$ is a standard $\mathcal{C}^{2}$ test function supported on $Q \subset$ $\mathbb{R}^{N+1}$ satisfying $\left\|\partial_{t} \varphi\right\|_{\infty} \lesssim \ell(Q)^{-1}$ and $\left\|\Delta_{x} \varphi\right\|_{\infty} \lesssim \ell(Q)^{-2}$, then $\varphi$ is admissible for $Q$. The first condition in Eq. 3.1 is clear and for the second one, notice that if $g=\Delta_{x} \varphi *_{x} k$, with $k(x)=\frac{1}{|x|^{N-1}}$ and $*_{x}$ denoting the convolution on the $x$ variable, then taking the Fourier transform with respect to $x$, we get: $\left(-\Delta_{x}\right)^{1 / 2} \varphi=c g$, for a suitable constant $c \neq 0$. Then, integrating on annuli and using that $\left\|\Delta_{x} \varphi\right\|_{\infty} \lesssim \ell(Q)^{-2}$,

$$
\begin{align*}
\int_{\mathbb{R}^{N+1}}\left|\left(-\Delta_{x}\right)^{1 / 2} \varphi(x, t)\right| d x d t \approx & \int_{\mathbb{R}^{N+1}}\left|\Delta_{x} \varphi *_{x} k(x, t)\right| d x d t \\
\lesssim & \int_{I_{Q}} \int_{\mathbb{R}^{N} \backslash 2 Q_{1}} \int_{Q_{1}} \frac{|\varphi(y, t)|}{|x-y|^{N+1}} d y d x d t \\
& +\int_{I_{\ell}} \int_{2 Q_{1}} \int_{Q_{1}} \frac{\left|\Delta_{y} \varphi(y, t)\right|}{|x-y|^{N-1}} d y d x d t  \tag{3.2}\\
\lesssim & \sum_{k=1}^{\infty} \frac{\ell(Q)^{N+1}\left(2^{k} \ell(Q)\right)^{N}}{\left(2^{k} \ell(Q)\right)^{N+1}}+\ell(Q)^{N} \lesssim \ell(Q)^{N} .
\end{align*}
$$

The following lemma shows an $N$-growth condition that every distribution $v$ fulfilling the hypothesis of Theorem 3.1 satisfies.

Lemma 3.4 Let $v$ be a distribution in $\mathbb{R}^{N+1}$ with $\|P * v\|_{\infty} \leq 1$. If $\varphi$ is a $\mathcal{C}^{1}$ function admissible for $Q \subset \mathbb{R}^{N+1}$, then $|\langle\nu, \varphi\rangle| \lesssim \ell(Q)^{N}$.

Proof Since $P$ is the fundamental solution of $\Theta^{1 / 2}$, we can write

$$
|\langle\nu, \varphi\rangle|=\left|\left\langle\nu, \Theta^{1 / 2} \varphi * P\right\rangle\right| \leq\left|\left\langle P * \nu,\left(-\Delta_{x}\right)^{1 / 2} \varphi\right\rangle\right|+\left|\left\langle P * \nu, \partial_{t} \varphi\right\rangle\right| \lesssim \ell(Q)^{N},
$$

because $\|P * \nu\|_{\infty} \leq 1$ and $\varphi$ is admissible for $Q$, so it satisfies Eq. 3.1.
We will say that a distribution $\nu$ has $N$-growth if for any $Q \subset \mathbb{R}^{N+1}$ and any $\varphi \in \mathcal{C}^{1}$ admissible for $Q,|\langle\nu, \varphi\rangle| \lesssim \ell(Q)^{N}$.

Lemma 3.5 Let $v$ be a distribution in $\mathbb{R}^{N+1}$ with $N$-growth. If $\varphi$ is a $\mathcal{C}^{1}$ function supported on a cube $Q \subset \mathbb{R}^{N+1}$ with $\|\nabla\|_{\infty} \leq \ell(Q)^{-1}$, then the distribution $P * \varphi v$ is a locally integrable function and there exists a point $\bar{x}_{0} \in \frac{1}{4} Q$ such that

$$
\begin{equation*}
\left|(P * \varphi \nu)\left(\bar{x}_{0}\right)\right| \lesssim 1 . \tag{3.3}
\end{equation*}
$$

Proof We will show that the mean of $f=P * \varphi v$ on $\frac{1}{4} Q$ is bounded by a constant. Hence at many Lebesgue points of $f$ the inequality Eq. 3.3 holds.

We only need to show that $P * \varphi v$ is integrable on $2 Q$. In fact, we will prove a stronger statement, namely that $P * \varphi v$ is in $L^{p}(2 Q)$ for each $1<p<\frac{N+1}{N}$. Indeed, fix any $q$ satisfying $N+1<q<\infty$ and let $p$ be its dual exponent, so that $1<p<\frac{N+1}{N}$. We need to estimate the action of $P * \varphi \nu$ on test functions $\psi$ supported on $2 Q$ in terms of $\|\psi\|_{q}$. We clearly have

$$
\langle P * \varphi v, \psi\rangle=\langle\nu, \varphi(P * \psi)\rangle .
$$

We claim that the test function

$$
\begin{equation*}
h=\frac{\varphi(P * \psi)}{\ell(Q)^{(N+1) / p-N}\|\psi\|_{q}} \tag{3.4}
\end{equation*}
$$

satisfies the inequalities in Lemma 3.2 and hence it is and admissible function. Once this is proved we get

$$
|\langle P * \varphi v, \psi\rangle|=|\langle\nu, \varphi(P * \psi)\rangle|=\ell(Q)^{(N+1) / p-N}\|\psi\|_{q}|\langle\nu, h\rangle| \lesssim \ell(Q)^{(N+1) / p}\|\psi\|_{q}
$$

and so

$$
\|P * \varphi v\|_{L^{p}(2 Q)} \lesssim \ell(Q)^{(N+1) / p} .
$$

Hence

$$
\begin{aligned}
\frac{1}{\left|\frac{1}{4} Q\right|} \int_{\frac{1}{4} Q}|(P * \varphi \nu)(x)| d x & \leq \frac{4^{N+1}}{|Q|} \int_{Q}|(P * \varphi \nu)(x)| d x \\
& \leq 4^{N+1}\left(\frac{1}{|Q|} \int_{Q}|(P * \varphi \nu)(x)|^{p} d x\right)^{1 / p} \leq C
\end{aligned}
$$

which completes the proof of the lemma.
To prove the claim, we need to show that $h$ satisfies the inequalities in Lemma 3.2, that is

$$
\|\nabla h\|_{L^{1}(2 Q)} \lesssim \ell(Q)^{N} \quad \text { and } \quad \int_{I_{Q}}\left\|R_{j}\left(\partial_{j} h\right)\right\|_{L^{1}\left(2 Q_{1}\right)} d t \lesssim \ell(Q)^{N}, 1 \leq j \leq N .
$$

Or equivalently

$$
\begin{equation*}
\|\nabla(\varphi(P * \psi))\|_{L^{1}(Q)} \lesssim \ell(Q)^{\frac{N+1}{p}}\|\psi\|_{q} \quad \text { and } \quad \int_{I_{Q}}\left\|R_{j} \partial_{j}(\varphi(P * \psi))\right\|_{L^{1}\left(2 Q_{1}\right)} d t \lesssim \ell(Q)^{\frac{N+1}{p}}\|\psi\|_{q}, \tag{3.5}
\end{equation*}
$$

for $1 \leq j \leq N$. For the first inequality in Eq. 3.5 apply Hölder's inequality to obtain

$$
\begin{aligned}
\|\nabla(\varphi(P * \psi))\|_{L^{1}(2 Q)} & \lesssim \ell(Q)^{\frac{N+1}{p}}\|\nabla(\varphi(P * \psi))\|_{L^{q}(2 Q)} \\
& \leq \ell(Q)^{\frac{N+1}{p}}\left(\|\nabla \varphi(P * \psi)\|_{L^{q}(2 Q)}+\|\varphi \nabla(P * \psi)\|_{L^{q}(2 Q)}\right) \\
& =\ell(Q)^{\frac{N+1}{p}}\left(A_{1}+A_{2}\right) .
\end{aligned}
$$

Since $\|\nabla \varphi\|_{\infty} \leq \ell(Q)^{-1}$ and by Hölder again,

$$
\begin{aligned}
A_{1} & \lesssim \ell(Q)^{-1}\left(\int_{2 Q}\left(\int_{2 Q} \frac{|\psi(\bar{y})|}{|\bar{y}-\bar{x}|^{N}} d \bar{y}\right)^{q} d \bar{x}\right)^{1 / q} \\
& \leq \ell(Q)^{-1}\|\psi\|_{L^{q}(2 Q)}\left(\int_{2 Q}\left(\int_{2 Q} \frac{d \bar{y}}{|\bar{y}-\bar{x}|^{N p}}\right)^{q / p} d \bar{x}\right)^{1 / q} \\
& \lesssim \ell(Q)^{-1}\|\psi\|_{L^{q}(2 Q)}\left(\ell(Q)^{N+1} \ell(Q)^{(N+1-N p) \frac{q}{p}}\right)^{1 / q}=\|\psi\|_{L^{q}(2 Q)}
\end{aligned}
$$

Applying [5, Theorem 4.12], for example, we deduce that the singular integral with kernel $\partial_{t} P(x, t)$ is bounded in $L^{q}\left(\mathbb{R}^{N+1}\right), 1<q<\infty$. Therefore $\left\|\varphi \partial_{t}(P * \psi)\right\|_{L^{q}(2 Q)} \lesssim$ $\|\psi\|_{L^{q}(2 Q)}$. The estimate of the $L^{q}(Q)-$ norm of $\varphi \partial_{j}(P * \psi)$ in $A_{2}$ is analogous. Finally $A_{2} \lesssim\|\psi\|_{L^{q}(2 Q)}$ so the first inequality in Eq. 3.5 is proven.

For the second one write

$$
\int_{2 Q}\left|R_{j} \partial_{j}(\varphi(P * \psi))\right| \leq \int_{2 Q}\left|R_{j}\left(\partial_{j} \varphi(P * \psi)\right)\right|+\int_{2 Q}\left|R_{j}\left(\varphi \partial_{j}(P * \psi)\right)\right|=A_{3}+A_{4} .
$$

Using Hölder, the $L^{q}\left(\mathbb{R}^{N}\right)$-boundedness of the Riesz transform and arguing similar to what we have just done for the term $A_{1}$,

$$
\begin{aligned}
A_{3} & \lesssim \ell(Q)^{\frac{N+1}{p}}\left(\int_{2 Q}\left|\partial_{j} \varphi(\bar{x})(P * \psi)(\bar{x})\right|^{q} d \bar{x}\right)^{1 / q} \\
& \leq \ell(Q)^{\frac{N+1}{p}-1}\left(\int_{2 Q}|(P * \psi)(\bar{x})|^{q} d \bar{x}\right)^{1 / q} \\
& \leq \ell(Q)^{\frac{N+1}{p}-1}\left(\int_{2 Q}\left(\int_{2 Q} \frac{|\psi(\bar{y})|}{|\bar{y}-\bar{x}|^{N}} d \bar{y}\right)^{q} d \bar{x}\right)^{1 / q} \leq \ell(Q)^{\frac{N+1}{p}}\|\psi\|_{L^{q}(2 Q)} .
\end{aligned}
$$

Analogously,

$$
A_{4} \lesssim \ell(Q)^{\frac{N+1}{p}}\left(\int_{2 Q}\left|\varphi(\bar{x}) \partial_{j}(P * \psi)(\bar{x})\right|^{q} d \bar{x}\right)^{1 / q} \lesssim \ell(Q)^{\frac{N+1}{p}}\|\psi\|_{L^{q}(2 Q)}
$$

by an argument similar to the one of $A_{2}$.
Proof of Theorem 3.1 Take $\bar{x} \in \frac{3}{2} Q$ and write $P_{\bar{x}}(\bar{y})=P(\bar{x}-\bar{y})$. We have to show that $|(P * \varphi \nu)(\bar{x})| \lesssim 1$. Write

$$
\begin{aligned}
|(P * \varphi v)(\bar{x})| & \leq|(P * \varphi v)(\bar{x})-\varphi(\bar{x})(P * v)(\bar{x})|+\|\varphi\|_{\infty}\|P * \nu\|_{\infty} \\
& \leq|(P * \varphi v)(\bar{x})-\varphi(\bar{x})(P * v)(\bar{x})|+C .
\end{aligned}
$$

Let $\psi$ be a $\mathcal{C}^{1}$ function such that $\psi \equiv 1$ in $2 Q, \psi \equiv 0$ in $(4 Q)^{c}$ and $\|\nabla \psi\|_{\infty} \leq \ell(Q)^{-1}$. We need to resort a standard regularization process. Take $\chi \in \mathcal{C}^{\infty}(B(0,1))$ such that $\int \chi(x) d x=1$ and set $\chi_{\varepsilon}(x)=\varepsilon^{-n} \chi(x / \varepsilon)$ and $P^{\varepsilon}=\chi_{\varepsilon} * P$. We want to estimate

$$
\begin{equation*}
\left|\left(P^{\varepsilon} * \varphi \nu\right)(\bar{x})-\varphi(\bar{x})\left(P^{\varepsilon} * \nu\right)(\bar{x})\right| \tag{3.6}
\end{equation*}
$$

uniformly on $\chi$ and $\varepsilon$. Since, as $\varepsilon$ tends to zero, Eq. 3.6 tends to $\mid(P * \varphi \nu)(\bar{x})-\varphi(\bar{x})(P *$ $\nu)(\bar{x}) \mid$ for almost all $\bar{x} \in \mathbb{R}^{N+1}$, this allows the transfer of uniform estimates.

$$
\begin{aligned}
\left|\left(P^{\varepsilon} * \varphi v\right)(\bar{x})-\varphi(\bar{x})\left(P^{\varepsilon} * v\right)(\bar{x})\right| & =\left|\left\langle\nu, \varphi(\bar{y}) P_{\bar{x}}^{\varepsilon}(\bar{y})-\varphi(\bar{x}) P_{\bar{x}}^{\varepsilon}(\bar{y})\right\rangle\right| \\
& \leq\left|\left\langle v, \psi P_{\bar{x}}^{\varepsilon}(\varphi-\varphi(\bar{x}))\right\rangle\right|+\left|\left\langle\nu,(1-\psi) \varphi(\bar{x}) P_{\bar{x}}^{\varepsilon}\right\rangle\right| \\
& =A+B
\end{aligned}
$$

To estimate term $A$, we will show that $h(\bar{y})=\ell(Q)^{N} \psi(\bar{y}) P_{\bar{x}}^{\varepsilon}(\bar{y})(\varphi(\bar{y})-\varphi(\bar{x}))$ is admissible for $4 Q$ and then apply Lemma 3.4. Since the function

$$
\phi(\bar{y})=\psi(\bar{y})(\varphi(\bar{y})-\varphi(\bar{x}))
$$

satisfies $\|\nabla \phi\|_{\infty} \lesssim \ell(Q)^{-1}$, for $\bar{x} \neq \bar{y}$ we have $\left|P_{\bar{x}}^{\varepsilon}(\bar{y})\right| \leq|\bar{x}-\bar{y}|^{-N}$ and by the mean value theorem and Lemma 2.1,

$$
\left|\phi(\bar{y}) \nabla P_{\bar{x}}^{\varepsilon}(\bar{y})\right| \lesssim\|\nabla \varphi\|_{\infty}|\bar{x}-\bar{y}|^{-N} \lesssim \ell(Q)^{-1}|\bar{x}-\bar{y}|^{-N},
$$

we have

$$
\|\nabla h\|_{L^{1}(4 Q)} \lesssim \ell(Q)^{N} \ell(Q)^{-1} \int_{4 Q} \frac{d \bar{y}}{|\bar{x}-\bar{y}|^{N}} \lesssim \ell(Q)^{N},
$$

which is condition (1) in Lemma 3.2. To show (2) in Lemma 3.2 for the function $h$ we have to prove

$$
\begin{equation*}
\int_{4 I_{Q}}\left\|R_{j} \partial_{j} h(\cdot, t)\right\|_{L^{1}\left(8 Q_{1}\right)} d t \lesssim \ell(Q)^{N}, \quad j=1,2, \cdots, N . \tag{3.7}
\end{equation*}
$$

Applying Hölder's inequality for some $q>1$ to be chosen later and using the $L^{q}\left(\mathbb{R}^{N}\right)$ boundedness of the Riesz transform $R_{j}$, we have

$$
\begin{aligned}
\int_{4 I_{Q}}\left\|R_{j} \partial_{j} h(\cdot, t)\right\|_{L^{1}\left(8 Q_{1}\right)} d t & =\int_{4 I_{Q}} \int_{8 Q_{1}}\left|R_{j} \partial_{j} h(x, t)\right| d x d t \\
& \leq \int_{4 I_{Q}} \ell(Q)^{N / p}\left\|R_{j}\left(\partial_{j} h\right)(\cdot, t)\right\|_{L^{q}\left(\mathbb{R}^{N}\right)} d t \\
& \lesssim \ell(Q)^{N / p} \int_{4 I_{Q}}\left\|\partial_{j} h(\cdot, t)\right\|_{L^{q}\left(\mathbb{R}^{N}\right)} d t .
\end{aligned}
$$

To estimate the last integral, write

$$
\left\|\partial_{j} h(\cdot, t)\right\|_{L^{q}\left(\mathbb{R}^{N}\right)} \lesssim \ell(Q)^{N}\left(\left\|\partial_{j} \phi P_{\bar{x}}^{\varepsilon}\right\|_{L^{q}\left(\mathbb{R}^{N}\right)}+\left\|\phi \partial_{j} P_{\bar{x}}^{\varepsilon}\right\|_{L^{q}\left(\mathbb{R}^{N}\right)}\right)=A_{1}+A_{2} .
$$

Using that $\|\nabla \phi\|_{\infty} \lesssim \ell(Q)^{-1}$ and

$$
\begin{equation*}
\left|P_{\bar{x}}^{\varepsilon}(\bar{y})\right|=\left|\left(\chi_{\varepsilon} * P_{\bar{x}}\right)(\bar{y})\right| \lesssim \frac{1}{|\bar{x}-\bar{y}|^{N}} \lesssim \frac{1}{\sqrt{|t-s|}|x-y|^{N-1 / 2}}, \tag{3.8}
\end{equation*}
$$

we get

$$
\begin{aligned}
\int_{4 I_{Q}} A_{1} d t & =\ell(Q)^{N} \int_{4 I_{Q}}\left(\int_{4 Q_{1}}\left|\partial_{j} \phi(y, t) P_{\bar{x}}^{\varepsilon}(\bar{y})\right|^{q} d y\right)^{1 / q} d t \\
& \lesssim \ell(Q)^{N-1} \int_{4 I_{Q}} \frac{d t}{\sqrt{|t-s|}}\left(\int_{4 Q_{1}} \frac{d y}{|x-y|^{(N-1 / 2) q}}\right)^{1 / q} \\
& \lesssim \ell(Q)^{\frac{N}{q}-\frac{1}{2}} \int_{4 I_{Q}} \frac{d t}{\sqrt{|t-s|}} \\
& \lesssim \ell(Q)^{N / q},
\end{aligned}
$$

chosing $1<q<N /(N-1 / 2)$. Notice that $\left|\left(\chi_{\varepsilon} * \partial_{j} P\right)(\bar{y})\right| \lesssim \frac{1}{|\bar{y}|^{N+1}}$, for $\bar{y} \neq 0$. Therefore, using the mean value theorem and arguing as above we get

$$
\begin{aligned}
\int_{4 I_{Q}} A_{2} d t & =\ell(Q)^{N} \int_{4 I_{Q}}\left\|\phi \partial_{j} P_{\bar{x}}^{\varepsilon}\right\|_{L^{q}\left(\mathbb{R}^{N}\right)} d t \\
& =\ell(Q)^{N} \int_{4 I_{Q}}\left(\int_{4 Q_{1}}\left|\psi(\bar{y})(\varphi(\bar{y})-\varphi(\bar{x})) \partial_{j} P_{\bar{x}}^{\varepsilon}(\bar{y})\right|^{q} d y\right)^{1 / q} d t \\
& \lesssim \ell(Q)^{N-1} \int_{4 I_{Q}} \frac{d t}{\sqrt{|t-s|}}\left(\int_{4 Q_{1}} \frac{d y}{|x-y|^{(N-1 / 2) q}}\right)^{1 / q} \\
& \lesssim \ell(Q)^{\frac{N}{q}-\frac{1}{2}} \int_{4 I_{Q}} \frac{d t}{\sqrt{|t-s|}} \\
& \lesssim \ell(Q)^{N / q} .
\end{aligned}
$$

Since Eq. 3.7 holds, $h$ is admissible for $4 Q$ and by Lemma 3.4 we get $A \lesssim 1$.
To estimate term $B=\left|\left\langle\nu,(1-\psi) \varphi(\bar{x}) P_{\bar{x}}^{\varepsilon}\right\rangle\right|$ we will use Lemma 3.5, i.e. the fact that there exists $\bar{x}_{0} \in Q$ such that

$$
\left|(P * \psi \nu)\left(\bar{x}_{0}\right)\right| \lesssim 1 .
$$

Since $\|P * \nu\|_{\infty} \leq 1$, we clearly have $\left|(P *(1-\psi) \nu)\left(\bar{x}_{0}\right)\right| \lesssim C$. The analogous inequality holds as well for the regularized potentials appearing in $B$, uniformly in $\varepsilon$, and therefore

$$
B \leq\|\varphi\|_{\infty}\left|\left\langle v,(1-\psi) P_{\bar{x}}^{\varepsilon}\right\rangle\right| \lesssim\left|\left\langle\nu,(1-\psi)\left(P_{\bar{x}}^{\varepsilon}-P_{\bar{x}_{0}}^{\varepsilon}\right)\right\rangle\right|+C .
$$

To estimate $\left|\left\langle\nu,(1-\psi)\left(P_{\bar{x}}^{\varepsilon}-P_{\bar{x}_{0}}^{\varepsilon}\right)\right\rangle\right|$, we decompose $\mathbb{R}^{N+1} \backslash\{\bar{x}\}$ into a union of rings

$$
\left\{\bar{z} \in \mathbb{R}^{N+1}: 2^{k} \ell(Q) \leq|\bar{z}-\bar{x}| \leq 2^{k+1} \ell(Q)\right\}, \quad k \in \mathbb{Z}
$$

and consider functions $\left\{\varphi_{k}\right\}$ in $\mathcal{C}^{1}\left(\mathbb{R}^{N+1}\right)$ supported in

$$
\mathcal{A}_{k}=\left\{\bar{z} \in \mathbb{R}^{N+1}: 2^{k-1} \ell(Q) \leq|\bar{z}-\bar{x}| \leq 2^{k+2} \ell(Q)\right\}, \quad k \in \mathbb{Z}
$$

such that $\left\|\nabla \varphi_{k}\right\|_{\infty} \lesssim\left(2^{k} \ell(Q)\right)^{-1}$ and such that $\sum_{k} \varphi_{k}=1$ in $\mathbb{R}^{N+1} \backslash\{\bar{x}\}$. Since $\bar{x} \in \frac{3}{2} Q$, the smallest ring $\mathcal{A}_{k}$ intersecting $(2 Q)^{c}$ is $\mathcal{A}_{-3}$. Hence

$$
\begin{aligned}
\left|\left\langle v,(1-\psi)\left(P_{\bar{x}}^{\varepsilon}-P_{\bar{x}_{0}}^{\varepsilon}\right)\right\rangle\right|= & \left|\left\langle v, \sum_{k=-3}^{\infty} \varphi_{k}(1-\psi)\left(P_{\bar{x}}^{\varepsilon}-P_{\bar{x}_{0}}^{\varepsilon}\right)\right\rangle\right| \\
\leq & \left|\left\langle v, \sum_{k \in I} \varphi_{k}(1-\psi)\left(P_{\bar{x}}^{\varepsilon}-P_{\bar{x}_{0}}^{\varepsilon}\right)\right\rangle\right| \\
& +\sum_{k \in J}\left|\left\langle v, \varphi_{k}(1-\psi)\left(P_{\bar{x}}^{\varepsilon}-P_{\bar{x}_{0}}^{\varepsilon}\right)\right\rangle\right|,
\end{aligned}
$$

$I$ being the set of indices $k \geq-3$ such that supp $\varphi_{k} \cap 4 Q \neq \emptyset$ and $J$ denoting the remaining indices (i.e. $k \geq-3$ with $\varphi_{k} \equiv 0$ on $4 Q$ ). Notice that the cardinality of $I$ is bounded by a dimensional constant.

Set

$$
g=\ell(Q)^{N} \sum_{k \in I} \varphi_{k}(1-\psi)\left(P_{\bar{x}}^{\varepsilon}-P_{\bar{x}_{0}}^{\varepsilon}\right),
$$

and for $k \in J$,

$$
g_{k}=2^{k}\left(2^{k} \ell(Q)\right)^{N} \varphi_{k}\left(P_{\bar{x}}^{\varepsilon}-P_{\bar{x}_{0}}^{\varepsilon}\right) .
$$

We will show now that we can apply Lemma 3.2 to $g$ and $g_{k}, k \in J$. Once this is available, Lemma 3.4 will give us

$$
\begin{aligned}
\left|\left\langle v,(1-\psi)\left(P_{\bar{x}}^{\varepsilon}-P_{\bar{x}_{0}}^{\varepsilon}\right)\right\rangle\right| & \leq \ell(Q)^{-N}|\langle v, g\rangle|+\sum_{k \in J} 2^{-k}\left(2^{k} \ell(Q)\right)^{-N}\left|\left\langle v, g_{k}\right\rangle\right| \\
& \lesssim 1+\sum_{k \in J} 2^{-k} \lesssim 1
\end{aligned}
$$

Notice first that the support of $g$ is contained in a cube $\lambda Q$ for some $\lambda$ depending only on $N$. On the other hand, the support of $g_{k}$ is contained in $2^{k+2} Q$. To apply Lemma 3.2 we have to show that

$$
\begin{equation*}
\|\nabla g\|_{L^{1}(\lambda Q)} \lesssim \ell(Q)^{N}, \int_{\lambda I_{Q}}\left\|R_{j}\left(\partial_{j} g\right)\right\|_{L^{1}\left(2 \lambda Q_{1}\right)} d t \lesssim \ell(Q)^{N}, 1 \leq j \leq N \tag{3.9}
\end{equation*}
$$

and for $k \in J$,
$\left\|\nabla g_{k}\right\|_{L^{1}\left(2^{k+3} Q\right)} \lesssim\left(2^{k} \ell(Q)\right)^{N}, \int_{2^{k+2} I_{Q}}\left\|R_{j}\left(\partial_{j} g_{k}\right)\right\|_{L^{1}\left(2^{k+3} Q_{1}\right)} d t \lesssim\left(2^{k} \ell(Q)\right)^{N} 1 \leq j \leq N$,
We check first Eq. 3.9. Using Lemma 2.1,

$$
\begin{aligned}
\left\|\partial_{j} g\right\|_{L^{\prime}}(\lambda Q) & \lesssim \ell(Q)^{N} \sum_{k \in I}\left(\frac{1}{\ell(Q)} \int_{\lambda Q \cap \operatorname{supp}\left(\varphi_{k}\right)}\left|P_{\bar{x}}^{\varepsilon}(\bar{y})-P_{\bar{x}_{0}}^{\varepsilon}(\bar{y})\right| d \bar{y}+\int_{\lambda Q \cap \operatorname{supp}\left(\varphi_{k}\right)}\left|\partial_{j}\left(P_{\bar{x}}^{\varepsilon}(\bar{y})-P_{\bar{x}_{0}}^{\varepsilon}(\bar{y})\right)\right| d \bar{y}\right) \\
& \lesssim \ell(Q)^{N}\left(\frac{1}{\ell(Q)} \int_{\lambda \varrho \cap \operatorname{supp}\left(\varphi_{k}\right)} \frac{d \bar{y}}{\bar{y}-\left.\bar{x}\right|^{N}}+\int_{\lambda Q \cap \operatorname{supp}\left(\varphi_{k}\right)} \frac{d \bar{y}-\left.\bar{y}\right|^{N+1}}{\mid \bar{y}}\right) \lesssim \ell(Q)^{N} .
\end{aligned}
$$

The estimate for $\left\|\partial_{t} g\right\|_{L^{1}(\lambda Q)}$ is analogous. For the second inequality in Eq. 3.9, let $1<$ $q<\infty$ and $p$ be its dual exponent. Apply Hölder's inequality, the fact that Riesz transforms preserve $L^{q}\left(\mathbb{R}^{N}\right)$ and argue as in the estimates of the integrals of $A_{1}$ and $A_{2}$ (using Eq. 3.8) to obtain:

$$
\begin{aligned}
\int_{\lambda I_{Q}}\left\|R_{j} \partial_{j} g(\cdot, t)\right\|_{L^{1}\left(2 \lambda Q_{1}\right)} d t & \lesssim \int_{\lambda I_{Q}} \ell(Q)^{N / p}\left\|R_{j} \partial_{j} g(\cdot, t)\right\|_{L^{q}\left(2 \lambda Q_{1}\right)} d t \\
& \lesssim \int_{\lambda I_{Q}} \ell(Q)^{N / p}\left\|\partial_{j} g(\cdot, t)\right\|_{L^{q}\left(2 \lambda Q_{1}\right)} d t \\
& \lesssim \ell(Q)^{N / p} \ell(Q)^{N / q}=\ell(Q)^{N} .
\end{aligned}
$$

To show the first inequality in Eq. 3.10 we have to prove $\left\|\partial_{t} g_{k}\right\|_{L^{1}\left(2^{k+3} Q\right)} \lesssim\left(2^{k} \ell(Q)\right)^{N}$ and $\left\|\partial_{j} g_{k}\right\|_{L^{1}\left(2^{k+3} Q\right)} \lesssim\left(2^{k} \ell(Q)\right)^{N}, 1 \leq j \leq N, k \in J$. For the $L^{1}$-norm of $\partial_{j} g_{k}$ we will use

$$
\begin{equation*}
\left|\partial_{j} P_{\bar{x}}^{\varepsilon}(\bar{y})-\partial_{j} P_{\bar{x}_{0}}^{\varepsilon}(\bar{y})\right| \lesssim \frac{\ell(Q)}{\left(2^{k} \ell(Q)\right)^{N+2}}, \quad \bar{y} \in A_{k}, k \in J, 1 \leq j \leq N . \tag{3.11}
\end{equation*}
$$

Notice that Eq. 3.11 comes from a gradient estimate and Lemma 2.1. Hence

$$
\left|\partial_{j} g_{k}(\cdot, t)\right| \leq 2^{k}\left(2^{k} \ell(Q)\right)^{N} \frac{\ell(Q)}{\left(2^{k} \ell(Q)\right)^{N+2}}=\frac{1}{2^{k} \ell(Q)}
$$

which is $\left\|\partial_{j} g_{k}\right\|_{L^{1}\left(2^{k+3} Q\right)} \lesssim\left(2^{k} \ell(Q)\right)^{N}, 1 \leq j \leq N, k \in J$.

To show $\left\|\partial_{t} g_{k}\right\|_{L^{1}\left(2^{k+3} Q\right)} \lesssim\left(2^{k} \ell(Q)\right)^{N}$, we consider different cases. Write $\bar{x}=$ $(x, t), \bar{y}=(y, u)$ and $\bar{x}_{0}=\left(x_{0}, t_{0}\right)$. If $t-u>0$ and $t_{0}-u>0$ a gradient estimate together with Lemma 2.1 gives us

$$
\left|\partial_{t} P_{\bar{x}}^{\varepsilon}(\bar{y})-\partial_{t} P_{\bar{x}_{0}}^{\varepsilon}(\bar{y})\right| \lesssim \frac{\ell(Q)}{\left(2^{k} \ell(Q)\right)^{N+2}}, \quad \bar{y} \in A_{k}, k \in J .
$$

If $t-u \leq 0$ and $t_{0}-u \leq 0$ then $\left|\partial_{t} P_{\bar{x}}^{\varepsilon}(\bar{y})-\partial_{t} P_{\bar{x}_{0}}^{\varepsilon}(\bar{y})\right|=0$. If $t-u$ and $t_{0}-u$ have different signs, say $t-u>0$ and $t_{0}-u \leq 0$ for example, then for $\bar{y} \in A_{k}, k \in J$,

$$
\begin{aligned}
\left|\partial_{t} P_{\bar{x}}^{\varepsilon}(\bar{y})-\partial_{t} P_{\bar{x}_{0}}^{\varepsilon}(\bar{y})\right| & =\left|\partial_{t} P_{\bar{x}}^{\varepsilon}(\bar{y})\right| \lesssim \frac{1}{|\bar{x}-\bar{y}|^{N+1}}+\frac{(t-u)^{2}}{|\bar{x}-\bar{y}|^{N+3}} \\
& \lesssim \frac{1}{\left(2^{k} \ell(Q)\right)^{N+1}}+\frac{\ell(Q)}{\left(2^{k} \ell(Q)\right)^{N+2}} \lesssim \frac{1}{\left(2^{k} \ell(Q)\right)^{N+1}} .
\end{aligned}
$$

Notice that this last case only happens in a set of measure smaller or equal than $C\left(2^{k} \ell(Q)\right)^{N} \ell(Q)$. Putting this estimates together we get
$\left\|\partial_{t} g_{k}\right\|_{L^{1}\left(2^{k+3} Q\right)} \lesssim 2^{k}\left(2^{k} \ell(Q)\right)^{N}\left[\frac{\ell(Q)}{\left(2^{k} \ell(Q)\right)^{N+2}}\left(2^{k} \ell(Q)\right)^{N+1}+\frac{\left(2^{k} \ell(Q)\right)^{N} \ell(Q)}{\left(2^{k} \ell(Q)\right)^{N+1}}\right] \lesssim\left(2^{k} \ell(Q)\right)^{N}$.
So the first inequality in Eq. 3.10 holds. Moreover

$$
\begin{aligned}
\int_{2^{k+2} I_{Q}}\left\|R_{j} \partial_{j} g_{k}(\cdot, t)\right\|_{L^{1}\left(2^{k+3} Q_{1}\right)} d t & \lesssim \int_{2^{k+2} I}\left(2^{k+3} \ell(Q)\right)^{N / p}\left\|R_{j} \partial_{j} g_{k}(\cdot, t)\right\|_{L^{q}\left(2^{k+3} Q_{1}\right)} d t \\
& \lesssim \int_{2^{k+2} I_{Q}}\left(2^{k+3} \ell(Q)\right)^{N / p}\left\|\partial_{j} g_{k}(\cdot, t)\right\|_{L^{q}\left(2^{k+3} Q_{1}\right)} d t \\
& \lesssim\left(2^{k} \ell(Q)\right)^{N / p} 2^{k} \ell(Q)\left(2^{k} \ell(Q)\right)^{N / q} \frac{1}{2^{k} \ell(Q)} \\
& =\left(2^{k} \ell(Q)\right)^{N},
\end{aligned}
$$

which is the second inequality in Eq. 3.10.
Take $\bar{x} \in\left(\frac{3}{2} Q\right)^{c}(\bar{x}=(x, t))$. Then consider

$$
\left|\left(P^{\varepsilon} * \varphi \nu\right)(\bar{x})\right|=\left|\left\langle\nu, \varphi P_{\bar{x}}^{\varepsilon}\right\rangle\right|=\ell(Q)^{-N}\left|\left\langle\nu, \ell(Q)^{N} \varphi P_{\bar{x}}^{\varepsilon}\right\rangle\right| \lesssim \ell(Q)^{-N} \ell(Q)^{N}=1
$$

because the function $f(\bar{y})=\ell(Q)^{N} \varphi(\bar{y}) P_{\bar{x}}^{\varepsilon}(\bar{y})$ is supported on $Q$ and satisfies

$$
\|\nabla f\|_{\infty} \leq \ell(Q)^{N}\left(\|\nabla \varphi\|_{\infty}\left\|P_{\bar{x}}^{\varepsilon}\right\|_{\infty}+\|\varphi\|_{\infty}\left\|\nabla P_{\bar{x}}^{\varepsilon}\right\|_{\infty}\right) \lesssim \ell(Q)^{N} \ell(Q)^{-N-1}=\ell(Q)^{-1}
$$

which, by Corollary 3.3, implies that $f$ is admissible for $Q$ and we may apply Lemma 3.4 to obtain $\left|\left(P^{\varepsilon} * \varphi \nu\right)(\bar{x})\right| \leq C$ also in this case.

## 4 Capacities and Removable Singularities

Given a compact set $E \subset \mathbb{R}^{N+1}$, we define

$$
\begin{equation*}
\gamma_{\Theta}^{1 / 2}(E)=\sup |\langle\nu, 1\rangle|, \tag{4.1}
\end{equation*}
$$

where the supremum is taken over all distributions $v$ supported on $E$ such that

$$
\begin{equation*}
\|P * v\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1 \tag{4.2}
\end{equation*}
$$

We call $\gamma_{\Theta}^{1 / 2}(E)$ the $\frac{1}{2}$-fractional caloric capacity of $E$. We also define the capacity $\gamma_{\Theta,+}^{1 / 2}(E)$, in the same way as in (4.1), but with the supremum restricted to all positive measures $v$ supported on $E$ satisfying (4.2). Clearly,

$$
\gamma_{\Theta,+}^{1 / 2}(E) \leq \gamma_{\Theta}^{1 / 2}(E)
$$

We say that a compact set $E \subset \mathbb{R}^{N+1}$ is removable for bounded $\frac{1}{2}$-fractional caloric functions (or $\frac{1}{2}$-fractional caloric removable) if any bounded function $f: \mathbb{R}^{N+1} \rightarrow \mathbb{R}$ satisfying the $\frac{1}{2}$-fractional heat equation in $\mathbb{R}^{N+1} \backslash E$, also satisfies the heat equation in the whole space $\mathbb{R}^{N+1}$.

Denote by the $\mathcal{H}_{\infty}^{N}(E)$ the $N$-Hausdorff content of the compact set $E \subset \mathbb{R}^{N+1}$.
Lemma 4.1 For every Borel set $E \subset \mathbb{R}^{N+1}$,

$$
\gamma_{\Theta,+}^{1 / 2}(E) \leq \gamma_{\Theta}^{1 / 2}(E) \lesssim \mathcal{H}_{\infty}^{N}(E)
$$

and

$$
\operatorname{dim}_{H}(E)>N \quad \Longrightarrow \quad \gamma_{\Theta}^{1 / 2}(E)>0
$$

Proof Just by the previous definitions, $\gamma_{\Theta,+}^{1 / 2}(E) \leq \gamma_{\Theta}^{1 / 2}(E)$. To prove $\gamma_{\Theta}^{1 / 2}(E) \lesssim \mathcal{H}_{\infty}^{N}(E)$ first notice that we can assume $E$ to be compact. Let $v$ be a distribution supported on $E$ satisfying Eq. 4.2 and let $\left\{A_{i}\right\}_{i \in I}$ be a collection of sets in $\mathbb{R}^{N+1}$ which cover $E$, and such that

$$
\sum_{i \in I} \operatorname{diam}\left(A_{i}\right)^{N} \leq 2 \mathcal{H}_{\infty}^{N}(E)
$$

For each $i \in I$, let $B_{i}$ be an open ball centered in $A_{i}$ with $r\left(B_{i}\right)=\operatorname{diam}\left(A_{i}\right)$, so that $E \subset \bigcup_{i \in I} B_{i}$. By the compactness of $E$ we can assume $I$ to be finite. By means of the Harvey-Polking lemma [8, Lemma 3.1], we can construct $\mathcal{C}^{\infty}$ functions $\varphi_{i}, i \in I$, satisfying:

- $\operatorname{supp} \varphi_{i} \subset 2 B_{i}$ for each $i \in I$,
- $\left\|\nabla \varphi_{i}\right\|_{\infty} \lesssim 1 / r\left(B_{i}\right)$,
- $\sum_{i \in I} \varphi_{i}=1$ in $\bigcup_{i \in I} B_{i}$,

Hence, by Corollary 3.3 and Lemma 3.4

$$
|\langle v, 1\rangle|=\left|\sum_{i \in I}\left\langle v, \varphi_{i}\right\rangle\right| \lesssim \sum_{i \in I} r\left(B_{i}\right)^{N}=\sum_{i \in I} \operatorname{diam}\left(A_{i}\right)^{N} \lesssim \mathcal{H}_{\infty}^{N}(E)
$$

Since this holds for any distribution $v$ supported on $E$ satisfying (4.2), $\gamma_{\Theta}^{1 / 2}(E) \lesssim \mathcal{H}_{\infty}^{N}(E)$.
To prove the second assertion in the lemma, let $E \subset \mathbb{R}^{N+1}$ be a Borel set satisfying $\operatorname{dim}_{H}(E)=s>N$. We may assume $E$ to be bounded and we can apply the well known Frostman lemma. Then, it follows that there exists some non-zero positive measure $\mu$ supported on $E$ satisfying $\mu(B(\bar{x}, r)) \leq r^{s}$ for all $\bar{x} \in \mathbb{R}^{N+1}$ and all $r>0$.

Thus, by Lemma 2.1, we deduce that for all $\bar{x} \in \mathbb{R}^{N+1}$

$$
|P * \mu(\bar{x})| \lesssim \int \frac{1}{|\bar{x}-\bar{y}|^{N}} d \mu(\bar{y}) \lesssim \operatorname{diam}(E)^{s-N} .
$$

Therefore,

$$
\gamma_{\Theta}^{1 / 2}(E) \geq \frac{\mu(E)}{\|P * \mu\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)}}>0
$$

We say that a compact set $E \subset \mathbb{R}^{N+1}$ is removable for bounded $\frac{1}{2}$-fractional caloric functions (or $\frac{1}{2}$-fractional caloric removable) if any bounded function $f: \mathbb{R}^{N+1} \rightarrow \mathbb{R}$ satisfying the $\frac{1}{2}$-fractional heat equation in $\mathbb{R}^{N+1} \backslash E$, also satisfies the heat equation in the whole space $\mathbb{R}^{N+1}$.

Theorem 4.2 A compact set $E \subset \mathbb{R}^{N+1}$ is $\frac{1}{2}$-fractional caloric removable if and only if $\gamma_{\Theta}^{1 / 2}(E)=0$.

Proof It is clear that if $E$ is $\frac{1}{2}$-fractional caloric removable, then $\gamma_{\Theta}^{1 / 2}(E)=0$. Conversely, suppose that $E \subset \mathbb{R}^{N+1}$ is not $\frac{1}{2}$-fractional caloric removable. So there exists some function $f: \mathbb{R}^{N+1} \rightarrow \mathbb{R}$ satisfying

$$
\|f\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)}<\infty,
$$

and $\Theta^{1 / 2}(f) \equiv 0$ in $\mathbb{R}^{N+1} \backslash E$ but $\Theta^{1 / 2}(f) \not \equiv 0$ in $\mathbb{R}^{N+1}$ (in the distributional sense). Since $E$ is compact there exists some (open) cube such that $E \subset Q$ and $\Theta^{1 / 2}(f) \not \equiv 0$ in $Q$. Consider the distribution $v=\Theta^{1 / 2}(f)$. Since $v$ does not vanish identically in $Q$, there exists some $\mathcal{C}^{\infty}$ function $\varphi$ supported on $Q$ such that $\langle\nu, \varphi\rangle>0$. Now take $g=P *(\varphi \nu)$. By Theorem 3.1,

$$
\|g\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)}<\infty,
$$

and thus, since $\operatorname{supp}(\varphi \nu) \subset Q \cap E=E$,

$$
\gamma_{\Theta}^{1 / 2}(E) \geq \frac{\langle\varphi v, 1\rangle}{\|g\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)}}=\frac{\langle\nu, \varphi\rangle}{\|g\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)}}>0 .
$$

From the preceding lemmas, it is clear that, for any compact set $E \subset \mathbb{R}^{N+1}$,

- if $\operatorname{dim}_{H}(E)>N$, then $E$ is not removable for bounded $\frac{1}{2}$-fractional caloric functions,
- if $\mathcal{H}^{N}(E)=0$ (in particular if $\operatorname{dim}_{H}(E)<N$ ), then $E$ is removable for bounded $\frac{1}{2}$-fractional caloric functions.
Thus the critical Hausdorff dimension for $\frac{1}{2}$-fractional caloric removability (and for $\gamma_{\Theta}^{1 / 2}$ ) is $N$.

We consider the operator

$$
T v=P * v,
$$

defined over distributions $v$ in $\mathbb{R}^{N+1}$. When $\mu$ is a finite measure, one can easily check that $T \mu(\bar{x})$ is defined for $\mu$-a.e. $\bar{x} \in \mathbb{R}^{N+1}$ by the integral

$$
T \mu(\bar{x})=\int P(\bar{x}-\bar{y}) d \mu(\bar{y}) .
$$

For $\varepsilon>0$, we also consider the truncated operator

$$
T_{\varepsilon} \mu(\bar{x})=\int_{|\bar{x}-\bar{y}|>\varepsilon} P(\bar{x}-\bar{y}) d \mu(\bar{y}),
$$

whenever the integral makes sense, and for a function $f \in L_{l o c}^{1}(\mu)$, we write

$$
T_{\mu} f \equiv T(f \mu), \quad T_{\mu, \varepsilon} f \equiv T_{\varepsilon}(f \mu) .
$$

We also denote

$$
T_{*} \mu(x)=\sup _{\varepsilon>0}\left|T_{\varepsilon} \mu(x)\right|, \quad T_{*, \mu} f(x)=\sup _{\varepsilon>0}\left|T_{\varepsilon}(f \mu)(x)\right| .
$$

We say that $T_{\mu}$ is bounded in $L^{2}(\mu)$ if the operators $T_{\mu, \varepsilon}$ are bounded in $L^{2}(\mu)$ uniformly on $\varepsilon>0$.

Given $E \subset \mathbb{R}^{N+1}$, we define the capacity

$$
\begin{equation*}
\widetilde{\gamma}_{\Theta,+}^{1 / 2}(E)=\sup \mu(E) \tag{4.3}
\end{equation*}
$$

where the supremum is taken over all positive measures $\mu$ supported on $E$ such that

$$
\begin{equation*}
\|T \mu\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1, \quad\left\|T^{*} \mu\right\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1 \tag{4.4}
\end{equation*}
$$

Here $T^{*}$ is dual of $T$. That is,

$$
T^{*} \mu(\bar{x})=\int P(\bar{y}-\bar{x}) d \mu(\bar{y})
$$

Notice that by definition,

$$
\tilde{\gamma}_{\Theta,+}^{1 / 2}(E) \lesssim \gamma_{\Theta,+}^{1 / 2}(E)
$$

In the next theorem we characterize $\tilde{\gamma}_{\Theta,+}^{1 / 2}(E)$ in terms of the positive measures supported on $E$ such that $T_{\mu}$ is bounded in $L^{2}(\mu)$.

Theorem 4.3 For any set $E \subset \mathbb{R}^{N+1}$,

$$
\widetilde{\gamma}_{\Theta,+}^{1 / 2}(E) \approx \sup \left\{\mu(E): \operatorname{supp} \mu \in E,\left\|T_{\mu}\right\|_{L^{2}(\mu) \rightarrow L^{2}(\mu)} \leq 1\right\}
$$

with the implicit constant in the above estimate independent of $E$.

## Proof Denote

$$
S=\sup \left\{\mu(E): \operatorname{supp} \mu \in E,\left\|T_{\mu}\right\|_{L^{2}(\mu) \rightarrow L^{2}(\mu)} \leq 1\right\}
$$

The arguments to show that $\tilde{\gamma}_{\Theta,+}^{1 / 2}(E) \approx S$ are standard. Indeed, let $\mu$ be a positive measure supported on $E$ such that $\widetilde{\gamma}_{\Theta,+}(E) \leq 2 \mu(E),\|T \mu\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1$ and $\left\|T^{*} \mu\right\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1$. By a Cotlar type inequality analogous to the one in [12, Lemma 5.4], say, one deduces that

$$
\left\|T_{\varepsilon} \mu\right\|_{L^{\infty}(\mu)} \lesssim 1, \quad\left\|T_{\varepsilon}^{*} \mu\right\|_{L^{\infty}(\mu)} \lesssim 1
$$

uniformly on $\varepsilon>0$.
To obtain the boundedness of the operator $T_{\mu}$ in $L^{2}(\mu)$ we will use a suitable $T 1$ theorem with respect to a measure which may be non-doubling (see for example [20, Th 3.21]). Since $T_{\mu}$ and $T_{\mu}^{*}$ are bounded in $L^{\infty}$, as a consequence of the result in [9], to apply the $T 1$ theorem in our case it is enough to check that the weak boundedness property is satisfied for balls with thin boundaries, that is, $<T_{\mu} \chi_{B}, \chi_{B}>\leq C \mu(2 B)$, if $B$ is a ball with thin boundary. A ball of radius $r(B)$ is said to have thin boundary if

$$
\begin{equation*}
\mu\{\bar{x}: \operatorname{dist}(\bar{x}, \partial B) \leq \operatorname{tr}(B)\} \leq t \mu(2 B) \tag{4.5}
\end{equation*}
$$

Let's consider a $\mathcal{C}^{\infty}$ function $\phi$ with compact support in $2 B$ such that $\phi \equiv 1$ on $B$. Then

$$
\left|\left\langle T_{\mu} \chi_{B}, \chi_{B}\right\rangle\right| \leq \int_{B}\left|T_{\mu} \phi\right| d \mu+\int_{B}\left|T_{\mu}\left(\phi-\chi_{B}\right)\right| d \mu
$$

Using Theorem 3.1 one can see that the first term in the right hand side is bounded by $C \mu(B)$. To get a bound of the second term we will use that B has a thin boundary. Using the boundedness of $K$, property (a) in Lemma 2.1,

$$
\begin{aligned}
\int_{B}\left|T_{\mu}\left(\phi-\chi_{B}\right)\right| d \mu & \lesssim \int_{2 B \backslash B} \int_{B} \frac{d \mu(\bar{y})}{|\bar{x}-\bar{y}|^{N}} d \mu(\bar{x}) \\
& \leq \sum_{j \geq 0} \int_{\left\{\bar{x} \notin B: \operatorname{dist}(\bar{x} ; \partial B) \sim 2^{-j} r(B)\right\}} \int_{B} \frac{d \mu(\bar{y})}{|\bar{x}-\bar{y}|^{N}} d \mu(\bar{x}) .
\end{aligned}
$$

Given $j$ and $x \notin B$ such that $\operatorname{dist}(\bar{x}, \partial B) \sim 2^{-j} r(B)$, since $\mu$ is a measure with $N$-growth, one has

$$
\int_{B} \frac{d \mu(\bar{y})}{|\bar{x}-\bar{y}|^{N}} \lesssim \sum_{k=-1}^{j} \int_{|\bar{x}-\bar{y}| \sim 2^{-k} r(B)} \frac{d \mu(\bar{y})}{|\bar{x}-\bar{y}|^{N}} \lesssim \sum_{k=-1}^{j} \frac{\mu\left(B\left(\bar{x}, 2^{-k} r(B)\right)\right.}{\left(2^{-k} r(B)\right)^{N}} \lesssim j+2 .
$$

Therefore, by 4.5
$\int_{B}\left|T_{\mu}\left(\phi-\chi_{B}\right)\right| d \mu \lesssim \sum_{j \geq 1}(j+2) \mu\left\{\bar{x}: \operatorname{dist}(\bar{x}, \partial B) \sim 2^{-j} r(B)\right\} \lesssim \sum_{j \geq 0} \frac{j+2}{2^{j}} \mu(2 B) \lesssim \mu(2 B)$.
Consequently, the weak boundedness property is satified and by the $T 1$-theorem it follows that $T_{\mu}$ is bounded in $L^{2}(\mu)$, with $\left\|T_{\mu}\right\|_{L^{2}(\mu) \rightarrow L^{2}(\mu)} \lesssim 1$. So we deduce that $S \gtrsim \widetilde{\gamma}_{\Theta,+}(E)$.

To prove the converse estimate, let $\mu$ be a positive measure supported on $E$ be such that $\left\|T_{\mu}\right\|_{L^{2}(\mu) \rightarrow L^{2}(\mu)} \leq 1$ and $S \leq 2 \mu(E)$. From the $L^{2}(\mu)$ boundedness of $T_{\mu}$, one deduces that $T$ and $T^{*}$ are bounded from the space of finite signed measures $M\left(\mathbb{R}^{N+1}\right)$ to $L^{1, \infty}(\mu)$. That is, there exists some constant $C>0$ such that for any measure $v \in M\left(\mathbb{R}^{N+1}\right)$, any $\varepsilon>0$, and any $\lambda>0$,

$$
\mu\left(\left\{\bar{x} \in \mathbb{R}^{N+1}:\left|T_{\varepsilon} v(\bar{x})\right|>\lambda\right\}\right) \leq C \frac{\|\nu\|}{\lambda},
$$

and the same holds replacing $T_{\varepsilon}$ by $T_{\varepsilon}^{*}$. The proof of this fact is analogous to the one of Theorem 2.16 in [20]. Then, by a well known dualization of these estimates (essentially due to Davie and Øksendal) and an application of Cotlar's inequality, one deduces that there exists some function $h: E \rightarrow[0,1]$ such that

$$
\mu(E) \leq C \int h d \mu, \quad\|T(h \mu)\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1, \quad\left\|T^{*}(h \mu)\right\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1 .
$$

See Theorem 4.6 and Lemma 4.7 from [20] for the analogous arguments in the case of analytic capacity and also Lemma 4.2 from [12] for the precise vectorial version of the dualization of the weak $(1,1)$ estimates required in our situation, for example. So we have

$$
\tilde{\gamma}_{\Theta,+}^{1 / 2}(E) \geq \int h d \mu \approx \mu(E) \approx S .
$$

## 5 The Existence of Removable Sets with Positive Hausdorff Measure $\mathcal{H}^{N}$

In this section we will construct a self-similar Cantor set $E \subset \mathbb{R}^{N+1}$ with positive and finite $\mathcal{H}^{N}$ measure which is $\frac{1}{2}$-caloric removable. To obtain this result we need the following theorem, showing that certain distributions are actually measures.

Theorem 5.1 Let $E \subset \mathbb{R}^{N+1}$ be a compact set with $\mathcal{H}^{N}(E)<\infty$ and let $v$ be a distribution supported on $E$ such that

$$
\|P * v\|_{\infty} \leq 1
$$

Then $v$ is a signed measure, absolutely continuous with respect to $\left.\mathcal{H}^{N+1}\right|_{E}$ and there exists a Borel function $f: E \rightarrow \mathbb{R}$ such that $v=\left.f \mathcal{H}^{N}\right|_{E}$ and $\|f\|_{L^{\infty}\left(\left.\mathcal{H}^{N}\right|_{E}\right)} \lesssim 1$.

In what follows, we say that a distribution $v$ in $\mathbb{R}^{N+1}$ has $N$-dimensional growth, if for any cube $Q \subset \mathbb{R}^{N+1}$ and any $\mathcal{C}^{1}$ function $\varphi$ admissible for $Q,|\langle\nu, \varphi\rangle| \leq \ell(Q)^{N}$.

Theorem 5.1 is a consequence of Lemma 3.4 and the following result.
Lemma 5.2 Let $E \subset \mathbb{R}^{N+1}$ be a compact set with $\mathcal{H}^{N}(E)<\infty$. Let $v$ be a distribution supported on $E$ wich has $N$-dimensional growth. Then $v$ is a signed measure, absolutely continuous with respect to $\left.\mathcal{H}^{N}\right|_{E}$ and there exists a Borel function $f: E \rightarrow \mathbb{R}$ such that $v=\left.f \mathcal{H}^{N}\right|_{E}$ and $\|f\|_{L^{\infty}\left(\left.\mathcal{H}^{N}\right|_{E}\right)} \lesssim 1$.

Proof First we will show that $v$ is a signed measure. By the Riesz representation theorem, it is enough to show that, for any $\mathcal{C}^{\infty}$ function $\psi$ with compact support,

$$
\begin{equation*}
|\langle\nu, \psi\rangle| \leq C(E)\|\psi\|_{\infty}, \tag{5.1}
\end{equation*}
$$

where $C(E)$ is some constant depending on $E$.
To prove (5.1), we fix $\varepsilon>0$ and we consider a family of open cubes $Q_{i}, i \in I_{\varepsilon}$, such that

- $E \subset \bigcup_{i \in I_{\varepsilon}} Q_{i}$,
- $\quad \ell\left(Q_{i}\right) \leq \varepsilon$ for all $i \in I_{\varepsilon}$, and
- $\quad \sum_{i \in I_{\varepsilon}} \ell\left(Q_{i}\right)^{N} \leq C \mathcal{H}^{N}(E)+\varepsilon$.

Since $E$ is compact, we can assume that $I_{\varepsilon}$ is finite. By standard arguments, we can find a family of non-negative functions $\varphi_{i}, i \in I_{\varepsilon}$, such that

- each $\varphi_{i}$ is supported on $2 Q_{i}$ and $c \varphi_{i}$ is admissible for $2 Q_{i}$, for some absolute constant $c>0$,
- $\quad \sum_{i \in I_{\varepsilon}} \varphi_{i}=1$ on $\bigcup_{i \in I_{\varepsilon}} Q_{i}$, and in particular on $E$.

Indeed, to construct the family of functions $\varphi_{i}$ we can cover each cube $Q_{i}$ by a bounded number (depending on $n$ ) dyadic cubes $R_{i}^{1}, \cdots, R_{i}^{m}$ with side length $\ell\left(R_{i}^{j}\right) \leq \ell\left(Q_{i}\right) / 8$ and then apply the usual Harvey-Polking lemma ([8, Lemma 3.1] to the family of cubes $\left\{R_{i, j}\right\}$.

We write

$$
|\langle\nu, \psi\rangle| \leq \sum_{i \in I_{\varepsilon}}\left|\left\langle\nu, \varphi_{i} \psi\right\rangle\right| .
$$

For each $i \in I_{\varepsilon}$, consider the function

$$
\eta_{i}=\frac{\varphi_{i} \psi}{\|\psi\|_{\infty}+\ell\left(Q_{i}\right)\|\nabla \psi\|_{\infty}}
$$

where $\nabla=\left(\nabla_{x}, \partial_{t}\right)$. We claim that $c \eta_{i}$ is admissible for $2 Q_{i}$, for some absolute constant $c>0$. To check this, just note that $\varphi_{i} \psi$ is supported on $2 Q_{i}$ and satisfies

$$
\left\|\nabla\left(\varphi_{i} \psi\right)\right\|_{\infty} \leq\left\|\nabla \varphi_{i}\right\|_{\infty}\|\psi\|_{\infty}+\left\|\varphi_{i}\right\|_{\infty}\|\nabla \psi\|_{\infty} \lesssim \frac{1}{\ell\left(Q_{i}\right)}\|\psi\|_{\infty}+\|\nabla \psi\|_{\infty}
$$

Hence,

$$
\left\|\nabla \eta_{i}\right\|_{\infty} \lesssim \frac{1}{\ell\left(Q_{i}\right)}
$$

So, by Corollary 3.3, the claim above holds and, consequently, by the assumptions in the lemma,

$$
\left|\left\langle\nu, \eta_{i}\right\rangle\right| \lesssim \ell\left(Q_{i}\right)^{N}
$$

From the preceding estimate, we deduce that

$$
|\langle v, \psi\rangle| \leq \sum_{i \in I_{\varepsilon}}\left|\left\langle v, \varphi_{i} \psi\right\rangle\right| \lesssim \sum_{i \in I_{\varepsilon}} \ell\left(Q_{i}\right)^{N}\left(\|\psi\|_{\infty}+\ell\left(Q_{i}\right)\|\nabla \psi\|_{\infty}\right) .
$$

Since $\ell\left(Q_{i}\right) \leq \varepsilon$ for each $i$, we obtain that

$$
\begin{aligned}
|\langle v, \psi\rangle| & \lesssim \sum_{i \in I_{\varepsilon}} \ell\left(Q_{i}\right)^{N}\left(\|\psi\|_{\infty}+\varepsilon\|\nabla \psi\|_{\infty}\right) \\
& \lesssim\left(\mathcal{H}^{N}(E)+\varepsilon\right)\left(\|\psi\|_{\infty}+\varepsilon\|\nabla \psi\|_{\infty}\right) .
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$, we get

$$
|\langle\nu, \psi\rangle| \lesssim \mathcal{H}^{N}(E)\|\psi\|_{\infty}
$$

which gives (5.1) and proves that $v$ is a finite signed measure, as wished.
It remains to show that there exists some Borel function $f: E \rightarrow \mathbb{R}$ such that $v=$ $\left.f \mathcal{H}^{N}\right|_{E}$, with $\|f\|_{L^{\infty}\left(\left.\mathcal{H}^{N}\right|_{E}\right)} \lesssim 1$. To this end, let $g$ be the density of $\nu$ with respect to its variation $|v|$, so that $v=g|v|$ with $g(\bar{x})= \pm 1$ for $|\nu|$ a.e. $\bar{x} \in \mathbb{R}^{N+1}$. We will show that

$$
\begin{equation*}
\limsup _{r \rightarrow 0} \frac{|\nu|(B(\bar{x}, r))}{r^{N}} \lesssim 1 \quad \text { for }|\nu| \text {-a.e. } \bar{x} \in \mathbb{R}^{N+1} . \tag{5.2}
\end{equation*}
$$

This implies that $|\nu|=\left.\tilde{f} \mathcal{H}^{N}\right|_{E}$ for some non-negative function $\tilde{f} \lesssim 1$. This fact is well known (see Theorem 6.9 from [11]).

So to complete the proof of the lemma it suffices to show (5.2) (since then we will have $v=\left.g \widetilde{f} \mathcal{H}^{N}\right|_{E}$ with $|g \widetilde{f}| \lesssim 1$ ). Notice that, by the Lebesgue differentiation theorem,

$$
\lim _{r \rightarrow 0} \frac{1}{|\nu|(B(\bar{x}, r))} \int_{B(\bar{x}, r)}|g(\bar{y})-g(\bar{x})| d|\nu|(\bar{y})=0 \quad \text { for }|\nu| \text {-a.e. } \bar{x} \in \mathbb{R}^{N+1} .
$$

Let $\bar{x} \in E$ be a Lebesgue point for $|\nu|$ with $|g(\bar{x})|=1$, let $\varepsilon>0$ to be chosen below, and let $r_{0}>0$ be small enough such that, for $0<r \leq r_{0}$,

$$
\frac{1}{|\nu|(B(\bar{x}, r))} \int_{B(\bar{x}, r)}|g(\bar{y})-g(\bar{x})| d|v|(\bar{y})<\varepsilon .
$$

Suppose first that

$$
\begin{equation*}
|\nu|(B(\bar{x}, 2 r)) \leq 2^{N+3}|\nu|(B(\bar{x}, r)), \tag{5.3}
\end{equation*}
$$

and let $\varphi_{\bar{x}, r}$ be some non-negative $\mathcal{C}^{\infty}$ function supported on $B(\bar{x}, 2 r)$ which equals 1 on $B(\bar{x}, r)$ such that $c \varphi_{\bar{x}, r}$ is admissible for the smallest cube $Q$ containing $B(\bar{x}, 2 r)$, so that

$$
\left|\int \varphi_{\bar{x}, r} d \nu\right| \lesssim r^{N} .
$$

Now observe that

$$
\begin{aligned}
\left|\int \varphi_{\bar{x}, r} d \nu-g(\bar{x}) \int \varphi_{\bar{x}, r} d\right| \nu|\mid & =\left|\int \varphi_{\bar{x}, r}(\bar{y})(g(\bar{y})-g(\bar{x})) d\right| \nu|(\bar{y})| \\
& \lesssim \int_{B(\bar{x}, 2 r)}|g(\bar{y})-g(\bar{x})| d|\nu|(\bar{y}) \\
& \leq \varepsilon|\nu|(B(\bar{x}, 2 r)) \leq \varepsilon 2^{N+3}|\nu|(B(\bar{x}, r)) \lesssim \varepsilon \int \varphi_{\bar{x}, r} d|\nu| .
\end{aligned}
$$

Thus, if $\varepsilon$ is chosen small enough, we deduce that

$$
\int \varphi_{\bar{x}, r} d|\nu|=|g(\bar{x})| \int \varphi_{\bar{x}, r} d|\nu| \leq 2\left|\int \varphi_{\bar{x}, r} d \nu\right| \lesssim r^{N} .
$$

Therefore, using again that $\varphi_{\bar{x}, r}=1$ on $B(\bar{x}, r)$, we get

$$
\begin{equation*}
|\nu|(B(\bar{x}, r)) \lesssim r^{N} . \tag{5.4}
\end{equation*}
$$

To get rid of the doubling assumption (5.3), notice that for $|\nu|$-a.e. $\bar{x} \in \mathbb{R}^{N+1}$ there exists a sequence of balls $B\left(\bar{x}, r_{k}\right)$, with $r_{k} \rightarrow 0$, satisfying (5.3) (we say that the balls $B\left(\bar{x}, r_{k}\right)$ are $|v|$-doubling). Further, we may assume that $r_{k}=2^{h_{k}}$, for some $h_{k} \in \mathbb{N}$. The proof of this fact is analogous to the one of Lemma 2.8 in [20]. So for such a point $\bar{x}$, by the arguments above, we know that there exists some $k_{0}>0$ such that

$$
|\nu|\left(B\left(\bar{x}, r_{k}\right)\right) \lesssim r_{k}^{N} \quad \text { for } k \geq k_{0},
$$

assuming also that $\bar{x}$ is a $|\nu|$-Lebesgue point for the density $g$. Given an arbitrary $r \in$ $\left(0, r_{k_{0}}\right)$, let $j$ be the smallest integer $r \leq 2^{j}$, and let $2^{k}$ be the smallest $j \leq k$ such that the ball $B\left(\bar{x}, 2^{k}\right)$ is $|\nu|$-doubling (i.e., (5.3) holds for this ball). Observe that $2^{k} \leq r_{k_{0}}$. Then, taking into account that the balls $B\left(\bar{x}, 2^{h}\right)$ are non-doubling for $j \leq h<k$ and applying (5.4) for $r=2^{k}$, we obtain

$$
|\nu|(B(\bar{x}, r)) \leq|\nu|\left(B\left(\bar{x}, 2^{j}\right)\right) \leq 2^{(n+3)(j-k)}|\nu|\left(B\left(\bar{x}, 2^{k}\right)\right) \lesssim 2^{(n+3)(j-k)} 2^{k n} \leq 2^{j n} \approx r^{N} .
$$

Hence, (5.2) holds and we are done.
Next we will construct a self-similar Cantor set $E \subset \mathbb{R}^{N+1}$ with positive and finite measure $\mathcal{H}^{N}$ which is removable for the $\frac{1}{2}$-fractional heat equation. Our example is inspired by the typical planar 1/4 Cantor set in the setting of analytic capacity (see [6] or [20, p. 35], for example).

We construct the Cantor set $E$ as follows: we let $E_{0}$ be the unit cube, i.e. $E_{0}=Q^{0}=$ $[0,1]^{N+1}$. Next we replace $Q^{0}$ by $2^{N+1}$ disjoint closed cubes $Q_{i}^{1}$ with side length $2^{\frac{-(N+1)}{N}}$ such that they are all contained in $Q^{0}$ and each one contains a vertex of $Q^{0}$.

We proceed inductively: In each generation $k$, we replace each cube $Q_{j}^{k-1}$ of the previous generation by $2^{N+1}$ cubes $Q_{i}^{k}$ with side length $2^{(-k) \frac{N+1}{N}}$ which are contained in $Q_{j}^{k-1}$ and located in the same relative position to $Q_{j}^{k-1}$ as the cubes $Q_{1}^{1}, \ldots, Q_{2^{N+1}}^{1}$ with respect to $Q_{0}$.

Notice that in each generation $k$ there are $2^{k(N+1)}$ closed cubes with side length $2 \frac{-(N+1)}{N} k$. We denote by $E_{k}$ the union of all these cubes from the $k$-th generation. By construction, $E_{k} \subset E_{k-1}$. We let

$$
\begin{equation*}
E=\bigcap_{k=0}^{\infty} E_{k} . \tag{5.5}
\end{equation*}
$$

It is easy to check that $\operatorname{dist}\left(Q_{i}^{k}, Q_{h}^{k}\right) \geq C(N) 2^{\frac{-(N+1)}{N} k}$ for $i \neq h$, and if $Q_{i}^{k}, Q_{h}^{k}$ are contained in the same cube $Q_{j}^{k-1}$, then $\operatorname{dist}\left(Q_{i}^{k}, Q_{h}^{k}\right) \lesssim 2^{\frac{-(N+1)}{N} k}$. Taking into account that, for each $k \geq 0$,

$$
\sum_{i=1}^{2^{k(N+1)}} \ell\left(Q_{i}^{k}\right)^{N}=2^{k(N+1)} \cdot 2^{-k(N+1)}=1
$$

by standard arguments it follows that

$$
0<\mathcal{H}^{N}(E)<\infty .
$$

Further, $\left.\mathcal{H}^{N}\right|_{E}$ coincides, modulo a constant factor, with the probability measure $\mu$ supported on $E$ which gives the same measure to all the cubes $Q_{i}^{k}$ of the same generation $k$, that is $\mu\left(Q_{i}^{k}\right)=2^{-k(N+1)}$.

Theorem 5.3 The Cantor set $E$ defined in (5.5) is removable for $\frac{1}{2}$ - fractional caloric functions.

Proof We will suppose that $E$ is not removable and we will reach a contradiction. By Theorem 4.2, there exists a distribution $v$ supported on $E$ such that $|\langle v, 1\rangle|>0$ and

$$
\|P * \nu\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1 .
$$

By Theorem 5.1, $v$ is a signed measure of the form

$$
v=f \mu, \quad\|f\|_{L^{\infty}(\mu)} \lesssim 1,
$$

where $\mu$ is the probability measure supported on $E$ such that $\mu\left(Q_{i}^{k}\right)=2^{-k(N+1)}$ for all $i, k$. It is easy to check that $\mu$ (and thus $|\nu|$ ) has upper growth of degree $N$. Recall that $T$ denotes the operator $T v=P * v$, defined over distributions $v$ in $\mathbb{R}^{N+1}$. Then, arguing as in [12, Lemma 5.4], it follows that there exists some constant $K$ such that

$$
\begin{equation*}
T_{*} \nu(\bar{x}) \leq K \quad \text { for all } \bar{x} \in \mathbb{R}^{N+1} . \tag{5.6}
\end{equation*}
$$

For $\bar{x} \in E$, let $Q_{\bar{x}}^{k}$ the cube $Q_{i}^{k}$ that contains $\bar{x}$. Then we consider the auxiliary operator

$$
\widetilde{T}_{*} \nu(\bar{x})=\sup _{k \geq 0}\left|T\left(\chi_{\mathbb{R}^{N+1} \backslash Q_{\bar{x}}^{k}} \nu\right)(\bar{x})\right| .
$$

By the separation condition between the cubes $Q_{i}^{k}$, the upper growth of $|\nu|$, and the condition (5.6), it follows easily that

$$
\begin{equation*}
\widetilde{T}_{*} \nu(\bar{x}) \leq K^{\prime} \quad \text { for all } \bar{x} \in E, \tag{5.7}
\end{equation*}
$$

for some fixed constant $K^{\prime}$.
We will contradict the last estimate. To this end, consider a Lebesgue point $\bar{x}_{0} \in E$ (with respect to $\mu$ ) of the density $f=\frac{d v}{d \mu}$ such that $f\left(\bar{x}_{0}\right)>0$. The existence of this point is guarantied by the fact that $\nu(E)>0$. Given $\varepsilon>0$ small enough to be chosen below, consider a cube $Q_{i}^{k}$ containing $\bar{x}_{0}$ such that

$$
\frac{1}{\mu\left(Q_{i}^{k}\right)} \int_{Q_{i}^{k}}\left|f(\bar{y})-f\left(\bar{x}_{0}\right)\right| d \mu(y) \leq \varepsilon .
$$

Given $m \gg 1$, to be fixed below too, it is easy to check that if $\varepsilon$ is chosen small enough (depending on $m$ and on $f\left(\bar{x}_{0}\right)$ ), then the above condition ensures that every cube $Q_{j}^{h}$ contained in $Q_{i}^{k}$ such that $k \leq h \leq k+m$ satisfies

$$
\begin{equation*}
\frac{1}{2} f\left(\bar{x}_{0}\right) \mu\left(Q_{j}^{h}\right) \leq v\left(Q_{j}^{h}\right) \leq 2 f\left(\bar{x}_{0}\right) \mu\left(Q_{j}^{h}\right) \tag{5.8}
\end{equation*}
$$

Notice also that, writing $v=v^{+}-v^{-}$, since $f\left(\bar{x}_{0}\right)>0$,

$$
\nu^{-}\left(Q_{i}^{k}\right)=\int_{Q_{i}^{k}} f^{-}(\bar{y}) d \mu(\bar{y}) \leq \int_{Q_{i}^{k}}\left|f(\bar{y})-f\left(\bar{x}_{0}\right)\right| d \mu(\bar{y}) \leq \varepsilon \mu\left(Q_{i}^{k}\right) .
$$

Let $\bar{z}=(z, u)$ be one of the upper corners of $Q_{i}^{k}$ (i.e., $u$ maximal in $Q_{i}^{k}$ ). Since $\mid T\left(\chi_{Q_{\bar{z}}^{k} \backslash Q_{\bar{z}}^{k+m}} \nu(\bar{z}) \mid \leq 2 \widetilde{T}_{*} \nu(\bar{z})\right.$, we have

$$
\widetilde{T}_{*} \nu(\bar{z}) \geq \frac{1}{2}\left|T\left(\chi_{Q_{\bar{z}}^{k}} \backslash Q_{\bar{z}}^{k+m} \nu\right)(\bar{z})\right| \geq \frac{1}{2}\left|T\left(\chi_{Q_{\bar{z}}^{k}} \backslash Q_{\bar{z}}^{k+m} \nu^{+}\right)(\bar{z})\right|-\frac{1}{2}\left|T\left(\chi_{Q_{\bar{z}}^{k}} \backslash Q_{\bar{z}}^{k+m} \nu^{-}\right)(\bar{z})\right| .
$$

Using the fact that $\operatorname{dist}\left(\bar{z}, Q_{\overline{\bar{z}}}^{k} \backslash Q_{\overline{\bar{z}}}^{k+m}\right) \gtrsim \ell\left(Q_{\overline{\bar{z}}}^{k+m}\right)$, we get

$$
\left|T\left(\chi_{Q_{\bar{z}}^{k} \backslash Q_{\bar{z}}^{k+m}} \nu^{-}\right)(\bar{z})\right| \lesssim \frac{\nu^{-}\left(Q_{i}^{k}\right)}{\ell\left(Q_{\bar{z}}^{k+m}\right)^{N}} \leq \varepsilon \frac{\mu\left(Q_{i}^{k}\right)}{\ell\left(Q_{\bar{z}}^{k+m}\right)^{N}}=\varepsilon \frac{\mu\left(Q_{i}^{k}\right)}{2^{-m(N+1)} \ell\left(Q_{i}^{k}\right)^{N}} \lesssim 2^{m(N+1)} \varepsilon
$$

To estimate $\left|T\left(\chi_{Q_{\bar{z}}^{k} \backslash Q_{\bar{z}}^{k+m}} \nu^{+}\right)(\bar{z})\right|$ from below, recall that our kernel is

$$
P(\bar{x})=\frac{t}{\left(t^{2}+|x|^{2}\right)^{\frac{N+1}{2}}} \chi_{\{t>0\}} .
$$

Then, by the choice of $\bar{z}$, it follows that

$$
\begin{equation*}
P(\bar{z}-\bar{y}) \geq 0 \quad \text { for all } \bar{y} \in Q_{\bar{z}}^{k} \backslash Q_{\bar{z}}^{k+m} . \tag{5.9}
\end{equation*}
$$

We write

$$
\left|T\left(\chi_{Q_{\bar{z}}^{k} \backslash Q_{\bar{z}}^{k+m} \nu^{+}}\right)(\bar{z})\right| \geq \int_{Q_{\bar{z}}^{k} \backslash Q_{\bar{z}}^{k+m}} P(\bar{z}-\bar{y}) d \nu^{+}(\bar{y})=\sum_{h=k}^{k+m-1} \int_{Q_{\bar{z}}^{k} \backslash Q_{\bar{z}}^{h+1}} P(\bar{z}-\bar{y}) d \nu^{+}(\bar{y}) .
$$

Taking into account (5.9) and the fact that, for $k \leq h \leq k+m-1, Q_{\bar{z}}^{h} \backslash Q_{\bar{z}}^{h+1}$ contains a cube $Q_{j}^{h+1}$ such that for all $\bar{y}=(y, s)$,

$$
0<u-s \approx|\bar{y}-\bar{z}| \approx \ell\left(Q_{j}^{h+1}\right)
$$

using also (5.8), we deduce

$$
\int_{Q_{\bar{z}}^{h} \backslash Q_{\bar{z}}^{h+1}} P(\bar{z}-\bar{y}) d \nu^{+}(\bar{y}) \gtrsim \frac{\nu^{+}\left(Q_{j}^{h+1}\right)}{\ell\left(Q_{j}^{h+1}\right)^{N}} \gtrsim f\left(\bar{x}_{0}\right) \frac{\mu\left(Q_{j}^{h+1}\right)}{\ell\left(Q_{j}^{h+1}\right)^{N}}=f\left(\bar{x}_{0}\right),
$$

Thus,

$$
\left|T\left(\chi_{Q_{\bar{z}}^{k} \backslash Q_{\bar{z}}^{k+m}} \nu^{+}\right)(\bar{z})\right| \gtrsim(m-1) f\left(\bar{x}_{0}\right) .
$$

Together with the previous estimate for $\mid T\left(\chi_{\left.Q_{\bar{z}}^{k} \backslash Q_{\bar{z}}^{k+m} \nu^{-}\right)(\bar{z}) \mid \text {, this tells us that }}\right.$

$$
\widetilde{T}_{*} v(\bar{z}) \gtrsim(m-1) f\left(x_{0}\right)-C 2^{m \frac{N+1}{N}} \varepsilon,
$$

for some fixed $C>0$. It is clear that if we choose $m$ big enough and then $\varepsilon$ small enough, depending on $m$, this lower bound contradicts (5.7), as wished.

## 6 Neither Analytic Capacity nor Newtonian Capacity are Comparable to $\gamma_{\Theta}^{1 / 2}$

In this section we will show that, in the plane, the capacity $\gamma_{\Theta}^{1 / 2}$ is not comparable to analytic capacity nor to Newtonian capacity; two classical capacities related to complex analysis and potential theory with critical dimension 1 , as $\gamma_{\Theta}^{1 / 2}$. More precisely, we will construct two sets, the first one will be a compact set $E_{1} \subset \mathbb{C}$ with $\gamma_{\Theta}^{1 / 2}\left(E_{1}\right)>0$ but vanishing

Newtonian capacity. The second example we will be a compact set $E_{2} \subset \mathbb{C}$ with positive analytic capacity but removable for the $\frac{1}{2}$-fractional heat equation.

First we recall some definitions. For a compact set $E \subset \mathbb{C}$, the analytic capacity of $E$ is defined as

$$
\gamma(E)=\sup \left\{\left|f^{\prime}(\infty)\right|\right\},
$$

where the supremum is taken over all analytic functions $f: \mathbb{C} \backslash E \rightarrow \mathbb{C}$ with $|f| \leq 1$ in $\mathbb{C} \backslash E$ and $f^{\prime}(\infty)=\lim _{z \rightarrow \infty} z(f(z)-f(\infty))$.

The Newtonian capacity of a compact set $E \subset \mathbb{C}$ can be defined as

$$
C(E)=\sup \left\{\mu(E): \operatorname{spt}(\mu) \subset E, \int_{\mathbb{C}} \frac{1}{|z-w|} d \mu(w) \leq 1 \text { for } z \in \mathbb{C}\right\}
$$

It is well-known that if $E \subset \mathbb{C}$ is a segment of length $\ell$, then $\gamma(E)=\ell / 4$ and $C(E)=0$ (see [20, Proposition 1.4] and [6, Corollary 3.6] respectively).

We will prove that if $E_{1} \subset \mathbb{C}$ is a horizontal segment then $\gamma_{\Theta}^{1 / 2}\left(E_{1}\right)>0$. On the other hand, if $E_{2} \subset \mathbb{C}$ is a vertical segment, $\gamma_{\Theta}^{1 / 2}\left(E_{2}\right)=0$. Consequently $C\left(E_{1}\right)$ is not comparable to $\gamma_{\Theta}^{1 / 2}\left(E_{1}\right)$ and $\gamma_{\Theta}^{1 / 2}\left(E_{2}\right)$ is not comparable to $\gamma\left(E_{2}\right)$. The result reads as follows.

Proposition 6.1 Let $L$ be a positive number. Set $E_{1}=\left\{(x, 0) \subset \mathbb{R}^{2}: 0 \leq x \leq L\right\}$ and $E_{2}=\left\{(0, t) \subset \mathbb{R}^{2}: 0 \leq t \leq L\right\}$. Then
a) $\gamma_{\Theta}^{1 / 2}\left(E_{1}\right)>0$.
b) $\quad \gamma_{\Theta}^{1 / 2}\left(E_{2}\right)=0$.

Proof a) Let $\chi_{E_{1}}$ be the characteristic function of $E_{1}$ and consider the positive measure

$$
\mu=\chi_{E_{1}} d x
$$

and the function

$$
f(a, s)=\left(P * \chi_{E_{1}}\right)(a, s),
$$

where $P$ is the fundamental solution of the $\frac{1}{2}$-fractional heat equation in $\mathbb{R}^{2}$, that is $P(x, t)=\frac{t}{x^{2}+t^{2}} \chi_{t>0}$. Clearly $f(a, s)=0$ if $s \leq 0$. For $s>0$ we have

$$
f(a, s)=\int_{0}^{L} \frac{s}{(a-x)^{2}+(s)^{2}} d x=\arctan \left(\frac{L-a}{s}\right)-\arctan \left(\frac{-a}{s}\right) \leq \pi,
$$

so that

$$
\gamma_{\Theta}^{1 / 2}\left(E_{1}\right) \geq \frac{\mu\left(E_{1}\right)}{\pi}=\frac{L}{\pi}>0 .
$$

b) Assume that $\gamma_{\Theta}^{1 / 2}\left(E_{2}\right)>0$. Then there exists a distribution $S$ supported on $E_{2}$ such that $\|P * S\|_{\infty} \leq 1$. Approximating the distribution $S$ by signed measures (take for instance the convolution of $S$ with approximations of the identity in the variable $t$ ), we can assume that there exists a signed measure $v$ supported on the segment

$$
E_{\varepsilon}=\{(0, t):-\varepsilon \leq t \leq L+\varepsilon\}
$$

for some small $\varepsilon>0$, satisfying $\|P * \nu\|_{\infty} \leq 2$. Since $P$ is a non negative kernel, there exists a positive measure $\mu$ supported on $E_{\varepsilon}$ with $\mu\left(E_{\varepsilon}\right)>0$ such that

$$
\begin{equation*}
\|P * \mu\|_{\infty} \leq 2 \tag{6.1}
\end{equation*}
$$

To get a contradiction we will show that Eq. 6.1 implies $\mu\left(E_{\varepsilon}\right)=0$. Since, by Lemma 3.4, the measure $\mu$ has linear growth, given $\eta>0$ we can take $c \in(-\varepsilon, L+\varepsilon)$ such that

$$
\mu(\{(0, t): c \leq t \leq L+\varepsilon\})<\eta .
$$

Set $F=\{(0, t):-\varepsilon \leq t \leq c\}$. By Eq. 6.1, for any $(0, s) \in F$ there exists $\ell=\ell(0, s)>$ 0 such that

$$
\int_{s}^{s+\ell} \frac{t-s}{(t-s)^{2}} d \mu(t) \leq \eta
$$

Hence, since $F$ is an interval, there exists a finite number of almost disjoint intervals $I_{n}=\{0\} \times\left[s_{n}, s_{n}+\ell_{n}\right], 1 \leq n \leq N$, such that $F \subset \bigcup_{n=1}^{N} I_{n}$ and

$$
\mu\left(I_{n}\right)=\int_{s_{n}}^{s_{n}+\ell_{n}} d \mu(t) \leq \int_{s_{n}}^{s_{n}+\ell_{n}} \frac{\ell_{n}}{t-s_{n}} d \mu(t) \leq \eta \ell_{n}
$$

Consequently,

$$
\mu\left(E_{\varepsilon}\right) \leq \mu(F)+\eta \lesssim \sum_{n=1}^{N} \mu\left(I_{n}\right)+\eta \leq \eta\left(\sum_{n=1}^{N} \ell_{n}+1\right) \leq \eta(c+\varepsilon+1)
$$

which means $\mu\left(E_{\varepsilon}\right)=0$ and we get the desired contradiction.

## $7 s$-Capacities and $s$-Growth for $s \in(1 / 2,1)$

Let $\|\cdot\|_{*, p}$ denote the norm of the parabolic BMO space:

$$
\|f\|_{*, p}=\sup _{Q} f_{Q}\left|f-m_{Q} f\right| d m
$$

where the supremum is taken over all $s$-parabolic cubes $Q \subset \mathbb{R}^{N+1}, d m$ stands for the Lebesgue measure in $\mathbb{R}^{N+1}$ and $m_{Q} f$ is the mean of $f$ with respect to $d m$.

Now we introduce the $\gamma_{\Theta}^{s}$ capacities for $s \in(1 / 2,1)$. Given a compact set $E \subset \mathbb{R}^{N+1}$, we define

$$
\begin{equation*}
\gamma_{\Theta}^{s}(E)=\sup \{|\langle\nu, 1\rangle|\} \tag{7.1}
\end{equation*}
$$

where the supremum is taken over all distributions $v$ supported on $E$ satisfying

$$
\begin{equation*}
\left\|(-\Delta)^{s-\frac{1}{2}}\left(\nu * P_{s}\right)\right\|_{\infty} \leq 1 \quad \text { and } \quad\left\|\partial_{t}^{1-\frac{1}{2 s}}\left(\nu * P_{s}\right)\right\|_{*, p} \leq 1 \tag{7.2}
\end{equation*}
$$

Notice that for $s=1 / 2$ we obtain $\gamma_{\Theta}^{1 / 2}$.
The capacity $\gamma_{\Theta}^{s}$ is called the $s$-fractional caloric capacity of $E$. We set $\gamma_{\Theta,+}^{s}(E)$ as in Eq. 7.1 but with the supremum restricted to all positive measures $v$ supported on $E$ satisfying Eq. 7.2. Clearly

$$
\gamma_{\Theta,+}^{s}(E) \leq \gamma_{\Theta}^{s}(E) .
$$

We are now ready to describe the basic relationship between the capacity $\gamma_{\Theta}^{s}$ and parabolic Hausdorff content (the $d$-dimensional parabolic Hausdorff content will be denoted by $\mathcal{H}_{\infty, p}^{d}$.

Theorem 7.1 Let $s \in(1 / 2,1)$. For every Borel set $E \subset \mathbb{R}^{N+1}$,

$$
\gamma_{\Theta,+}^{s}(E) \leq \gamma_{\Theta}^{s}(E) \lesssim \mathcal{H}_{\infty, p}^{N+2 s-1}(E)
$$

and

$$
\operatorname{dim}_{H, p}(E)>N+2 s-1 \Longrightarrow \gamma_{\Theta}^{s}(E)>0 .
$$

To prove Theorem 7.1 we need to study the growth conditions satisfied by positive measures and distributions with properties Eq. 7.2.

### 7.1 The Case of Positive Measures

We state first two lemmas concerning the case when the distribution $v$ is a positive measure. But before going to the next lemma, recall that a function $f(x, t)$ defined in $\mathbb{R}^{N+1}$ is $\operatorname{Lip}(\alpha)$, $0<\alpha<1$, in the $t$ variable if

$$
\|f\|_{L i p(\alpha)}=\sup _{x \in \mathbb{R}^{N}, t, u \in \mathbb{R}} \frac{|f(x, t)-f(x, u)|}{|t-u|^{\alpha}}<\infty .
$$

Lemma 7.2 Let $s \in(1 / 2,1)$ and let $\mu$ be a positive measure in $\mathbb{R}^{N+1}$ with upper parabolic growth of degree $N+2 s-1$ with constant 1 . Then,

$$
\left\|P_{s} * \mu\right\|_{L i p\left(1-\frac{1}{2 s}\right)} \lesssim 1
$$

Proof Let $\bar{x}=(x, t), \hat{x}=(x, u)$, and $\bar{x}_{0}=\frac{1}{2}(\bar{x}+\hat{x})$. Then, writing $\bar{y}=(y, s)$, we split

$$
\begin{aligned}
\left|P_{s} * \mu(\bar{x})-P_{s} * \mu(\hat{x})\right| \leq & \int_{\left|\bar{y}-\bar{x}_{0}\right|_{p} \geq 2 \mid \bar{x}-\hat{x}_{p}}\left|P_{s}(x-y, t-s)-P_{s}(x-y, u-s)\right| d \mu(\bar{y}) \\
& +\int_{\left|\bar{y}-\bar{x}_{0}\right|_{p}<2|\bar{x}-\hat{x}|_{p}}\left|P_{s}(x-y, t-s)-P_{s}(x-y, u-s)\right| d \mu(\bar{y}) \\
= & I_{1}+I_{2} .
\end{aligned}
$$

To shorten notation, we write $d:=|\bar{x}-\hat{x}|_{p}=|t-u|^{\frac{1}{2 s}}$. Then we have

$$
I_{1} \lesssim \sum_{k \geq 1} \int_{2^{k} d \leq\left|\bar{y}-\bar{x}_{0}\right|_{p}<2^{k+1} d} \sup _{\xi \in[\bar{x}-\bar{y}, \hat{x}-\bar{y}]}\left|\partial_{t} P_{s}(\xi)\right||t-u| d \mu(\bar{y}) .
$$

Since by property (3) in Lemma 2.2

$$
\left|\partial_{t} P_{s}(\xi)\right| \lesssim \frac{1}{|\xi|_{p}^{N+2 s}} \approx \frac{1}{\left(2^{k} d\right)^{N+2 s}} \quad \text { if } \xi \in[\bar{x}-\bar{y}, \hat{x}-\bar{y}],\left|\bar{y}-\bar{x}_{0}\right|_{p} \approx 2^{k} d,
$$

we deduce that

$$
I_{1} \lesssim \sum_{k \geq 1} \frac{\mu\left(B_{p}\left(\bar{x}_{0}, 2^{k+1} d\right)\right)}{\left(2^{k} d\right)^{N+2 s}}|t-u| \lesssim \frac{|t-u|}{d}=|t-u|^{1-\frac{1}{2 s}} .
$$

Next we deal with $I_{2}$. Writing $B_{0}=B_{p}\left(\bar{x}_{0}, 2 d\right)$, we have

$$
I_{2} \leq P_{s} *\left(\chi_{B_{0}} \mu\right)(\bar{x})+P_{s} *\left(\chi_{B_{0}} \mu\right)(\hat{x}) .
$$

Observe now that by Lemma 2.2

$$
\begin{aligned}
0 & \leq P_{s} *\left(\chi_{B_{0}} \mu\right)(\bar{x}) \lesssim \int_{\bar{y} \in B_{0}} \frac{1}{|\bar{x}-\bar{y}|_{p}^{N}} d \mu(\bar{y}) \\
& \leq \int_{|\bar{x}-\bar{y}|_{p} \leq 4 d} \frac{1}{|\bar{x}-\bar{y}|_{p}^{N}} d \mu(\bar{y}) \lesssim d^{2 s-1}=|t-u|^{1-\frac{1}{2 s}} .
\end{aligned}
$$

The last estimate follows by splitting the integral into parabolic annuli and using the parabolic growth of order $N+2 s-1$ of $\mu$, for example. The same estimate holds replacing $\bar{x}$ by $\hat{x}$. Then gathering all the estimates above, the lemma follows.

Lemma 7.3 Let $s \in(1 / 2,1)$ and let $\mu$ be a positive measure in $\mathbb{R}^{N+1}$ which has upper parabolic growth $N+2 s-1$, with constant 1 . Then

$$
\left\|\partial_{t}^{1-\frac{1}{2 s}} P_{s} * \mu\right\|_{*, p} \lesssim 1
$$

Proof Let $Q \subset \mathbb{R}^{n+1}$ be a fixed $s$-parabolic cube. We have to show that there exists some constant $c_{Q}$ (to be chosen below) such that

$$
\int_{Q}\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} * \mu-c_{Q}\right| d m \lesssim \ell(Q)^{N+2 s}
$$

To this end consider a $C^{\infty}$ test function $\tilde{\chi}_{5 Q}$ which equals 1 on $5 Q$ and vanishes in $(6 Q)^{c}$.
We also denote $\tilde{\chi}_{(5 Q)^{c}}=1-\tilde{\chi}_{5 Q}$. Then we split

$$
\begin{aligned}
\int_{Q}\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} * \mu-c_{Q}\right| d m \leq & \int_{Q}\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} *\left(\tilde{\chi}_{5 Q} \mu\right)\right| d m \\
& +\int_{Q}\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} *\left(\tilde{\chi}_{(5 Q)^{c}} \mu\right)-c_{Q}\right| d m=: I_{1}+I_{2}
\end{aligned}
$$

To deal with the integral $I_{1}$, we use Lemma 2.2 and write
$\int_{Q}\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} *\left(\widetilde{\chi}_{5 Q} \mu\right)\right| d m \lesssim \int_{Q} \frac{1}{|x|^{N-1}|\bar{x}|_{p}^{2 s}} *\left(\widetilde{\chi}_{5 Q} \mu\right) d m \leq \int_{6 Q} \frac{1}{|y|^{N-1}|\bar{y}|_{p}^{2 s}} *\left(\chi_{Q} m\right) d \mu$.
Taking into account that, for $\bar{y}=(y, u)$,

$$
\frac{1}{|y|^{N-1}|\bar{y}|_{p}^{2 s}} \leq \frac{1}{|y|^{N-1+s / 2}} \frac{1}{u^{3 / 4}},
$$

and writing $Q=Q_{1} \times I_{Q}$, where $Q_{1}$ is a cube with side length $\ell(Q)$ in $\mathbb{R}^{N}$ and $I_{Q}$ is an interval of length $\ell(Q)^{2 s}$, we deduce that for $\bar{x}=(x, t) \in 6 Q$,

$$
\begin{aligned}
\frac{1}{|y|^{N-1}|\bar{y}|_{p}^{2 s}} *(\chi Q m)(\bar{x}) & \lesssim \int_{y \in Q_{1}} \frac{1}{|x-y|^{N-1+s / 2}} d y \int_{u \in I_{Q}} \frac{1}{|t-u|^{3 / 4}} d u \\
& \lesssim \ell(Q)^{1-s / 2}\left(\ell(Q)^{2 s}\right)^{1 / 4}=\ell(Q)
\end{aligned}
$$

Thus,

$$
\int_{Q}\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} *\left(\tilde{\chi}_{5 Q} \mu\right)\right| d m \lesssim \ell(Q) \mu(6 Q) \lesssim \ell(Q)^{N+2 s}
$$

Next we will estimate the integral $I_{2}$, taking $c_{Q}:=\partial_{t}^{1-\frac{1}{2 s}} P_{s} *\left(\tilde{\chi}_{(5 Q)^{c}} \mu\right)\left(\bar{x}_{Q}\right)$, where $\bar{x}_{Q}$ is the center of $Q$. To show that $I_{2} \lesssim \ell(Q)^{N+2 s}$, it suffices to prove

$$
\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} *\left(\tilde{\chi}_{(5 Q)^{c}} \mu\right)(\bar{x})-\partial_{t}^{1-\frac{1}{2 s}} P_{s} *\left(\tilde{\chi}_{(5 Q)^{c}} \mu\right)\left(\bar{x}_{Q}\right)\right| \lesssim 1 .
$$

In turn, to prove this it is enough to show that

$$
\begin{equation*}
\left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} *\left(\tilde{\chi}_{(5 Q)^{c}} \mu\right)(\bar{x})-\partial_{t}^{1-\frac{1}{2 s}} P_{s} *\left(\tilde{\chi}_{(5 Q)^{c}} \mu\right)(\bar{y})\right| \lesssim 1 \tag{7.3}
\end{equation*}
$$

for $\bar{x}, \bar{y} \in \mathbb{R}^{N+1}$ in the following two cases:

- Case 1: $\bar{x}, \bar{y} \in Q$ of the form $\bar{x}=(x, t), \bar{y}=(y, t)$.
- Case 2: $\bar{x}, \bar{y} \in Q$ of the form $\bar{x}=(x, t), \bar{y}=(x, u)$.

Proof of 7.3 in Case 1. Let $\phi=\tilde{\chi}_{(5 Q)}$. We split

$$
\begin{aligned}
& \left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} *(\phi \mu)(x, t)-\partial_{t}^{1-\frac{1}{2 s}} P_{s} *(\phi \mu)(y, t)\right| \\
& =\left|\int \frac{P_{s} *(\phi \mu)(x, u)-P_{s} *(\phi \mu)(x, t)}{|u-t|^{2-\frac{1}{2 s}}} d u-\int \frac{P_{s} *(\phi \mu)(y, u)-P_{s} *(\phi \mu)(y, t)}{|u-t|^{2-\frac{1}{2 s}}} d u\right| \\
& \leq \quad \int_{|u-t| \leq 2^{2 s} \ell(Q)^{2 s}} \frac{\left|P_{s} *(\phi \mu)(x, u)-P_{s} *(\phi \mu)(x, t)\right|}{|u-t|^{2-\frac{1}{2 s}}} d u \\
& +\int_{|u-t| \leq 2^{2 s} \ell(Q)^{2 s}} \frac{\left|P_{s} *(\phi \mu)(y, u)-P_{s} *(\phi \mu)(y, t)\right|}{|u-t|^{2-\frac{1}{2 s}}} d u \\
& +\int_{|u-t|>2^{2 s} \ell(Q)^{2 s}} \frac{\left|P_{s} *(\phi \mu)(x, u)-P_{s} *(\phi \mu)(x, t)-P_{s} *(\phi \mu)(y, u)+P_{s} *(\phi \mu)(y, t)\right|}{|u-t|^{2-\frac{1}{2 s}}} d u \\
& =: A_{1}+A_{2}+B \text {. }
\end{aligned}
$$

First we will estimate the term $A_{1}$. For $u, t$ such that $|u-t| \leq 2^{2 s} \ell(Q)^{2 s}$, we write

$$
\left|P_{s} *(\phi \mu)(x, u)-P_{s} *(\phi \mu)(x, t)\right| \leq|u-t|\left\|\partial_{t} P_{s} *(\phi \mu)\right\|_{\infty,\left(1+2^{2 s}\right) Q} .
$$

Observe now that for each $\bar{z}=(z, v) \in\left(1+2^{2 s}\right) Q$ (see property (3) in Lemma 2.2)

$$
\left|\partial_{t} P_{s} *(\phi \mu)(\bar{z})\right| \lesssim \int_{(5 Q)^{c}} \frac{1}{|\bar{z}-\bar{w}|_{p}^{N+2 s}} d \mu(\bar{w}) \lesssim \frac{1}{\ell(Q)},
$$

by splitting the last domain of integration into parabolic annuli and using the growth condition of order $N+2 s-1$ of $\mu$. Thus,

$$
\left|P_{s} *(\phi \mu)(x, u)-P_{s} *(\phi \mu)(x, t)\right| \lesssim \frac{|u-t|}{\ell(Q)} .
$$

Plugging this into the integral that defines $A_{1}$, we obtain

$$
A_{1} \lesssim \int_{|u-t| \leq 2^{2 s} \ell(Q)^{2 s}} \frac{|u-t|}{\ell(Q)|u-t|^{2-\frac{1}{2 s}}} d s \lesssim \frac{\left(\ell(Q)^{2 s}\right)^{\frac{1}{2 s}}}{\ell(Q)}=1
$$

By exactly the same arguments, just writing $y$ in place of $x$ above, we deduce also that

$$
A_{2} \lesssim 1 .
$$

Concerning the term $B$, we write

$$
\begin{aligned}
B \leq & \int_{|u-t|>2^{2 s} \ell(Q)^{2 s}} \frac{\left|P_{s} *(\phi \mu)(x, t)-P_{s} *(\phi \mu)(y, t)\right|}{|u-t|^{2-\frac{1}{2 s}}} d u \\
& +\int_{|u-t|>2^{2 s} \ell(Q)^{2 s}} \frac{\left|P_{s} *(\phi \mu)(x, u)-P_{s} *(\phi \mu)(y, u)\right|}{|u-t|^{2-\frac{1}{2 s}}} d u=B_{1}+B_{2} .
\end{aligned}
$$

By Lemma 2.2, it follows that for $\bar{\xi} \in Q$,

$$
\left|\nabla_{x} P_{s} *(\phi \mu)(\bar{\xi})\right| \lesssim \int_{(5 Q)^{c}} \frac{d \mu(\bar{z})}{|\bar{\xi}-\bar{z}|_{p}^{N+1}} \lesssim \ell(Q)^{2 s-2}
$$

Therefore,

$$
\left|P_{s} *(\phi \mu)(x, t)-P_{s} *(\phi \mu)(y, t)\right| \leq\left\|\nabla_{x} P_{s} *(\phi \mu)\right\|_{\infty, Q}|x-y| \lesssim \ell(Q)^{2 s-1} .
$$

Hence $B_{1} \lesssim 1$. For $B_{2}$, we split the integral into annulus $\mathcal{A}_{k}=\{u \in \mathbb{R}:|u-t| \approx$ $\left.\left(2^{k} \ell(Q)\right)^{2 s}\right\}$ and write

$$
\begin{aligned}
B_{2} & =\int_{|u-t|>2^{2 s} \ell(Q)^{2 s}} \frac{\left|P_{s} *(\phi \mu)(x, u)-P_{s} *(\phi \mu)(y, u)\right|}{|u-t|^{2-\frac{1}{2 s}}} d u \\
& =\sum_{k} \int_{\mathcal{A}_{k}} \frac{\left|P_{s} *(\phi \mu)(x, u)-P_{s} *(\phi \mu)(y, u)\right|}{|u-t|^{2-\frac{1}{2 s}}} d u .
\end{aligned}
$$

For $u \in \mathcal{A}_{k}$, using Lemma 2.2 we get

$$
\begin{aligned}
& \left|P_{s} *(\phi \mu)(x, u)-P_{s} *(\phi \mu)(y, u)\right| \\
& \lesssim \int_{(5 Q)^{c} \cap\left\{\left|\bar{z}-\left(x_{Q}, u\right)\right| \leq 3 \ell(Q)\right\}} \frac{d \mu(\bar{z})}{\left|\left(x_{Q}, u\right)-\bar{z}\right|_{p}^{N}} \\
& +\int_{(5 Q)^{c} \cap\left\{\left|\bar{z}-\left(x_{Q}, u\right)\right|>3 \ell(Q)\right\}} \int_{(5 Q)^{c} \cap\left\{\left|\bar{z}-\left(x_{Q}, u\right)\right| \leq 3 \ell(Q)\right\}} \frac{d \mu(\bar{z})}{\left|\left(x_{Q}, u\right)-\bar{z}\right|_{p}^{N}} \\
& \quad+\int_{(5 Q)^{c} \cap\left\{\left|\bar{z}-\left(x_{Q}, u\right)\right|>3 \ell(Q)\right\}} \frac{\mid x-\bar{z})-P_{s}((y, u)-\bar{z}) \mid d \mu(\bar{z})}{\left|\left(x_{Q}, u\right)-\bar{z}\right|_{p}^{N+1}} d \mu(\bar{z}) \\
& \lesssim<\ell(Q)^{2 s-1}+\ell(Q) \ell(Q)^{2 s-2}=\ell(Q)^{2 s-1} .
\end{aligned}
$$

Therefore

$$
B_{2} \lesssim \int_{|u-t|>2^{2 s} \ell(Q)^{2 s}} \frac{\ell(Q)^{2 s-1}}{|u-t|^{2-\frac{1}{2 s}}} d u \lesssim \frac{\ell(Q)^{2 s-1}}{\left(\ell(Q)^{2 s}\right)^{1-\frac{1}{2 s}}} \lesssim 1
$$

So (7.3) holds in this case.
Proof of (7.3) in Case 2. As in Case 1, we write

$$
\begin{aligned}
& \left|\partial_{t}^{1-\frac{1}{2 s}} P_{s} *(\phi \mu)(x, t)-\partial_{t}^{1-\frac{1}{2 s}} P_{s} *(\phi \mu)(x, u)\right| \\
& =\left|\int \frac{P_{s} *(\phi \mu)(x, v)-P_{s} *(\phi \mu)(x, t)}{|v-t|^{2-\frac{1}{2 s}}} d v-\int \frac{P_{s} *(\phi \mu)(x, v)-P_{s} *(\phi \mu)(x, u)}{|v-u|^{2-\frac{1}{2 s}}} d v\right| \\
& \leq \quad \int_{|v-t| \leq 2^{2 s}(Q)^{2 s}} \frac{\left|P_{s} *(\phi \mu)(x, v)-P_{s} *(\phi \mu)(x, t)\right|}{|v-t|^{2-\frac{1}{2 s}}} d v \\
& +\int_{|v-t| \leq 2^{2 s} \ell(Q)^{2 s}} \frac{\left|P_{s} *(\phi \mu)(x, v)-P_{s} *(\phi \mu)(x, u)\right|}{|v-u|^{2-\frac{1}{2 s}}} d v \\
& +\int_{|v-t|>2^{2 s} \ell(Q)^{2 s}}\left|\frac{P_{s} *(\phi \mu)(x, v)-P_{s} *(\phi \mu)(x, t)}{|v-t|^{2-\frac{1}{2 s}}}-\frac{P_{s} *(\phi \mu)(x, v)-P_{s} *(\phi \mu)(x, u)}{|v-u|^{2-\frac{1}{2 s}}}\right| d v \\
& =: A_{1}^{\prime}+A_{2}^{\prime}+B^{\prime} \text {. }
\end{aligned}
$$

The terms $A_{1}^{\prime}$ and $A_{2}^{\prime}$ can be estimated exactly in the same way as the terms $A_{1}$ and $A_{2}$ in Case 1, so that

$$
A_{1}^{\prime}+A_{2}^{\prime} \lesssim 1 .
$$

Concerning $B^{\prime}$, we have

$$
\begin{aligned}
B^{\prime} \leq & \int_{|v-t|>2^{2 s} \ell(Q)^{2 s}}\left|\frac{1}{|v-t|^{2-\frac{1}{2 s}}}-\frac{1}{|v-u|^{2-\frac{1}{2 s}}}\right|\left|P_{s} *(\phi \mu)(x, v)-P_{s} *(\phi \mu)(x, t)\right| d v \\
& +\int_{|v-t|>2^{2 s} \ell(Q)^{2 s}} \frac{1}{|v-u|^{2-\frac{1}{2 s}}}\left|P_{s} *(\phi \mu)(x, t)-P_{s} *(\phi \mu)(x, u)\right| d v
\end{aligned}
$$

Taking into account that, for $|v-t|>2^{2 s} \ell(Q)^{2 s}$,

$$
\left|\frac{1}{|v-t|^{2-\frac{1}{2 s}}}-\frac{1}{|v-u|^{2-\frac{1}{2 s}}}\right| \lesssim \frac{|t-u|}{|v-t|^{3-\frac{1}{2 s}}} \lesssim \frac{\ell(Q)^{2 s}}{|v-t|^{3-\frac{1}{2 s}}}
$$

and that, by Lemma 7.2, $P_{s} *(\phi \mu)(x, \cdot)$ is $\operatorname{Lip}\left(1-\frac{1}{2 s}\right)$ in the variable $t$, we deduce that

$$
B^{\prime} \lesssim \ell(Q)^{2 s} \int_{|v-t|>2^{2 s} \ell(Q)^{2 s}} \frac{|v-t|^{1-\frac{1}{2 s}}}{|v-t|^{3-\frac{1}{2 s}}} d v+\int_{|v-t|>2^{2 s} \ell(Q)^{2 s}} \frac{1}{|v-u|^{2-\frac{1}{2 s}}}|t-u|^{1-\frac{1}{2 s}} d v \lesssim 1 .
$$

This concludes the proof of $\left\|\partial_{t}^{1-\frac{1}{2 s}} P_{s} * \mu\right\|_{*, p} \lesssim 1$ for $s \in(1 / 2,1)$.

### 7.2 Growth Condition and Admissible Functions

When $s \in(1 / 2,1)$, we say that a $\mathcal{C}^{1}$ function $\varphi$ is admissible for an $s$-parabolic cube $Q=Q_{1} \times I_{Q}, Q_{1} \subset \mathbb{R}^{N}$ and $I_{Q} \subset \mathbb{R}$, if it is supported on $Q \subset \mathbb{R}^{N+1}$ and satisfies

$$
\begin{equation*}
\int_{\mathbb{R}^{N+1}}\left|\left(-\Delta_{x}\right)^{1 / 2} \varphi(x, t)\right| d x d t \lesssim \ell(Q)^{N+2 s-1} \tag{7.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\partial_{t} \varphi\right\|_{\infty} \leq \frac{1}{\ell\left(I_{Q}\right)}=\frac{1}{\ell(Q)^{2 s}} \tag{7.5}
\end{equation*}
$$

As in the case $s=1 / 2$ (see (3.1)) recall that $\left(-\Delta_{x}\right)^{1 / 2} \varphi \approx \sum_{j=1}^{N} R_{j} \partial_{j} \varphi$, with $R_{j}$ being the Riesz transforms with Fourier multiplier $\xi_{j} /|\xi|$. Then, for an $s$-parabolic cube $Q \subset \mathbb{R}^{N+1}$, $Q=Q_{1} \times I_{Q}$ with $Q_{1} \subset \mathbb{R}^{N}$ and $I_{Q} \subset \mathbb{R}$, one can write

$$
\begin{aligned}
\int_{\mathbb{R}^{N+1}}\left|\left(-\Delta_{x}\right)^{1 / 2} \varphi(x, t)\right| d x d t & \approx \int_{I_{Q}} \int_{\mathbb{R}^{N}}\left|\sum_{j=1}^{N} R_{j} \partial_{j} \varphi(x, t)\right| d x d t \\
& \leq \sum_{j=1}^{N} \int_{I_{Q}} \int_{\mathbb{R}^{N}}\left|R_{j} \partial_{j} \varphi(x, t)\right| d x d t
\end{aligned}
$$

Therefore if $\varphi$ satisfies (7.5) and

$$
\int_{I_{Q}} \int_{\mathbb{R}^{N}}\left|R_{j} \partial_{j} \varphi(x, t)\right| d x d t \lesssim \ell(Q)^{N+2 s-1}, \text { for } 1 \leq j \leq N,
$$

then $\varphi$ is admissible for the $s$-parabolic cube $Q, s \in(1 / 2,1)$.
Let's remark that the analogues of Lemmas 3.2 and 3.3 also hold in this context and if $\varphi$ is a standard test function supported on an $s$-parabolic cube $Q=Q_{1} \times I_{Q} \subset \mathbb{R}^{N+1}$ with
$\left\|\partial_{t} \varphi\right\|_{\infty} \lesssim \ell\left(I_{Q}\right)^{-1}=\ell(Q)^{-2 s}$ and $\left\|\Delta_{x} \varphi\right\|_{\infty} \lesssim \ell(Q)^{-2}$, then $\varphi$ is admissible for $Q$. In fact, arguing as in Eq. 3.2 we have that

$$
\begin{aligned}
\int_{\mathbb{R}^{N+1}}\left|\left(-\Delta_{x}\right)^{1 / 2} \varphi(x, t)\right| d x d t \approx & \int_{\mathbb{R}^{N+1}}\left|\Delta_{x} \varphi *_{x} k(x, t)\right| d x d t \\
\lesssim & \int_{I_{Q}} \int_{\mathbb{R}^{N} \backslash 2 Q_{1}} \int_{Q_{1}} \frac{|\varphi(y, t)|}{|x-y|^{N+1}} d y d x d t \\
& +\int_{I_{Q}} \int_{2 Q_{1}} \int_{Q_{1}} \frac{\left|\Delta_{y} \varphi(y, t)\right|}{|x-y|^{N-1}} d y d x d t \\
\lesssim & \sum_{k=1}^{\infty} \frac{\ell(Q)^{N+2 s}\left(2^{k} \ell(Q)\right)^{N}}{\left(2^{k} \ell(Q)\right)^{N+1}}+\ell(Q)^{N+2 s-1} \lesssim \ell(Q)^{N+2 s-1} .
\end{aligned}
$$

For these values of $s$, the analogous growth condition to Lemma 3.4 reads as follows.
Lemma 7.4 Let $s \in\left[\frac{1}{2}, 1\right)$ and $v$ a distribution such that

$$
\left\|(-\Delta)^{s-\frac{1}{2}}\left(\nu * P_{s}\right)\right\|_{\infty} \leq 1 \quad \text { and } \quad\left\|\partial_{t}^{1-\frac{1}{2 s}}\left(P_{s} * \nu\right)\right\|_{*, p} \leq 1 .
$$

If $\varphi$ is an admissible function for an $s$-parabolic cube $Q \subset \mathbb{R}^{N+1}$, then

$$
|\langle\nu, \varphi\rangle| \lesssim \ell(Q)^{N+2 s-1} .
$$

Proof

$$
|\langle\nu, \varphi\rangle|=\left|\left\langle\nu, \Theta^{s} \varphi * P_{s}\right\rangle\right| \leq\left|\left\langle\nu * P_{s},(-\Delta)^{s} \varphi\right\rangle\right|+\left|\left\langle\nu * P_{s}, \partial_{t} \varphi\right\rangle\right|=I_{1}+I_{2} .
$$

Notice that since $\frac{1}{2} \leq s<1$, if we consider the Fourier transform of $(-\Delta)^{s} \varphi$, we get

$$
\left(\left(\widehat{-\Delta)^{s}} \varphi\right)(\xi)=|\xi|^{2 s} \hat{\varphi}=|\xi|^{2 s-1}|\xi| \hat{\varphi} .\right.
$$

Hence we can write $(-\Delta)^{s} \varphi=(-\Delta)^{s-\frac{1}{2}}(-\Delta)^{\frac{1}{2}} \varphi$. Therefore, since $\varphi$ is admissible for the $s$-parabolic cube $Q,(7.4)$ is satisfied and so

$$
\begin{aligned}
I_{1} & =\left|\left\langle\nu * P_{s},(-\Delta)^{s} \varphi\right\rangle\right|=\left\lvert\,\left\langle(-\Delta)^{s-\frac{1}{2}}\left(\nu * P_{s}\right),(-\Delta)^{\frac{12}{\varphi\rangle}}\right.\right. \\
& \left.\leq\left\|(-\Delta)^{s-\frac{1}{2}}\left(\nu * P_{s}\right)\right\|_{\infty} \int_{I_{Q} \times \mathbb{R}^{N}} \right\rvert\,(-\Delta)^{\overline{\varphi(x, t) \mid d x d t}} \\
& \lesssim \ell(Q)^{N+2 s-1} .
\end{aligned}
$$

We deal now with $I_{2}$. Notice that

$$
\partial_{t} \varphi=c \partial_{t}^{1-\frac{1}{2 s}}\left(\partial_{t} \varphi * \frac{1}{|t|^{1 / 2 s}}\right),
$$

for some constant $c$. This identity can be easily seen by taking the Fourier transform (on the variable $t$ ). Set $g=\partial_{t} \varphi * \frac{1}{|t|^{1 / 2 s}}$. Then

$$
I_{2}=\left|\left\langle\nu * P_{s}, \partial_{t} \varphi\right\rangle\right|=|c|\left|\left\langle\partial_{t}^{1-\frac{1}{2 s}}\left(\nu * P_{s}\right), g\right\rangle\right| .
$$

Write $Q=Q_{1} \times I_{Q}$, with $Q_{1} \subset \mathbb{R}^{N}$ and $I_{Q} \subset \mathbb{R}$, and let $c_{Q}$ be the center of the interval $I_{Q}$. Because of the zero mean of $\partial_{t} \varphi$ (integrating with respect to $t$ ) it is easy to check that $|g(x, t)|$ decays at most like $|t|^{-1-\frac{1}{2 s}}$ at infinity. Indeed, for $t \notin 2 I_{Q}$ we have

$$
\begin{align*}
|g(x, t)| & =\left|\int_{I_{Q}} \frac{\partial_{u} \varphi(x, u)}{|t-u|^{\frac{1}{2 s}}} d u\right|=\left|\int_{I_{Q}} \partial_{u} \varphi(x, u)\left(\frac{1}{|t-u|^{\frac{1}{2 s}}}-\frac{1}{\left|t-c_{Q}\right|^{\frac{1}{2 s}}}\right) d u\right|(  \tag{7.6}\\
& \lesssim \frac{\ell\left(I_{Q}\right)}{\left|t-c_{Q}\right|^{1+\frac{1}{2 s}}} \int_{I_{Q}}\left|\partial_{u} \varphi(x, u)\right| d u \lesssim \frac{\ell\left(I_{Q}\right)}{\left|t-c_{Q}\right|^{1+\frac{1}{2 s}}}=\frac{\ell(Q)^{2 s}}{\left|t-c_{Q}\right|^{1+\frac{1}{2 s}}}
\end{align*}
$$

where $c_{Q}$ is the center of $Q$. And for $t \in 4 I_{Q}$,

$$
\begin{equation*}
|g(x, t)| \lesssim\left\|\partial_{u} \varphi\right\|_{\infty} \ell\left(I_{Q}\right)^{1-\frac{1}{2 s}} \lesssim \ell\left(I_{Q}\right)^{-\frac{1}{2 s}}=\ell(Q)^{-1} \tag{7.7}
\end{equation*}
$$

Since $\int g d m=0$, writing $f=\partial_{t}^{1-\frac{1}{2 s}}\left(\nu * P_{s}\right)$, we have

$$
\begin{aligned}
I_{2} & =|c||\langle f, g\rangle|=\left|c \int\left(f-m_{Q} f\right) g d m\right| \\
& \lesssim \int_{2 Q}\left|f-m_{Q} f\right||g| d m+\int_{\mathbb{R}^{N+1} \backslash 2 Q}\left(f-m_{Q} f\right) g d m \\
& =I_{21}+I_{22} .
\end{aligned}
$$

Hence, due to Eq. 7.7,

$$
I_{21} \lesssim\|f\|_{*, p} \ell(Q)^{N+2 s} \ell(Q)^{-1} \leq \ell(Q)^{N+2 s-1} .
$$

For $I_{22}$, we split the domain of integration in annuli. Write $A_{i}=2^{i} Q \backslash 2^{i-1} Q$ for $i \geq 1$. Remark that for an $s$-parabolic cube $Q=Q_{1} \times I_{Q}$, we denote

$$
2^{i} Q=2^{i} Q_{1} \times 2^{2 s i} I_{Q},
$$

so that $2^{i} Q$ is an $s$-parabolic cube too (notice that if $Q$ is centered at the origin and we consider the parabolic dilation $\delta_{\lambda}(x, t)=\left(\lambda x, \lambda^{2 s} t\right), \lambda>0$, we have $\left.2^{i} Q=\delta_{2^{i}}(Q)\right)$. Then, using the decay of $g$ given by (7.6), we get

$$
\begin{equation*}
I_{22} \lesssim \sum_{i=1}^{\infty} \frac{\ell(Q)^{2 s}}{\ell\left(2^{i} Q\right)^{1+2 s}}\left(\int_{A_{i} \cap \operatorname{supp} g}\left|f-m_{2^{i} Q} f\right| d m+\int_{A_{i} \cap \operatorname{supp} g}\left|m_{2^{i} Q} f-m_{Q} f\right| d m\right) . \tag{7.8}
\end{equation*}
$$

To estimate the first integral on the right hand side, recall that supp $g \subset Q_{1} \times \mathbb{R}$. Using Hölder's inequality with some exponent $q \in(0, \infty)$ to be chosen in a moment and the fact that $f \in B M O_{p}$ (together with John-Nirenberg), then we get:

$$
\begin{aligned}
\int_{A_{i} \cap \operatorname{supp} g}\left|f-m_{2^{i} Q} f\right| d m & \leq\left(\int_{2^{i} Q}\left|f-m_{2^{i} Q} f\right|^{q} d m\right)^{\frac{1}{q}} m\left(\operatorname{supp} g \cap 2^{i} Q\right)^{\frac{1}{q^{\prime}}} \\
& \lesssim \ell\left(2^{i} Q\right)^{\frac{N+2 s}{q}}\left(\ell(Q)^{N} \ell\left(2^{i} Q\right)^{2 s}\right)^{\frac{1}{q^{\prime}}} \\
& =\ell\left(2^{i} Q\right)^{\frac{N}{q}+2 s} \ell(Q)^{\frac{N}{q^{\prime}}}
\end{aligned}
$$

For the last integral on the right hand side of (7.8), we write

$$
\int_{A_{i} \cap \operatorname{supp} g}\left|m_{2^{i} Q} f-m_{Q} f\right| d m \lesssim i m\left(2^{i} Q \cap \operatorname{supp} g\right) \leq i \ell(Q)^{N} \ell\left(2^{i} Q\right)^{2 s} .
$$

Therefore,

$$
\begin{aligned}
I_{22} & \lesssim \sum_{i=1}^{\infty} \frac{\ell(Q)^{2 s}}{\ell\left(2^{i} Q\right)^{1+2 s}}\left(\ell\left(2^{i} Q\right)^{\frac{N}{q}+2 s} \ell(Q)^{\frac{N}{q^{\prime}}}+i \ell(Q)^{N} \ell\left(2^{i} Q\right)^{2 s}\right) \\
& \left.=\frac{\ell(Q)^{2 s} \ell(Q)^{N+2 s}}{\ell(Q)^{1+2 s}} \sum_{i=1}^{\infty} 2^{i\left(\frac{N}{q}-1\right.}\right)\left(1+\frac{i}{2^{i}}\right) .
\end{aligned}
$$

Choosing $q>N$, we get

$$
I_{22} \lesssim \ell(Q)^{N+2 s-1}
$$

### 7.3 Proof of Theorem 7.1

The inequality $\gamma_{\Theta,+}^{s}(E) \leq \gamma_{\Theta}^{s}(E)$ comes from the definition of the capacities. For the second inequality we assume $E$ to be compact and let $\left\{Q_{j}\right\}_{j}$ be a covering of $E$ by $s$ parabolic cubes $Q_{j} \subset \mathbb{R}^{N+1}$ with disjoint interiors. By a parabolic version of a well known lemma of Harvey and Polking (see [8]), there exist functions $g_{j} \in \mathcal{C}_{0}^{\infty}\left(2 Q_{j}\right)$ satisfying $\sum_{j} g_{j}=1$ in a neighborhood of $\cup_{j} Q_{j}$, Eqs. 7.4 and 7.5.

Let $v$ be a distribution with compact support contained in $E$ such that Eq. 7.2 hold. Then, using Lemma 7.4

$$
|\langle\nu, 1\rangle| \leq \sum_{j}\left|\left\langle v, g_{j}\right\rangle\right| \leq \sum_{j} \ell\left(Q_{j}\right)^{N+2 s-1} .
$$

Thus, $\gamma_{\Theta}^{s}(E) \leq C \mathcal{H}_{\infty}^{N+2 s-1}(E)$.
The second assertion in the theorem follows a standard argument that we reproduce for the reader's convenience. Suppose $E \subset \mathbb{R}^{N+1}$ is a Borel set with $\operatorname{dim}_{H, p}(E)=\alpha>$ $N+2 s-1$. By a parabolic version of Frostman's Lemma (that can be proved by arguments analogous to classical ones replacing the usual dyadic lattice in $\mathbb{R}^{N+1}$ by a parabolic dyadic lattice), there exists a non-zero positive measure $\mu$ supported on $E$ such that $\mu(B(\bar{x}, r)) \leq$ $r^{\alpha}$ for all $\bar{x} \in \mathbb{R}^{N+1}$ and $r>0$. We have to show estimates Eq. 7.2 with $\nu$ replaced by $\mu$.

- The parabolic BMO-estimate in Eq. 7.2 is just a consequence of Lemma 7.3. Therefore $\left\|\partial_{t}^{1-\frac{1}{2 s}} P_{s} * \mu\right\|_{*, p} \lesssim 1$.
- To prove $\left\|\Delta^{s-\frac{1}{2}} P_{s} * \mu\right\|_{\infty} \lesssim 1$, apply the second property in Lemma 2.2,

$$
\begin{align*}
\left|\Delta^{s-\frac{1}{2}} P_{s} * \mu(\bar{y})\right| & \lesssim \int \frac{d \mu(\bar{x})}{|\bar{x}-\bar{y}|^{N+2 s-1}}=\int_{0}^{\infty} \mu\left(\left\{\bar{x}:|\bar{x}-\bar{y}|^{-N-2 s+1} \geq u\right\}\right) d u \\
& =\int_{0}^{\infty} \mu\left(\left\{\bar{x}:|\bar{x}-\bar{y}| \leq u^{\overline{-1}+2 s-1}\right\}\right) d u \\
& =\int_{0}^{\infty} \mu\left(B\left(\bar{y}, u^{\frac{-1}{N+2 s-1}}\right)\right) d u  \tag{7.9}\\
& \approx \int_{0}^{\infty} \frac{\mu(B(\bar{y}, r))}{r^{N+2 s}} d r \lesssim \int_{0}^{\mu(E)^{1 / \alpha}} \frac{r^{\alpha}}{r^{N+2 s}} d r+\int_{\mu(E)^{1 / \alpha}}^{\infty} \frac{\mu(E)}{r^{N+2 s}} d r \\
& \approx \mu(E)^{\frac{\alpha-(N+2 s-1)}{\alpha}} .
\end{align*}
$$

## $8 s$-Capacities and $s$-Growth in Case $s \in(0,1 / 2)$

Now we introduce the $\gamma_{\Theta}^{s}$ capacities for $s \in(0,1 / 2)$. Given a compact set $E \subset \mathbb{R}^{N+1}$, we define

$$
\begin{equation*}
\gamma_{\Theta}^{s}(E)=\sup \{|\langle\nu, 1\rangle|\}, \tag{8.1}
\end{equation*}
$$

where the supremum is taken over all distributions $v$ supported on $E$ satisfying properties Eq. 8.2 listed below. Before we write them, to get some intuition, let's consider the case $s \in(1 / 4,1 / 2]$. Then $2 s \in(1 / 2,1]$. In this case, the second condition in Eq. 7.2, that is $\left\|\partial_{t}^{1-\frac{1}{2 s}}\left(\nu * P_{s}\right)\right\|_{*, p} \lesssim 1$, has $1-\frac{1}{2 s} \in(-1,0)$ and can be rewritten as (via Fourier transform with respect to the $t$ variable) $\left\|\nu * P_{s} * K\right\|_{*, p} \lesssim 1$ with $K(t)=\frac{1}{|t|^{2-\frac{1}{2 s}}}$.

Hence, the distributions $v$ admissible for the capacity $\gamma_{\Theta}^{s}(E), 0<s<1 / 2$, will be the ones supported on $E$ and satisfying

$$
\begin{equation*}
\left\|R_{j}^{s}\left(\nu * P_{s}\right)\right\|_{\infty} \leq 1, \quad 1 \leq j \leq N \quad \text { and } \quad\left\|\nu * P_{s} *_{t} \quad K\right\|_{*, p} \leq 1 . \tag{8.2}
\end{equation*}
$$

Here $R_{j}^{s}$ is the Calderón-Zygmund operator with kernel $\frac{x_{j}}{|x|^{N+2 s}}$, the symbol $*_{t}$ denotes convolution with respect to the $t$ variable and $K$ is the kernel

$$
\begin{equation*}
K=\frac{1}{|t|^{\frac{1}{M}\left(M+1-\frac{1}{2 s}\right)}} * \stackrel{M)}{\cdots} * \frac{1}{|t|^{\frac{1}{M}\left(M+1-\frac{1}{2 s}\right)}}, \tag{8.3}
\end{equation*}
$$

where $M=\left[\frac{1}{2 s}\right]$ (for a real number $\lambda,[\lambda]$ stands for its integer part) and we convolve $M$-times the kernel.

Notice that for $s \in(0,1 / 2)$,

$$
\begin{equation*}
(-\Delta)^{s} \varphi=\sum_{j=1}^{N} R_{j}^{s}\left(\partial_{j} \varphi\right) \tag{8.4}
\end{equation*}
$$

We say that a $\mathcal{C}^{M+1}$ function $\varphi$ is admissible for an $s$-parabolic cube $Q \subset \mathbb{R}^{N+1}$, $0<s<1 / 2$, (recall that we write $Q=Q_{1} \times I_{Q}$ with $Q \subset \mathbb{R}^{N}$ and $I_{Q} \subset \mathbb{R}$ ) if

$$
\begin{equation*}
\left\|\nabla_{x} \varphi\right\|_{\infty} \leq \frac{1}{\ell(Q)} \tag{8.5}
\end{equation*}
$$

and for $0 \leq k \leq M+1$

$$
\begin{equation*}
\left\|\partial_{t}^{k} \varphi\right\|_{\infty} \leq \frac{1}{\ell\left(I_{Q}\right)^{k}}=\frac{1}{\ell(Q)^{2 s k}} \tag{8.6}
\end{equation*}
$$

Now the growth condition in this case reads as follows.
Lemma 8.1 Let $s \in(0,1 / 2), M=\left[\frac{1}{2 s}\right]$ and set $K=\frac{1}{|t|^{\frac{1}{M}\left(M+1-\frac{1}{2 s}\right)}} * \cdots \stackrel{M)}{\cdots} * \frac{1}{|t|^{\frac{1}{M}\left(M+1-\frac{1}{2 s}\right)}}$.
Suppose that $v$ is a distribution satisfying

$$
\left\|R_{j}^{s}\left(\nu * P_{s}\right)\right\|_{\infty} \leq 1, \quad 1 \leq j \leq N \quad \text { and } \quad\left\|\nu * P_{s} *_{t} K\right\|_{*, p} \leq 1
$$

Then, if $\varphi$ is an admissible function for an $s-$ parabolic cube $Q \subset \mathbb{R}^{N+1}$, we have

$$
|\langle\nu, \varphi\rangle| \lesssim \ell(Q)^{N+2 s-1}
$$

Notice that if $s \in(1 / 4,1 / 2]$, for example, then $2 s \in(1 / 2,1]$ and $M=1$. In this case $K=\frac{1}{|t|^{2-\frac{1}{2 s}}}$ and the condition $\left\|\nu * P_{s} * K\right\|_{*, p} \leq 1$ can be rewritten (via Fourier transform with respect to the $t$ variable) as $\left\|\partial_{t}^{1-\frac{1}{2 s}}\left(\nu * P_{s}\right)\right\|_{*, p} \lesssim 1$ (here $1-\frac{1}{2 s} \in(-1,0)$ ), which is the same condition as in Theorem 7.4.

## Proof

$$
|\langle\nu, \varphi\rangle|=\left|\left\langle\nu, \Theta^{s} \varphi * P_{s}\right\rangle\right| \leq\left|\left\langle\nu * P_{s},(-\Delta)^{s} \varphi\right\rangle\right|+\left|\left\langle v * P_{s}, \partial_{t} \varphi\right\rangle\right|=I_{1}+I_{2} .
$$

Using (8.4) and the $s$-admissibility of $\varphi$,

$$
I_{1} \leq \sum_{j=1}^{N}\left\|R_{j}^{s}\left(\nu * P_{s}\right)\right\|_{\infty} \int_{Q}\left|\partial_{j} \varphi\right| d m \lesssim \ell(Q)^{N+2 s-1}
$$

To estimate $I_{2}$, write $Q=Q_{1} \times I_{Q}$, with $Q_{1} \subset \mathbb{R}^{N}$ and $I_{Q} \subset \mathbb{R}$, and let $c_{Q}$ be the center of the interval $I_{Q}$. We claim that $\partial_{t} \varphi=g *_{t} K$, with $\int g d m=0$,

$$
\begin{equation*}
|g(x, t)| \lesssim \ell(Q)^{-1}, \quad t \in 4 I_{Q} . \tag{8.7}
\end{equation*}
$$

and

$$
\begin{equation*}
|g(x, t)| \lesssim \frac{\ell(Q)^{2 s}}{\left|t-c_{Q}\right|^{1+\frac{1}{2 s}}}, \quad t \in\left(2 I_{Q}\right)^{c} \tag{8.8}
\end{equation*}
$$

Once Eqs. 8.7 and 8.8 are available, since $\left\|\nu * P_{s} * K\right\|_{*, p} \leq 1$, arguing as in the proof of theorem 7.4, we get

$$
I_{2}=\left|\left\langle\nu * P_{s}, g * K\right\rangle\right|=\left|\left\langle\nu * P_{s} * K, g\right\rangle\right| \lesssim \ell(Q)^{N+2 s-1} .
$$

Indeed, since $\int g d m=0$, writing $f=v * P_{s} * K$, we have

$$
\begin{aligned}
I_{2} & =|c||\langle f, g\rangle|=\left|c \int\left(f-m_{Q} f\right) g d m\right| \\
& \lesssim \int_{2 Q}\left|f-m_{Q} f\right||g| d m+\int_{\mathbb{R}^{N+1} \backslash 2 Q}\left(f-m_{Q} f\right) g d m \\
& =I_{21}+I_{22} .
\end{aligned}
$$

Due to Eq. 8.7,

$$
I_{21} \lesssim\|f\|_{*, p} \ell(Q)^{N+2 s} \ell(Q)^{-1} \leq \ell(Q)^{N+2 s-1}
$$

For $I_{22}$, we split the domain of integration in annuli. Write $A_{i}=2^{i} Q \backslash 2^{i-1} Q$ for $i \geq 1$. Remark that for an $s$-parabolic cube $Q=Q_{1} \times I_{Q}$, we denote

$$
2^{i} Q=2^{i} Q_{1} \times 2^{2 s i} I_{Q}
$$

so that $2^{i} Q$ is a parabolic cube too (notice that if $Q$ is centered at the origin and we consider the parabolic dilation $\delta_{\lambda}(x, t)=\left(\lambda x, \lambda^{2 s} t\right), \lambda>0$, we have $\left.2^{i} Q=\delta_{2^{i}}(Q)\right)$. Then, using the decay of $g$ given by (8.8), we get

$$
\begin{equation*}
I_{22} \lesssim \sum_{i=1}^{\infty} \frac{\ell(Q)^{2 s}}{\ell\left(2^{i} Q\right)^{1+2 s}}\left(\int_{A_{i} \cap \operatorname{supp} g}\left|f-m_{2^{i} Q} f\right| d m+\int_{A_{i} \cap \operatorname{supp} g}\left|m_{2^{i} Q} f-m_{Q} f\right| d m\right) \tag{8.9}
\end{equation*}
$$

To estimate the first integral on the right hand side, observe that by definition supp $g \subset$ $Q_{1} \times \mathbb{R}$. Using Hölder's inequality with some exponent $q \in(0, \infty)$ to be chosen in a moment and the fact that $f \in B M O_{p}$ (together with John-Nirenberg), then we get:

$$
\begin{aligned}
\int_{A_{i} \cap \operatorname{supp} g}\left|f-m_{2^{i}} Q\right| d m & \leq\left(\int_{2^{i} Q}\left|f-m_{2^{i} Q} f\right|^{q} d m\right)^{\frac{1}{q}} m\left(\operatorname{supp} g \cap 2^{i} Q\right)^{\frac{1}{q^{\prime}}} \\
& \lesssim \ell\left(2^{i} Q\right)^{\frac{N+2 s}{q}}\left(\ell(Q)^{N} \ell\left(2^{i} Q\right)^{2 s}\right)^{\frac{1}{q^{\prime}}} \\
& =\ell\left(2^{i} Q\right)^{\frac{N}{q}+2 s} \ell(Q)^{\frac{N}{q^{\prime}}}
\end{aligned}
$$

For the last integral on the right hand side of (8.9), we write

$$
\int_{A_{i} \cap \operatorname{supp} g}\left|m_{2^{i} Q} f-m_{Q} f\right| d m \lesssim i m\left(2^{i} Q \cap \operatorname{supp} g\right) \leq i \ell(Q)^{N} \ell\left(2^{i} Q\right)^{2 s} .
$$

Therefore,

$$
\begin{aligned}
I_{22} & \lesssim \sum_{i=1}^{\infty} \frac{\ell(Q)^{2 s}}{\ell\left(2^{i} Q\right)^{1+2 s}}\left(\ell\left(2^{i} Q\right)^{\frac{N}{q}+2 s} \ell(Q)^{\frac{N}{q^{\prime}}}+i \ell(Q)^{N} \ell\left(2^{i} Q\right)^{2 s}\right) \\
& =\frac{\ell(Q)^{2 s} \ell(Q)^{N+2 s}}{\ell(Q)^{1+2 s}} \sum_{i=1}^{\infty}\left(2^{i\left(\frac{N}{q}-1\right)}+\frac{i}{2^{i}}\right) .
\end{aligned}
$$

Choosing $q>N$, we get

$$
I_{22} \lesssim \ell(Q)^{N+2 s-1} .
$$

We still have to show claims Eqs. 8.7 and 8.8. Notice that (by taking Fourier transform with respect to $t$ ),

$$
\partial_{t} \varphi=\left(\partial_{t}^{1 / 2}\right)^{2 M} \partial_{t} \varphi *_{t} \frac{1}{|t|^{\frac{1}{2 s}-M}} *_{t} K=g *_{t} K
$$

This identity can be understood better if we distinguish two cases.
(1) Case $M$ even. We can write

$$
\partial_{t} \varphi=\partial_{t}^{M+1} \varphi *_{t} \frac{1}{|t|^{\frac{1}{2 s}-M}} *_{t} K
$$

Set $g=\partial_{t}^{M+1} \varphi *_{t} \frac{1}{|t|^{\frac{1}{2 s}-M}}$. Then $\partial_{t} \varphi=g * K$. The zero mean of $\partial_{t} \varphi$ (integrating with respect to $t$ ) implies that $|g(x, t)|$ decays at most like $|t|^{-1-\frac{1}{2 s}}$ at infinity. To see this notice that for $t \notin 2 I_{Q}$ we have

$$
\begin{align*}
|g(x, t)| & =\left|\left(\partial_{u}^{M+1} \varphi * \frac{1}{|u|^{\frac{1}{2 s}}-M}\right)(x, t)\right|=\left|\int_{I_{Q}} \frac{\partial_{u} \varphi(x, u)}{|t-u|^{\frac{1}{2 s}}} d u\right| \\
& =\left|\int_{I_{Q}} \partial_{u} \varphi(x, u)\left(\frac{1}{|t-u|^{\frac{1}{2 s}}}-\frac{1}{\left|t-c_{Q}\right|^{\frac{1}{2 s}}}\right) d u\right|  \tag{8.10}\\
& \lesssim \frac{\ell\left(I_{Q}\right)}{\left|t-c_{Q}\right|^{1+\frac{1}{2 s}}} \int_{I_{Q}}\left|\partial_{u} \varphi(x, u)\right| d u \lesssim \frac{\ell\left(I_{Q}\right)}{\left|t-c_{Q}\right|^{1+\frac{1}{2 s}}}=\frac{\ell(Q)^{2 s}}{\left|t-c_{Q}\right|^{1+\frac{1}{2 s}}} .
\end{align*}
$$

And for $t \in 4 I_{Q}$,

$$
|g(x, t)| \lesssim\left\|\partial_{u}^{M+1} \varphi\right\|_{\infty} \ell\left(I_{Q}\right)^{1-\left(\frac{1}{2 s}-M\right)} \lesssim \ell\left(I_{Q}\right)^{-\frac{1}{2 s}}=\ell(Q)^{-1} .
$$

(2) Case $M$ odd. We can write

$$
\partial_{t} \varphi=\partial_{t}^{\frac{1}{2 s}-M} \partial_{t}^{M} \varphi * K=g * K,
$$

the last equality being a definition for $g$. Notice that for $t \notin 2 I_{Q}$,

$$
|g(x, t)|=\left|\int_{\mathbb{R}} \frac{\partial_{u}^{M} \varphi(x, u)-\partial_{u}^{M} \varphi(x, t)}{|u-t|^{\frac{1}{2 s}}-M+1} d u\right|=\left|\int_{I_{Q}} \frac{\partial_{u}^{M} \varphi(x, u)}{\left.|u-t|\right|^{\frac{1}{2 s}}-M+1} d u\right| \approx\left|\int_{I_{Q}} \frac{\partial_{u} \varphi(x, u)}{|u-t|^{\frac{1}{2 s}}} d u\right| .
$$

So arguing as in Eq. 8.10,

$$
|g(x, t)| \lesssim \frac{\ell(Q)^{2 s}}{\left|t-c_{Q}\right|^{1+\frac{1}{2 s}}}
$$

And for $t \in 4 I_{Q}$,

$$
|g(x, t)| \leq \int_{5 I_{Q}} \frac{\left|\partial_{u}^{M} \varphi(x, u)-\partial_{u}^{M} \varphi(x, t)\right|}{|u-t|^{\frac{1}{2 s}}-M+1} d u+\left\|\partial_{t}^{M} \varphi\right\|_{\infty} \int_{\left(5 I_{Q}\right)^{c}} \frac{d u}{|u-s|^{\frac{1}{2 s}}-M+1}=T_{1}+T_{2} .
$$

To estimate $T_{1}$, apply the mean value theorem and Eq. 8.6 to get

$$
T_{1} \leq \frac{1}{\ell\left(I_{Q}\right)^{M+1}} \int_{5 I_{Q}} \frac{d u}{|u-t|^{\frac{1}{2 s}-M}} \lesssim \ell\left(I_{Q}\right)^{-\frac{1}{2 s}}=\ell(Q)^{-1}
$$

Integrating and using Eq. 8.6 we get

$$
T_{2} \leq \frac{1}{\ell\left(I_{Q}\right)^{M}} \int_{\left(5 I_{Q}\right)^{c}} \frac{d u}{|u-t|^{\frac{1}{2 s}-M+1}} \lesssim \ell(Q)^{-\frac{1}{2 s}}=\ell(Q)^{-1}
$$

Therefore for $t \in 4 I_{Q}$,

$$
|g(x, t)| \lesssim \ell(Q)^{-1}
$$

Therefore the claims Eqs. 8.7 and 8.8 are proved and also the lemma.
Now we can state a result analogous to the first statement of Theorem 7.1 but for $s \in$ ( $0,1 / 2$ ).

Theorem 8.2 Let $s \in(0,1 / 2)$. For every Borel set $E \subset \mathbb{R}^{N+1}$,

$$
\gamma_{\Theta,+}^{s}(E) \leq \gamma_{\Theta}^{s}(E) \lesssim \mathcal{H}_{\infty}^{N+2 s-1}(E) .
$$

The proof is analogous to the one of Theorem 7.1 but using Lemma 8.1 instead of Lemma 7.4. We leave it for the reader. Although we think that the second statement of Theorem 7.1 should hold for the case $0<s<1 / 2$, we are still having some technical problems to show it.
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