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Russia’s Hybrid Interference Campaigns in France, Germany and the UK: 

A Challenge against Trust in Liberal Democracies? 
 
Abstract: This article examines the Russian government’s use of the cyber and information domains as arenas 

to challenge liberal democracies. Previous studies have examined the technical or military-strategic aspects of 

Russian cyber activity or (dis)information. This article builds on these efforts and extends the scope of analysis 

to examine the socio-political challenge of Russian ‘hybrid interference’ for liberal Western democracies such 

as France, Germany and the UK. Our case studies highlight Russia’s growing use of cyber operations combined 

with (dis)information to foment or exacerbate tensions between government and society and/or among different 

societal groups. Our findings suggest that while Russia utilises hybrid interference to create or augment inter-

societal turbulence in the short-term, the longer-term effect might serve to erode horizontal and vertical trust in 

such societies.  

 
Keywords: Russia, cyber-attacks, (dis)information, trust, France, Germany, the UK 

 

Introduction 

Western countries have become increasingly concerned about new developments in the cyber and 

information domains. During the last decade, the number of cyber-attacks and malicious cyber 

practices coordinated by foreign actors has been on the rise in many Western democracies 

worldwide. Commercial espionage, for example, as well as hacking into governmental websites 

or email communication flows, have become areas of growing activity and thereby apprehension. 

More recently, negative information- or disinformation campaigns against determined Western 

political leaders or democratic institutions have also occurred with periodic frequency. The 

intensification of such (dis)information efforts has caused some to quip that Western countries 

appear to be gripped by an ‘infodemic’ (European Commission 2020).1 These developments in the 

cyber and information spaces are perhaps not new phenomena (Rid 2020). However, the volume, 

sophistication, and channels of such foreign interference in recent years have decidedly changed 

their scope, form, method, and, consequently, their associated socio-political challenge for 

Western countries (European Parliament Policy Department 2021, Hague Center for Strategic 

Studies 2019, Monaghan 2019). 

  

The reaction in the affected countries to the increased cyber- and (dis)information interference into 

their respective domestic contexts reveals a perception of heightened vulnerability. Western 

democracies have been quite unprepared for the onslaught of such activity by foreign actors, 

creating pressure on Western governments and societies only potentially comparable to that of the 

Cold War era. It has also been alarming for Western countries that analysts and official 

governmental inquiries have yielded trace events that indicate that the majority of hybrid 

interference activity is perpetrated by a mix of state and non-state actors based in or linked to two 

particular global actors: Russia and China (Estonian Foreign Intelligence Service 2018; Limnell 

 
1 (Dis)information is defined here as composed of a range of information typologies. The concept spans everything 

from correct and factual information, to propagandistic and negatively biased, all the way to outright false and 

deceptive information. The more sophisticated (dis)informers employ a mix of these at any given time. 
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2018; Vilmer et al. 2018; Karlsen 2019; UK Government 2020). Hence, rather than being a diffuse 

threat committed by small, socially marginal groups or individual anonymous hackers, as had been 

the norm in previous decades, today’s cyber actions appear to follow clear and concerted methods 

as part of a more aggressive foreign policy and/or military strategy issued by determined state 

actors (Bechis 2021, Thomas 2019, Vilmer 2018). The dilemma that such interference poses for 

targeted Western societies is that the activity is frequently challenging to attribute, control and/or 

counter in contexts where freedom of expression and unregulated access to social communication 

networks are highly valued. For some Western governments or societies, the insidiousness of 

(dis)information or malicious cyber activity also lies in foreign actors’ attempts to establish direct 

contact with target Western audiences by informal means of communication as well as their active 

attempts to shape public opinion to sow or exploit social divisions (Dowling 2021; Henschke, 

Sussex, and O’Connor 2020). Their actions, therefore, have come to be viewed as an effort to 

undermine Western societies and institutions, which are based on democratic values, human rights, 

and the rule of law (European Parliament 2016).  

 

This article will focus on the ‘hybrid interference’ of the Russian Federation’s state and semi-state 

actors into three Western European countries: France, Germany and the United Kingdom, since 

2014. We are particularly interested in the socio-political dynamics of cyber operations and 

(dis)information on targeted societies, and in our cross-case analysis, we unpack why such action 

is seen as a threat to Western European societies and their respective institutions. In the first 

section, we will map out and advance our understanding of hybrid interference by examining how 

Russia employs cyber operations combined with (dis)information against Western governments 

and/or societies. We will also introduce our conceptual framework based on ‘trust.’ In the second 

section, we will outline the various cases in which Russia has exerted hybrid interference in France, 

Germany and the United Kingdom. Finally, we will analyse the socio-political challenges created 

by Russian hybrid interference in these three Western European democracies and how that 

interference affects levels of trust within these societies.  

 

 

Hybrid interference, Russia, and trust 

 

Hybrid interference refers to a combination of economic, political, cyber and information means, 

which are overtly or covertly used to achieve strategic objectives without the extensive use of 

military power or physical violence. Such (c)overt means of interference can involve destabilising 

cyber operations, disseminating biased or false information, infiltrating opinion-makers, financing 

anti-government groups, or discrediting political actors (Wigell 2019). Hybrid interference can 

also encompass selective targeting or grooming of determined social groups to curry favour with 

the foreign actor’s point of view. Here we will employ hybrid interference in a more limited sense, 

as we aim to examine Russian activity in the spheres of cyber-attacks and (dis)information 

operations.   

 

Russia’s modern use of hybrid interference has its roots in the times of the Soviet Union. ‘Active 

measures’ – as it was known in this period – included several features, such as deception, the art 
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of manipulation, and negative propaganda. Active measures were steadily refined throughout the 

Cold War and became professionalised in the 1970s (Abrams 2016). Then Soviet state security 

agency KGB’s highest-ranking defector to the US, Maj. Gen. Oleg Kalugin described active 

measures as the ‘heart and soul of Soviet intelligence’ and stated that these practices were designed 

to ‘weaken the West, to drive wedges in the Western community alliances of all sorts, particularly 

NATO, to sow discord among allies…’ (Kalugin 1998). Before becoming President of the Russian 

Federation, Vladimir Putin was a career operative of the KGB. Every KGB agent of the First Chief 

Directorate (foreign intelligence) was reportedly required to devote 25% of their time proposing 

new ideas for false and negative information campaigns (Boghardt 2009). Since coming to power 

in 2000, Putin has continued to embrace active measures, first to suppress internal opposition 

(Zafesova 2021) and later used externally to meet his government’s geopolitical objectives (Bechis 

2021). However, such practices have been modified to fit the digital information age and new 

modes of popular social communication, morphing into what we now call hybrid interference (Ball 

2017). Putin’s support for hybrid interference is part of a multipronged Russian foreign and 

security policy, whereby indirect, non-lethal actions, partly based on information-psychological 

influence, have become an important pillar alongside traditional military or diplomatic means 

(Rzheshevsky 2005). Three consecutive Russian security doctrines mention the importance of 

cyber and (dis)information superiority for Russia as domains of global competition and urge the 

intensified use of hybrid interference as a means of foreign and security policy (President of the 

Russian Federation 2009, 2015 and 2021).  

 

The importance of cyber and (dis)information operations to Russian foreign and security policy is 

echoed by the growing number of actors involved and the resources devoted to hybrid interference 

into Western democracies (UK Government 2020). One can conceptualise the involvement of 

different types of actors in Russia’s hybrid interference operations as an ecosystem. The hybrid 

interference ecosystem relies on several state and semi-state actors (e.g., security or military 

intelligence agencies, state media and proxies, as well as privately-owned companies), which act 

in parallel to each other without much coordination, but with the explicit or implicit consent of the 

Russian political and military leadership (Bodine-Baron et al. 2018). The different actors of the 

hybrid interference ecosystem intervene in different ways. Some focus on extracting information 

through cyber-attacks or creating social media accounts and bots. Yet others produce content for 

(dis)information platforms and send it to various types of consumers, including ordinary citizens, 

journalists, and political decision-makers, whether inside or outside Russia. The output of this 

ecosystem reflects what Laruelle (2021) considers the ideological plurality of the Putin regime, 

whereby (dis)informational content sourced from varying ideological viewpoints is produced by 

competing Kremlin-linked political actors in the hope of having their agendas adopted at higher 

levels within the Russian presidential administration. This insight is consistent with the findings 

of Taylor (2018) on the role of competitive informal networks and their influence on the system 

of governance in Russia.   

 

The ecosystem includes actors such as the Russian security services (the FSB and the GRU), which 

are central components in acquiring and manipulating information in Western societies through 

cyber operations (Aaltola 2017). The FSB was initially responsible for internal security. However, 
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in the past several years, its role has expanded to include foreign intelligence collection and 

offensive cyber operations (Congressional Research Service 2021). The GRU is the Russian 

government's military intelligence agency and controls several institutes that develop hacking tools 

and malware. Besides these two agencies, the Russian government has an independent directorate, 

as part of the Presidential Staff of the Russian government, charged with coordinating countrywide 

(dis)information activities, including shaping Russia’s favourable image abroad (Blank 2016). 

Russia Today (RT) and Sputnik are the two primary Russian state-funded media outlets serving 

content to non-Russian speakers outside Russia. Both outlets have television channels, websites, 

and social media accounts on all major platforms where they serve content in several languages, 

including English, French, and German (Global Engagement Center 2022).2 Besides state-funded 

agencies, semi-state actors have also become involved. One of the more active entities is the 

Internet Research Agency (IRA), founded in 2013 by the prominent oligarch and Putin associate 

Yevgeniy Prigozhin (Vilmer 2018).3 The IRA, based in St. Petersburg, is considered a ‘troll 

factory,’ i.e., a facility that employs hundreds of staff to write and diffuse false information across 

the internet. It does so with the assistance of software known as bots, whose role is to perform 

simple, repetitive work, such as rapid replication and deployment of messages.  

 

Various explanations have attempted to clarify the political challenge and risk hybrid interference 

represents for Western democracies. Some analysts have focused on the alleged military or 

geopolitical challenges underlying Russian interference. It has been argued that Putin’s strategy 

can be seen as retaliation for what some in the Russian regime perceive as the Western powers’ 

encouragement, in the past decades, of anti-government protests and the fomentation of regime 

change in Eastern Europe as well as in Russia itself (Wigell 2019). Russia's Foreign Minister, 

Sergei Lavrov, has commented that EU member states are ‘an elite club’ using the extension of 

the liberal world order as an instrument of ‘domination over everyone else’ (Lavrov 2017). The 

Russian foreign and security policy towards the West is thus conditioned by a confrontational and 

zero-sum logic, where allegedly, anything the Russian Federation can do to damage the interests 

of the West is permissible (UK Government 2020). The Kremlin is perceived to act upon the belief 

that an undemocratic world order where relative military strength bestows great power legitimacy 

is in Russia’s favour (ibid.). Such findings are corroborated by academics, such as Tsygankov 

(2019), who argues that Russian hybrid interference is a method to strengthen its global bargaining 

position, foment increased multipolarity, and reduce Western dominance in the current world 

order. 

 

Another set of scholars has set about to explain Russian hybrid interference as a much more 

contained phenomenon and limited to specific objectives inside targeted countries within the West. 

Such Russian interference has, for example, been attributed to the goal of the manipulation of third 

 
2 Sputnik and RT primarily serve German-speakers via their YouTube channels due to their failure to meet the 

requirements to obtain German television broadcast licenses.  
3 Prigozhin can be described as an individual oligarch who acts as an ‘entrepreneur of influence’ by investing his own 

‘money or social capital to build influence abroad in hopes of being rewarded by the Kremlin’ (Laruelle and Limonier 

2021). Prigozhin is not only the main financier behind IRA, but also finances the private military company The 

Wagner Group which has operated in various conflicts around the world. 
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states’ strategic interests (Wigell 2019) or to a will to impose the Russian worldview, values, and 

interests on a target society’s audience through a variety of means (Bartosh 2018). Kallberg (2020; 

see also Meister 2016) claims that Russian influence operations are an attempt to make Russia 

seem relevant to citizens of target countries by presenting itself as a significant player able to 

influence domestic processes and contrasts it with a West that is naïve, weak, and full of socio-

political cleavages that may be easily exploited. Yet another set of authors, Mahairas and 

Dvilyanski (2018; see also Hammond-Errey 2019), see the key objective of digital influence 

operations as contaminating and overloading the information space with so many perspectives that 

the audience becomes confused and consequently erodes the latter’s sense of critical thinking. 

Aaltola (2020) interprets Russia’s actions as an attempt to interfere within the West’s political 

processes, thereby further weakening democracies and possibly fanning populist and/or autocratic 

tendencies. Building upon these studies, we aim to combine some of their insights and hone in on 

a specific subset of hybrid interference – cyber and (dis)information – with the ambition to obtain 

an analytically clearer explanation of Russian activity in determined Western countries.  

 

We posit that Russia’s hybrid interference into Western European democracies is fundamentally 

linked to the sense of increased vulnerability that such interference generates in the latter societies. 

Our conceptual framework is therefore centred on liberal democracy’s fundamental touchstone – 

trust. Trust is one of the essential elements that allows democracies to function effectively 

(Nannestad 2008; Putnam 1993; Uslaner 2002) and allows pluralistic societies to resolve their 

differences peacefully (Putnam 1993).4 Trust is considered to be essential for various actions 

supportive of a healthy democracy, including participation in informal social networks, voluntary 

associations, and civic acts, such as voting (Putnam 1993, 2000). Such acts are theorised as 

elements of what Putnam (2007) considers ‘bridging capital’; they serve to overcome social 

cleavages, such as race, religion, and ethnicity, which are commonly found in heterogeneous 

Western democracies. Higher levels of trust are both a cause and effect of the development of these 

acts of bridging capital. As an example, a society that cultivates higher levels of trust may see the 

creation of more voluntary associations. In turn, these types of voluntary associations may 

themselves cultivate higher levels of trust. The concept of bridging capital is part of a larger 

concept known as social capital, which Putnam (2007) conceptualises as the cultivation of ‘social 

networks and the associated norms of reciprocity and trustworthiness.’ Trust may thus be 

considered ‘the glue that joins society together and the oil that facilitates its smooth operation’ 

(Newton, Stolle, and Zmerli 2018).   

 

Here, we distinguish two types of trust inherent to liberal democracies: vertical and horizontal. 

Vertical trust refers to trust between citizens and their democratically elected institutions and is 

considered the basis for Western liberal and plural democracy (Delhey, Newton, and Welzel 2011). 

Vertical trust is likely to exist in contexts where citizens perceive government institutions as fair 

and functional (Berg and Johansson 2016). A further unpacking of vertical trust also reveals that 

 
4 However, we also recognize that both types of trust exist within a network of other variables and may also be affected 

by levels of corruption as well as cleavages surrounding class, education, ethnicity, national wealth, or income equality 

(Uslaner 2018). 
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citizens’ confidence in institutions may vary. Trust toward more neutral institutions (courts, police, 

civil service) tends to be stronger, while trust in political institutions (legislature, political parties, 

leaders) tends to be weaker (Zmerli and Newton 2017; Rothstein and Stolle 2008). With horizontal 

trust, we refer to individuals of a society trusting each other in their coming together in the 

democratic marketplace of ideas and the functioning of their political community (Uslaner 2002). 

Horizontal social trust requires inhabitants (citizens and residents) to accept each other as rightful 

participants in the political process or community, regardless of individual characteristics (Griffin 

2015). 

 

Horizontal trust is linked to vertical trust in that if the public believes that their institutions do what 

they are supposed to do in a fair and unbiased manner, they may also tend to develop trust 

horizontally in their fellow citizens (Rothstein and Stolle 2008). Vertical and horizontal trust rely 

on each other, and thus, due to this link, eroding one risks negatively affecting the other. These 

links may be further eroded through a process known as ‘truth decay.’ This refers to a constant 

stream of (dis)information that prohibits citizens from being adequately informed and debating 

important topics in society (RAND Corporation 2018). This debilitating process is further 

augmented by foreign actors using cyber and technical means to disrupt the normal functioning of 

information and infrastructure systems, allowing truth decay to transform into declining trust for 

formerly respected sources of information (RAND Corporation 2018). When that happens, 

meaningful discourse and debate are not only degraded horizontally with other members of society 

but also vertically with government leaders, who these citizens are supposed to elect, communicate 

with, and monitor as they carry out their public duties. Together, the wedges created by eroding 

the bonds of horizontal and vertical trust risk undermining the essential foundations of a 

democratic society. 

 

Scholars have regularly noted that the benefits of Western liberal democracies have become 

increasingly questioned in the last decade, and the vertical trust, or social contract, between 

government and its citizens has weakened. Studies by the OECD show that trust in governments 

has declined in most OECD countries in the last decade. In 2020, only 51% of people, on average, 

trusted their governments (OECD 2021). Persistently low election participation, voter turnout 

(Dalton 2004), polarisation and politicisation of public policy, as well as the rise of populist parties 

are some of the manifestations of the current perceived level of relative distrust in the traditional 

institutions of Western liberal democracy (Wike and Fetterolf, 2018). This echoes findings on 

sovereignty by Agnew (2017), who argues that power and space are today more networked rather 

than contiguous, grouping scattered hierarchies of polities rather than a single uniform state. The 

crisis of Western democracy has thus led to a certain erosion of vertical trust, creating friction 

between government and citizens and among different civil society groups. The ‘effective 

sovereignty’ or governance exercised by the state is thus undermined, as the former relies on the 

willing participation of state-based, corporate and societal actors, among others (ibid.). The 

disaffection for politics and/or traditional channels of information has turned the public toward 

direct democracy instruments, such as referenda and offline or online citizen initiatives (Setala and 

Schiller 2012), in their quest to satisfy their demands for more participation (Christensen 2017). 

The digitalisation of popular initiatives – whether in discussion forums or calls for street 
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demonstrations – has created unmediated and instant communication channels among citizens, 

further supporting their alternative political organisation and their cause.  

 

As informal and social media has increasingly become a key channel for public discourse in 

Western democracies, foreign actors have seen an opportunity for a possible means of influence 

over political activity in such countries (Norri-Sederholm et al. 2020). This has turned social media 

into a high-stakes environment where influence campaigns by foreign actors can impact the 

perception of how trustworthy democratic institutions are (Pamment et al. 2018) and/or act to erode 

not only weak ties among different groups in society but also strong ties, such as those of family 

and close friends (Asmolov 2018). Hybrid interference thus acts by applying further pressure on 

existing political pressure points—such as anti-government and anti-establishment sentiments or 

religious, economic, or ethnic intra-societal frictions — which in turn affects the credibility of the 

government (vertical trust) and/or promotes or exacerbates divisions among different groups of 

society (horizontal trust). The danger posed by (dis)information relates to its ability to distort the 

domestic preference formation and agenda-setting phases of democratic deliberation. Dowling 

(2022) concludes that such activity, or even the perception of interference, has the potential to 

undermine the trust that is indispensable for the functioning of a modern democratic political 

system. Cyberattacks, when used in conjunction with disinformation as part of hybrid interference 

campaigns, serve the purpose of undermining trust. According to Brangetto and Veenendaal 

(2016), cyberattacks have a dual nature in influence operations; technically, they may change, 

compromise, steal information from, or destroy various systems, and psychologically, they 

contribute to undermining trust and confidence in the governments of targeted states. 

 

Methodologically our research relies on a cross-case study of three of the most prominent cases of 

Russian hybrid interference in Western Europe in the period encompassing 2014 to 2021: France, 

Germany and the UK. Our main data are sourced from reports compiled by independent and 

renowned data forensic laboratories, although we supplement with secondary literature. We would, 

however, like to echo the disclaimer from these same forensic laboratories of the difficulty of 

obtaining trace information from social media platforms, which in essence makes attributing 

actions with complete certainty in the digital domain difficult. Moreover, the fact that some of the 

incidents in the cases described below were detected long after they had happened and the hybrid 

interference actors were able to remove information that traced back to them, makes independent 

verification beyond the information supplied by the cited data forensic laboratories impossible. 

 

 Russian hybrid interference in the UK, Germany and France  
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This section outlines the Russian hybrid interference campaigns in France, Germany and the UK. 

The Russian cyber- and informational meddling in Western countries have noticeably increased 

since 2014. The year marked a particularly low point in Russian-Western relations as a 

consequence of the former’s actions in Crimea and eastern Ukraine and the latter’s diplomatic and 

economic sanctions against Russia (Casier 2020). The order of the country studies below responds 

to a chronological account of Russian hybrid interference in Western Europe, which began with 

the Scottish referendum on remaining in the UK. We observe that the modus operandi of the 

Russian interference has been very similar in all three countries.  Russia primarily spread 

(dis)information through social media, with the assistance of automated botnets, and supplemented 

it with its traditional media and cyber-attacks on critical infrastructure, such as 

telecommunications. 

 

United Kingdom 

 

In the United Kingdom, there has been a pattern of Russian hybrid interference which has evolved 

significantly in sophistication since 2014. That same year, constituents in Scotland voted on 

whether to remain in the UK or not. In the aftermath of the vote, a video entitled ‘Elite NWO 

Agenda’ began circulating on YouTube, and after being shared by 671 users, a dozen of whom 

were confirmed to be pro-Kremlin trolls, it eventually went viral. The video received 800,000 

views from people interested in the Scottish referendum. The video alleged that fraud had been 

committed in the Scottish referendum through vote-rigging, and the commentary also introduced 

doubts about the integrity of the electoral process (DFRLab 2017). In a similar video, widely 

circulated by a Russian troll network (Rose 2016), images were shared of vote-engineering 

purported to take place during the Scottish referendum, although the video had actually been 

filmed in Russia in 2012 (DFRLab 2017). In addition to the two videos, an opinion from a 

purported election observer and expert was disseminated in British media, appearing to lend 

credibility to the claims of a compromised vote. This expert, Igor Borisov, of the state-funded 

Russian Public Institute of Electoral Law, gave an interview to a relatively unknown publication 

stating that the Scottish referendum was not following international law. The story was then picked 

up by the British newspaper The Guardian and received widespread attention; it was read 790,000 

times in just two days (Ostanin and Rose 2016). The fraud claim led to several online petitions, 

including one asking for recognition of Scottish independence, a call for a public judicial review, 

and two other calls for a revote, which appeared on the official UK Parliament’s petitions page. 

One Facebook group, called ‘Rally for a Revote,’ posted invitations for local protest events in 

Scotland and collected more than 100,000 signatures for a petition demanding disqualification of 

the referendum result and a revote (Ostanin and Rose 2016). After the British government 

concluded that Russia had deliberately contributed to stirring public passions on the Scottish 

referendum (UK Government 2020), the defence spokesperson of the Scottish National Party, 

Stewart McDonald, stated that the UK’s national security strategy must be updated to make 

defence against (dis)information a central priority (Percival 2021). He further elaborated that he 

believes this interference reveals how vulnerable society is to ‘self-reinforcing feedback loops of 
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distrust and disinformation that tug at the threads which hold our communities together’ 

(McDonald 2021).  

  

Two years later, in the context of the 2016 UK European Union membership referendum (Brexit), 

Russia utilised social media to spread (dis)information. Gorodnichenko, Pham, and Talavera 

(2021) analysed 28.6 million Brexit-related tweets and found that twenty percent of users in the 

sample were bots. Further, 45,000 tweets about Brexit were sent 48 hours before the election 

deadline, and 150,000 accounts based in Russia were involved in these actions (Mostrous 2017). 

In the 24 hours before the vote took place, Russian-affiliated accounts broadcasted messages 

overwhelmingly supportive of Britain leaving the European Union, with 1,102 posts using the 

hashtag ‘ReasonsToLeaveEU’ (Field and Wright 2018). These Russian-affiliated accounts 

continued to post immediately after the vote took place; the top retweets originating from these 

accounts included messages such as ‘This is the simplest explanation. Just like UK we too want to 

stop globalist liberals from ruining us #BrexitVote’, ‘UK has no masters UK is free,’ and ‘Brits 

MADE UK Great Again.’ In addition, some of these accounts attempted to introduce an element 

of racism and hostility toward those of North African and Muslim origin, with posts such as 

‘Algerian illegally in Britain attacked 8 women in ten days! Send the Muslim back to EU! 

#BrexitVote’ and ‘I hope UK after #BrexitVote will start to clean their land from muslim [sic] 

invasion!’. Further, whereas during the pre-Brexit period, these accounts produced content 

targeting specific societal fears of an influx of migrants, in certain post-Brexit tweets on the subject 

of Islam, they exploited societal tensions over the 2017 London and Manchester terror attacks, 

with tweets including ‘Just a gentle reminder that the Mayor of London Sadiq Khan called 

moderate Muslims “Uncle Toms”’ and ‘7 more dead in London because of climate change. Oh, 

wait, nope, it’s Islamic terrorism again. #London Attacks’ (Demos 2018). 

 

The social media (dis)information campaigns were complemented by a hybrid strategy whereby 

Russia’s traditional media echoed the social media (dis)information campaign’s overwhelmingly 

right-wing sentiments, providing an additional voice of support for the Leave campaign. The 

Russian state-funded English-language stations, Russia Today (RT) and Sputnik, emitting in the 

open in the UK, conducted a ‘systematically one-sided coverage’ whose effect was to magnify the 

Leave Campaign and marginalise the Remain campaign (Nimmo 2016). The one-sided reporting 

included running overwhelming negative headlines of the Remain campaign’s principles, quoting 

a disproportionate number of Leave campaigners, and stand-alone stories on comments by 

prominent British Eurosceptics such as Nigel Farage and Patrick Minford. The Broadcasters’ 

Audience Research Board estimated that the weekly audience viewership of RT in Britain for the 

period during the Brexit referendum (20-26 June 2016) was 926,000 (BARB 2016). 

 

In 2017, 90 email accounts belonging to various staff and members of the British parliament were 

hacked, and data were stolen (MacAskill and Syal 2017). Martin Ciaran, the head of the UK’s 

National Cyber Security Centre, would late reveal that besides the attack on the British parliament, 

the country’s media, telecommunications, and energy sectors were continuously being attacked, 

and Russia’s GRU was attributed as the alleged perpetrator. Some examples of attacks include an 

August 2015 incident involving a UK-based television station, a March 2018 attempt to 
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compromise the systems of the Foreign and Commonwealth Office, and an April 2018 attempt to 

gain access to the UK Defence and Science Technology Laboratory’s computer systems (UK 

Government 2018). The combined cyber and (dis)information attacks led the British PM, Theresa 

May, to accuse Russia of interfering and planting stories to create discord in the West, and 

declared: 

 

I have a very simple message for Russia. We know what you are doing. And you will not 

succeed. Because you underestimate the resilience of our democracies, the enduring 

attraction of free and open societies, and the commitment of western nations to the alliances 

that bind us (cited in Mason 2019). 

 

In the 2019 UK General Elections, social media companies and investigators uncovered further 

evidence of ongoing Russian hybrid interference in Britain.5 First, evidence suggests that Russia 

sought to spread (dis)information through social media to create divisions between Ireland and the 

United Kingdom, targeting the contentious negotiations over border controls in post-Brexit 

Northern Ireland. As part of the investigation into interference tied to Russia’s hybrid campaign 

known as Operation Secondary Infektion, Facebook identified at least one account that belonged 

to the Russian (dis)information campaign. This account posted an article to Medium and fifteen 

other websites which falsely claimed that then-British Defense Secretary Gavin Williamson 

accused the Real Irish Republican Army (Real IRA), a paramilitary organisation fighting to unify 

Ireland, of assisting in the assassination attempt against a former Russian spy and British military 

informant, Sergei Skripal. In another attempt to inflame tensions between Ireland and the UK, an 

additional article used a forged leak, allegedly written by Arlene Foster of Northern Ireland’s 

Democratic Unionist Party, to suggest that her party found the EU’s position favourable and 

warned of a bloody confrontation in Ireland because of tensions over a possible hard border 

(Atlantic Council 2019). A third example of Russian interference in the elections was a set of – 

this time genuine – leaked documents which revealed correspondence between American and 

British officials in the context of the Brexit vote. The documents highlighted US pressure to change 

how drugs were priced through the UK’s National Health Service and included discussions about 

drug patents, medical devices, and other politically sensitive topics. Both Reddit and the analytics 

firm Graphika detailed how the leaks and subsequent spread of the information were typical of 

Russian tactics (Reddit 2019; Nimmo 2019).6 The leaked documents caused tension between the 

Conservative-led British government and the Labour opposition party as its leader, Jeremy 

Corbyn, used the revelations to accuse the government of a ‘plot’ to sell off part of the National 

Health Service to the United States (Hurst 2019). The Northern Ireland and US-UK 

correspondence incidents prompted UK Foreign Secretary Dominic Raab to declare that ‘Russian 

actors sought to interfere in the 2019 general election through the online amplification of illicitly 

acquired and leaked government documents’ (Sabbagh 2020). In their 2020 report, the Intelligence 

 
5 There is evidence that this British campaign was linked to a larger Russian global (dis)information campaign, 

Operation Secondary Infektion, a ‘large scale influence operation that spanned nine languages, over 30 social networks 

and blogging platforms, [and] scores of fake user profiles and identities’ (Atlantic Council 2019). 
6 According to Nimmo (2019) the leaked posts on Reddit were later amplified by at least 61 accounts linked to Russia. 
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and Security Committee of the British Parliament assessed that Russia’s cyber capabilities and 

actions, in combination with their willingness to deploy them ‘is a matter of grave concern and 

pose an immediate and urgent threat to our national security’ (UK Government 2020). In response 

to Russian actions and other perceived harms toward democracy emanating from the digital 

domain, the British government created the Defending Democracy programme, which aimed to 

protect democratic discourse and processes from foreign interference (UK Government 2020).  

 

Germany 

Germany has been under a systematic campaign of Russian (dis)information since at least 2015. 

Compared with France and the United Kingdom, Germany has been the most targeted state, with 

over 700 documented cases between 2015 and 2021 (EUvsDisinfo 2021). Among the first cases 

that caught public attention was the cyber-attack committed by Unit 26165 of the GRU on the 

German Bundestag in 2015.7 In the Bundestag attack, thousands of documents were extracted, 

including internal communications, reports, and working documents (Beuth et al. 2017). The 

stolen data, including over two thousand confidential documents, were then released by Wikileaks, 

a conduit regularly used by Russia’s military intelligence to disseminate information obtained from 

its cyberattack targets (Bild 2016, ODNI 2017). This release included confidential and politically 

sensitive information detailing, among other topics, the secret cooperation agreements between the 

German and American intelligence agencies (Bild 2016, Barker and Stuchtey 2016). Stories about 

this release were published in international news and Russian-backed media outlets, emitting in 

the open in Germany, such as RT Deutsch and Sputnik. One particular Russian-financed German-

language YouTube channel, Ruptly (a subsidiary of RT), had an audience reach in Germany 

comparable to that of the next two domestic outlets combined.8   

 

In 2016, Russian hybrid interference successfully instrumentalised Germany’s already 

controversial migrant issue with the so-called ‘Lisa Case’ (Federal Academy for Security Policy 

2016). The fabricated story was first released by a minor media outlet serving the Russlanddeutsch 

community on 11 January 2016. It alleged that a 13-year-old German girl of Russian origin, Lisa, 

was the victim of kidnapping and sexual assault by several migrant men of Muslim origin. The 

‘Lisa Case’ came at an especially vulnerable time for the German government. A few weeks 

earlier, tensions were raised after reports of migrant men attacking women during New Year’s Eve 

celebrations in Hamburg, Cologne, and several other German cities (DW 2016). The Merkel 

government had already been reeling from accusations that it sought to cover up or downplay what 

had occurred. The ‘Lisa Case’ was initially picked up by Moscow-based Russian state television 

channels, NTV and Channel 1, and referenced publicly by Russian foreign minister Sergei Lavrov, 

but eventually found its way to RT Deutsch and Sputnik in Germany. After the story made its way 

through traditional Russian and German media outlets, it was further propagated by social media 

platforms and chain emails within Germany (Mankoff, 2020b). The (dis)information campaign 

 
7 Unit 26165 operated under various pseudonyms such as SOFACY, APT28, and Fancy Bear, and has been 

implicated in various international hacking incidents (US Department of Justice 2018). 
8 According to data published by Mankoff (2020b), in June 2020 Ruptly had 1,290,000 YouTube followers, while 

the top two German domestic outlets: Der Spiegel had 818,800 followers and Die Welt 583,000 followers. 
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created by the ‘Lisa Case’ was further distorted through Russian state television service Channel 

1 with the publication of a false story claiming that Austria was setting up border checkpoints with 

Germany to prevent child-raping migrants from crossing the border and characterizing Germany 

as a lawless state (Channel 1 Russia 2016). The broadcast further stoked tensions by relaying a 

threat by the Russlanddeutsch that there would be consequences for the government and the 

perpetrators. They saw the latter as being protected by the state, to the detriment of the security of 

the Russlanddeutsch community (Mankoff, 2020a). 

 

Before 2016 finished, a high-profile cyber assault on Germany’s telecom infrastructure provoked 

an alarmed response from the government. On 27 November 2016, approximately 1 million 

German customers of Deutsche Telekom lost access to their internet and telephone services due to 

a cyber-attack, which the government attributed to Russia. The head of Germany’s federal 

intelligence agency described the telecom attack as something that had no purpose other than 

provoking political uncertainty (Steinke and Prantl, 2016). The CEO of Deutsche Telekom, 

Timotheus Hottges, stated that the incident showed the need for states to band together and form 

a ‘NATO for the Internet,’ and in a later article, elaborated on how cyberattacks show the necessity 

of strengthening institutional vulnerabilities in Europe (Kleinz 2016, Hottges 2018). In addition to 

that incident, Germany that year suffered more than 70 cyberattacks which are held by experts as 

attributable to Russia’s GRU, including an attack on the political party SPD’s caucus in the 

German Parliament, on the Left Party, and the CDU’s state chapter in Saarland (Beuth et al. 2017).  

 

In 2021, with the impending parliamentary elections and a noticeable uptick in (dis)information 

and hacking attempts against government institutions, the German government released a 

statement about a suspected new Russian operation called ‘Ghostwriter.’ This campaign reportedly 

combined conventional cyberattacks with (dis)information in attempts to compromise Germany’s 

legislature, including seven Bundestag members and 31 state parliamentarians in a phishing 

campaign. The attacks targeted parliamentarians' private email accounts rather than their official 

email addresses. Germany’s Foreign Ministry stated they viewed such activity ‘as a danger to the 

security of the Federal Republic of Germany and for the process of democratic decision-making, 

and as a severe strain on bilateral relations’ (Moulson 2021). In addition, it was later revealed 

through the Council of the EU (2021) that the Ghostwriter campaign was part of a larger regional 

campaign that targeted ‘numerous members of Parliaments, government officials, politicians, and 

members of the press and civil society in the EU by accessing computer systems and personal 

accounts and stealing data.’ Further, the Council of the EU (2021) stated that the campaign 

‘[sought] to threaten our integrity and security, democratic values and principles and the core 

functioning of our democracies’.  

 

In an official study of the various Russian cyber-attacks and (dis)information activity, Germany’s 

Federal Intelligence Service and Federal Office for the Protection of the Constitution concluded 

that the Bundestag cyber-attack and subsequent intrusions sought to ‘exert influence, and 

presumably also to spread (dis)information and propaganda on a grand scale.’ Further, they 

elaborated that the intrusions were likely ‘directly authorized by the presidential administration in 

the Kremlin and left up to the security services to carry out’ (Beuth et al. 2017). During the 
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intrusions described above, the German government did not make too many public statements 

since they thought doing so would encourage Russia to increase their attacks, or at least provide 

some valuable intelligence that could be used against them in the future (Delcker 2017). Germany 

did, however, respond in 2020 through the framework of the European Union by imposing 

sanctions on the GRU military unit and individuals responsible for the 2015 Bundestag hack 

(Council of the EU 2020).  In response to these activities, the German Public Prosecutors’ Office 

opened a preliminary investigation based on a dossier compiled by the German Federal Office for 

the Protection of the Constitution. In addition, at a meeting with the German-Russian High 

Working Group on Security Policy, State Secretary Miguel Berger officially lodged a protest with 

Russian Deputy Foreign Minister Vladimir Titov (Soesanto 2021).  

 

France 

 

France is the second most targeted state after Germany (EUvsDisinfo 2021). The cyber-attack 

against French television network TV5Monde was one of the first noted actions of Russia’s hybrid 

campaign. The attack began in January 2015 with reconnaissance of the television network’s 

systems and escalated in April with the installation of malicious software, which destroyed the 

systems used to transmit television programs. The hackers claimed to be linked to Islamic State 

and posted inflammatory messages on the network’s Facebook account warning of further attacks: 

‘Soldiers of France, stay away from the Islamic State! You have the chance to save your families 

take advantage of it’ (Keslassy 2015). However, a team of investigators from France’s cybercrime 

agency and TV5Monde’s president found the reported culprits to be the Russian-affiliated APT28 

(France24 2015; Paquette 2015).9 The attack sought in part to exploit existing social tensions from 

the recently occurred Charlie Hebdo attacks when Islamist militants murdered seventeen people, 

including eleven journalists (BBC News 2015). Moreover, the attack was part of a more extensive 

hybrid interference campaign targeting the French state, its critical infrastructure, and its 

democratic processes, which began to intensify in 2016. That year, the French state would have to 

defend its institutions against 24,000 cyber-attacks, some of which originated from Russia. The 

defence minister, appraising the gravity of the threat, was quoted as saying, ‘by targeting the 

electoral process of a country, we are undermining its democratic foundations, and therefore its 

sovereignty’ (Le Journal du Dimanche 2017). In response to the threat, he announced the creation 

of a cyber army of 2,600 soldiers by 2019 (Gramer 2017). 

 

In 2017, France’s political institutions were tested by a coordinated, three-pronged hybrid 

interference campaign consisting of a (dis)information campaign, a hack of Emmanuel Macron’s 

campaign headquarters, and the release (or leak) of approximately 21,000 emails two days before 

the final round of the second and final round of the presidential elections (Vilmer 2018). The 

campaign began when a Russian newspaper, Izvestia, published a story on February 3, 2017, 

entitled ‘Assange will throw oil on the fire of the presidential campaign in France’ (Kotsur 2017). 

The article referenced an interview conducted with the founder of Wikileaks, Julian Assange, 

 
9 This unit was later discovered to be a pseudonym of the same military team (Unit 26165 of Russia’s GRU) implicated 

in the above-mentioned attacks in the United Kingdom and Germany. 
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wherein he stated that he would begin releasing memos from correspondence stolen from the 

Democratic National Committee headquarters in 2016 that was damaging to Macron (Kotsur 

2017). That publication was followed by another from Russian state-sponsored Sputnik portraying 

Macron as allegedly beholden to the US and a ‘gay lobby’ (Sputnik 2017).10 Attacks were both of 

a political and personal nature, including salacious remarks about his family (Vilmer 2018). 

Macron’s campaign manager, Socialist MP Richard Ferrand, commented on the influx of 

(dis)information from Russia and alluded to its potential impact on trust in the election process 

and government leadership: ‘False information from Russian media is weighing on our democratic 

life’ (Vinocur 2017).   

 

The (dis)information campaign intensified with the leaks, which began on 5 May 2017, hours 

before official campaigning was due to end for the 44 hours of election silence mandated by French 

law. They were timed strategically to prevent Macron and his campaign from being able to defend 

themselves and divert the conversation to Twitter. Several doctored documents, including two that 

suggested that Macron was a corrupt politician with secret offshore accounts, were posted to the 

website 4chan, along with an announcement that more would follow (Vilmer 2018). A link 

appeared between US-based and European-based accounts controlled by Russian actors, thus 

suggesting that the same GRU unit that was responsible for the US 2016 (dis)information 

campaign was also behind this one. The campaign to derail Macron’s bid for the presidency used 

the hashtag #MacronLeaks and gained immediate traction with 500,000 tweets in the first twenty-

four hours of its appearance (Vilmer 2018).    

 

In late 2018, a nationwide protest began in France, known as the gilet jaunes (Eng. yellow vest) 

movement. Several studies suggest that Russia was responsible for spreading and amplifying 

(dis)information to this movement via its traditional and social media channels. According to a 

report by Avaaz (2019) ‘[W]hen taking into account all videos related to Yellow Vests (as 

measured by whether the term yellow vests was mentioned in either the video title or description), 

RT France accumulated more views than Le Monde, L’Obs, Le Huffington Post, Le Figaro, and 

FRANCE 24 combined (30M compared to 24M)’. RT’s coverage of the gilet jaunes protests was 

marked by provocation and one-sided coverage, going so far as to film a crowd of protesters 

gathered in front of the news crew shouting ‘Thank you, RT! Thank you, RT!’ which was 

published on their YouTube channel. As an example of the (dis)information, during the protests, 

Sputnik and RT had falsely claimed that most French police no longer supported Macron and 

showed a video from the French town of Pau of officers removing their helmets, which they said 

was a sign of solidarity with protesters. After a denial from the authorities involved, one of the two 

stations, Sputnik, was forced to issue a correction. The (dis)information campaign was prominent 

enough to prompt a French government investigation into its links with the Russian government 

(Matlack and Williams 2018). 

 

Russian hybrid interference as a challenge against trust in liberal democracies? 

 

 
10 The (dis)information campaign was intensified by media in the US working with the campaign of Marine Le Pen. 
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The Russian hybrid interference in France, Germany and the UK has, as we have seen, intensified 

in recent years (Bechis 2021, Hague Center for Strategic Studies 2019, Thomas 2019, Wigell 2019, 

Vilmer 2018). This fact has raised serious concerns among targeted governments and societies. 

The Russian action inserts itself in an already fragile socio-political landscape, where the current 

crisis of Western democracy reveals a certain erosion of the social contract and tension between 

government and citizens, as well as among different civil society groups (OECD 2021). Hence, it 

is worth noting that Russian hybrid interference is not responsible for the many crises we have 

seen in Western democracies in recent years, such as Brexit or social upheaval related to the gilet 

jaune movement. However, Russian cyber and (dis)information operations in Western Europe 

have found plenty of opportunities to exert leverage on existing socio-political pressure points. 

 

The Russian (dis)information ecosystem appears to find elections or referendums particularly 

vulnerable moments for democratic states; hence, hybrid interference activity increases during 

such periods (Henschke, Sussex, and O’Connor 2020). Elections or referendums are critical 

moments for democratic systems; they allow leaders to engage with their citizens openly and 

inclusively and further allow communicative exchanges among citizens that inform their 

preferences and ground the legitimacy of public debate (Habermas 1996 and Young 2000 in 

McKay and Tenove 2020). Voting processes in Western democracies thus provide the ideal 

context where any actor can voice an opinion and where all types of information can proliferate 

largely unchecked (Rosenberger and Gorman 2020). Russia’s use of hybrid interference may thus 

be of more concern in the periods around significant democratic processes such as referendums or 

elections, when more of the public may be seeking information, and emotions about political issues 

are more commonly expressed. The cases we have seen in the previous section demonstrate that 

with few initial participants, correct timing that coincides with democratic efforts and carefully 

produced content that plays on the emotions of that population may allow the (dis)information 

operations to reach a broad audience. Such conditions potentially provide a window of opportunity 

to target two types of trust: horizontal and vertical. 

 

In terms of vertical trust, there were attempts in all three country-cases to delegitimise elections 

and referendums, and create distrust in the procedures, candidates, infrastructure, and institutions 

that supported them. Through (dis)information, efforts were made to paint government authorities 

as corrupt, beholden to foreign interests, or out of touch with their populations, to create a vertical 

trust wedge between the government and society. For example, in the British case, Russian hybrid 

interference managed to produce distrust in the UK and Scottish government’s management of the 

2014 Scottish Referendum and even provoked calls from some Scottish social groups for a revote. 

The 2016 Brexit Referendum was accompanied by cyber-attacks against technical infrastructure 

to further erode trust by demonstrating the lack of the British government’s capability and 

preparedness to defend against such assaults. These events were assessed to be part of a possible 

Russian ‘pre-positioning’ strategy, which involves a ‘process of exploring and securing an entry 

point in a network that now, or in the future, could be used to disruptive effect’ (UK Government 

2020).   
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Similarly, in the case of Germany, the hacking of the Bundestag revealed the German state’s lack 

of preparedness and inability to protect its data and that of its citizens. The vertical trust wedge 

strategy was amplified by the ‘Lisa Case,’ which attempted to falsely portray the government as, 

on the one hand, unable to protect its citizens from attacks or unwilling to investigate appropriately 

and, on the other, as incapable of stopping irregular migrants from crossing its borders. In the 

French case, the hybrid interference campaign attempted to create wedges between the electoral 

candidates and voters by releasing forgeries and misleading information, prior to, and during the 

election period, as well as during the subsequent gilet jaune protests, which challenged the 

legitimate authority of Macron’s government and the state institutions. The (dis)information 

campaign that flowed from Russia’s hybrid interference ecosystem attempted to sow division in 

the vertical trust by falsely claiming that police had lost trust in the government and were siding 

with the gilet jaune protesters, leading to a challenge of legitimacy for the French state. As in the 

other two country cases, the (dis)information in France was accompanied by cyber-attacks. The 

attack against TV5Monde had crippled its ability to broadcast information and was designed to 

signal to the target, and the wider French public, that the government could not be trusted to defend 

them. These actions suggest that Russia utilized its hybrid interference to not only create or add to 

inter-societal turbulence and uncertainty in the short-term but also to target, as part of a longer-

term campaign, the trust they had for their leaders and institutions.  

 

Russia’s hybrid interference into France, Germany and the UK has benefited from their liberal, 

open society set-up in terms of both freedom of expression as well as relatively lax internet 

regulation. Russian actors who seek to manipulate public discourse thus have taken advantage of 

the anonymity and openness of the internet, particularly on social media. In the cyberspace domain, 

democratic governments often find it challenging to balance their two primary responsibilities, i.e., 

the will to protect citizens from misleading and false information and the obligation to ensure the 

constitutionally enshrined freedom of expression in the form of a relatively unregulated democratic 

public discourse (Morgan 2018). Thus, Russia strategically applies pressure in this domain, 

knowing governments find themselves in a complex ‘catch-22’: they are faced with several 

options, all of which have the potential to erode the fragile trust between citizens and governments. 

First, by not responding to these campaigns, Russia is left to continue utilising techniques that 

would, in the longer term, erode vertical trust between citizens and their governments. Further, if 

governments do not respond promptly to hybrid interference campaigns, they may lose the 

opportunity to do so adequately and with the fuller consent of their constituents in the future. This 

is because building adequately intrusive cyber defences requires governments to draw on a 

‘considerable reservoir of trust’ from the public (Abramson 2017), a reservoir that could be 

significantly eroded before they can take meaningful protective measures. Finally, if they do 

succeed in responsively building intrusive cyber defences or introducing limitations to digital 

expression, although these measures would potentially lessen the impact of Russia’s interference, 
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they would still serve its longer-term goal of eroding trust, as the measures would be seen as an 

infringement upon civil liberties.11  

 

Equally, on the horizontal level, trust among citizens in Western democracies has been targeted by 

Russian hybrid interference. This, in part, is an intended consequence of creating turbulence at the 

societal level. For example, in the 2014 Scottish Referendum, the Russian government attempted 

to create horizontal distrust between supporters and opponents of Scottish independence. This 

process was repeated during the 2016 Brexit Referendum, where the hybrid interference campaign 

targeted the Leave and Remain camps, with additional rhetoric inserted to inflame tensions from 

right-wing Leave supporters and fringe party members, with favourable one-sided coverage for 

particular beneficiaries of the (dis)information campaigns. The Russian strategy continued even 

after the Brexit referendum through Operation Secondary Infektion to further sow horizontal 

divisions by focusing on anti-immigrant rhetoric and attempting to stoke tensions over the border 

issue in Northern Ireland. Michael Murphy, former deputy chief of the Irish Defence Force’s 

military intelligence section, commented that Russia liked to exploit these wedge issues because 

they result in ‘long-term division, no matter the result…in the UK they’ve created a division 

greater than ever before’ (Gallagher 2020). 

 

In Germany, attempts were made to create horizontal trust wedges between the Russlanddeutsch 

and Russian-speaking immigrants from post-Soviet states in one camp and migrants from Middle 

Eastern and North African states in the other, on the societal level. In the French case, a similar 

formula was used, which included a hybrid strategy of (dis)information and cyber-attacks to sow 

horizontal divisions. The attack on TV5Monde and the subsequent false posts purporting to be 

from Islamic militants were an attempt to stoke tensions between France’s Muslim minority and 

other segments of its population, which was especially strategic as it happened after the Charlie 

 
11 An example of governmental response to some of the events documented in this study, is the UK government’s 

Defending Democracy programme, which focuses on electoral integrity and online transparency. The government 

pledged to create a penalty aimed at electoral interference, including acts to manipulate someone’s vote (UK 

Parliament 2019). In addition, the UK Elections Act 2022 included several reforms billed by the Conservative Party 

as ‘protecting the integrity of UK democracy’. One change focused on a digital imprint requirement which requires 

disclosing the person or entity which produces campaign material (House of Commons Library 2022). Similarly, the 

law will give new powers to the Minister for the Cabinet Office in defining campaigning and includes penalties for 

groups attempting to participate covertly in such activities while obscuring who is financing and organising their 

efforts. France and Germany have acted at the EU level. The EU ‘Code of Practice on Disinformation’ of 2018 focuses 

on the channels of hybrid interference, i.e., Facebook, Google, Twitter, Mozilla, Microsoft and TikTok (Harrison 

2021). The 2018 code focuses on five core commitments which include: a commitment to disrupt the incentives of 

(dis)information sources, ensuring transparency in advertising, clear policies on the use of automated software (bots), 

investment in technology that prioritise the presentation of verified and relevant information, and the commitment to 

support good faith independent efforts to tackle (dis)information. The EU Digital Services Act of April 2022 further 

deepens this commitment to creating a safer digital space by holding digital platforms to greater accountability in, 

among other aspects, moderating content, preventing the spread of (dis)information, and imposing sanctions, up to the 

threat of a total ban within the EU, for repeated breaches of these responsibilities (European Commission 2022).  
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Hebdo attacks. Similarly, attempts were made to polarize the population based on political 

orientation during the 2017 elections by providing a platform to fringe movements and parties by 

echoing their rhetoric in social and traditional media. As in other campaigns, a media platform was 

provided to a Eurosceptic party that was seen as a challenger to more mainstream and moderate 

political parties, the party of Marine Le Pen. This strategy not only created horizontal distrust 

between voters but also sowed discord and uncertainty within France’s and Europe’s political 

establishment. In 2019, during the gilet jaune protest, further attempts were made to deepen 

polarisation between different citizen groups, including supporters and opponents of the Macron 

administration and his policies. 

 

At the European level, statements from various institutions representing the targeted states of 

France and Germany echo fears of hybrid interference’s impact on trust. One of the earliest 

resolutions produced on this topic during the period of study was the European Parliament (2016) 

resolution on EU Strategic Communication to Counteract Propaganda against it by Third Parties, 

which noted ‘the huge resources dedicated to propaganda activities by Russia and the possible 

impact of hostile propaganda on decision-making processes in the EU and the undermining of 

public trust.’ This problem was further recognised and began to be tackled by the Action Plan 

Against Disinformation produced by the European Commission (2018), which concluded that 

‘Disinformation is a major challenge for European democracies and societies…Disinformation 

undermines the trust of citizens in democracy and democratic institutions…This can have 

considerable adverse effects on society across the Union…’ Further, a communication produced 

jointly by the European Commission and High Representative of the European Union for Foreign 

and Security Policy (2020), also noted that hybrid interference attacks democratic institutions and 

sows mistrust. 

 

In Britain, the British House of Lords, in 2019, commissioned a select body, the Democracy and 

Digital Technologies Committee, to study and find ways to tackle (dis)information, among other 

phenomena. In a report entitled, ‘Digital Technology and the Resurrection of Trust,’ the committee 

reported that the UK was living through a ‘pandemic’ of disinformation, and further stated: ‘If 

allowed to flourish, these counterfeit truths will result in the collapse of public trust, and without 

trust democracy as we know it will simply decline into irrelevance. The situation is that serious. 

In the digital world, our belief in what we see, hear and read is being distorted to the point at which 

we no longer know who or what to trust.’ (House of Lords 2020) 

 

These quotes demonstrate our contention that trust wedges are designed to create or augment 

turbulence in Western societies, often with the primary objective of making governability within 

targeted countries as complex as possible. Governments fear losing their ability to provide 

cohesion among and/or legitimate authority over various parts of their population. Moreover, the 

effect of the degradation of horizontal trust over time weakens the socio-political contract of the 

polity, and individual citizens may begin to feel alienation from their fellow citizens. In the void 

left by their government’s potential inability to channel the common purpose of the polity, fringe 

or radical groups may enter the social debate. The splintering of the common focus in public 

discourse generates further alienation, disengagement, and frustration, continuously feeding the 
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cycle of trust degradation at the horizontal and vertical levels. Over time, weakened social cohesion 

can begin to unravel the basis for a liberal and pluralist democracy.  

 

Conclusion 

 

The paper elucidates and connects the various ways Russia targets trust by finding and exploiting 

weaknesses in the cyber and information domains. By analysing the documented acts committed 

against the United Kingdom, France and Germany, we laboured to contribute to understanding the 

rationale and processes Russia utilises to erode trust and heighten societal polarisation. Such 

examples included targeting the bonds between the different groups, their governments, and the 

governments of various states. We found that Russia is targeting Western liberal democracies 

through an approach that uses cyber operations working in tandem with (dis)information produced 

by an ecosystem of state and semi-state actors – a system that includes outlets of traditional and 

social media, different societal groups, political parties, and their accompanying interests to create 

uncertainty and turbulence in the short-term but which may carry the longer-term risk of eroding 

trust in various ways.  

 

The cases elucidate how intensifying interference activity in the cyber and information domains, 

combined with new channels of dissemination and enhanced sophistication in reaching audiences, 

presents new challenges for targeted entities. The evidence we presented sought to demonstrate 

how hybrid interference may be realised through events that seem unrelated but are, in fact, 

complementary occurrences for a larger strategy of eroding trust. To this end, we have elaborated 

upon how various types of interferences, whether through hacking and leaking forgeries, attacking 

technical infrastructure, spreading (dis)information during democratic processes, or other 

instances may be understood through the framework of horizontal and vertical trust. Thus, the 

study’s main contribution is to demonstrate how Russian actions, whether technical or 

informational, are used as part of a strategy to undermine horizontal and vertical trust.  

 

While foreign interference is not new, today’s combination of democratic demands, rising levels 

of distrust in government, relatively unregulated social media environment, and vulnerable 

technical infrastructure provide an attractive entry point for foreign actors to meet their objectives. 

The authorities and institutions in the country-cases rightfully emphasise their fears about the 

consequences of undermining these horizontal and vertical ties in their societies and on the 

foundations of democracy. The risks associated with such interference are of fundamental 

importance because they target trust, the tie that binds societies under a common idea with their 

governments. Once this tie is loosened, it opens the door for a wide variety of social and political 

pressures on Western societies.  
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