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Care robots for the common good: ethics as politics
Núria Vallès-Peris 1,2✉ & Miquel Domènech1

The development of care robots has been accompanied by a number of technical
and social challenges, which are guided by the question: “What is a robot for?”
Debates guided by this question have discussed the functionalities and tasks that
can be delegated to a machine that does not harm human dignity. However, we
argue that these ethical debates do not offer any alternatives for designing care
robots for the common good. In particular, we stress the need to shift the current
ethical discussion on care robots towards a reflection on the politics of robotics,
understanding politics as the search for the common good. To develop this
proposal, we use the theoretical perspective of science and technology studies,
which we integrate into the analysis of disagreement inspired by a consensus-
dissensus way of thinking, based on discussing and rethinking the relationships
of care robots with the common good and the subjects of such good. Thus, the
politics of care robots allows for the emergence of a set of discussions on how
human-machine configurations are designed and practiced, as well as the role of
the market of technological innovation in the organisation of care.
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The consensus debate on functionalities

Care robots are progressively being introduced into nursing
homes, hospitals, and schools, among others environ-
ments, as pilot or experimental programmes (Savage,

2022). They are designed to perform caring and assistive activ-
ities. However, this process was exacerbated by the COVID-19
pandemic. There has also been a significant increase in the nar-
rative about the importance of robots in the economy and society.
This issue is accompanied by relevant challenges, which are
commonly found in public debates from a functionalist approach:
Technologies are designed to solve a problem or fill a need.
Consequently, robots are assessed according to their ability to
realise the end to which they were designed. From this perspec-
tive, the discussion of their effects and controversies mainly
focuses the normative aspects of the goals or the quality of the
way in which technologies function (Verbeek, 2006). Accordingly,
from the common-sense concept of functionalities, the debates
about the role of robots in society have been guided by the
question: “What is a robot for?” For example, could they be
designed to feed a person with reduced mobility (Sharkey and
Sharkey, 2011)? Would it be appropriate to use robots to provide
palliative care for a person in the final days before their death
(Sharkey and Sharkey, 2012; Sparrow, 2016)? Could a robot be
designed to watch over a baby while they are at home alone
(Vallor, 2011)? These questions revolve around whether certain
functionalities can be delegated to a robot or, similarly, if it is
appropriate or not that some functionalities can be designed for a
robot (Santoni de Sio and van Wynsberghe, 2016). This opens an
important debate about issues related to what care or assistive
tasks can be delegated to a machine that do not harm human
dignity or take away the humanity of care (Savela et al., 2018).
These primary preoccupations are accompanied by other more
complex debates that are entangled with the functionality dis-
cussion, specifically around the possibility of deception (Sharkey
and Sharkey, 2011), the autonomy of the person, the liability in
case of damage or harm (Matsuzaki and Lindemann, 2016), and
the confidentiality of data collected during the execution of these
tasks (Jenkins and Draper, 2015).

From this approach, a series of normative proposals have been
developed to guarantee the good care of the elderly, children or
people with some kind of disability when a care robot is intro-
duced (Vandemeulebroucke et al., 2018). Suggestive proposals
have also been developed in the design process of this type of
artefact—that is, the Care Centered Value-Sensitive Design of van
Wynsberghe (2013)—which integrate the academic debate on the
moral values embedded in technologies (Verbeek, 2008).
Although these proposals broaden the discussion of functional-
ities, they establish a link between ethics and morality, and
develop a series of normative proposals that continue to revolve
around how to design robots to best fulfil their mandated care
functions.

The “what for” question that guides current debates is part of a
general drive towards infusing robotics and artificial intelligence
with ethical guiding and thinking, assuming that care robots are
good for all, and contribute to the common good or to the social
good (Berendt, 2019). There are multiple legitimate answers to
the “what for” questions that articulate the functionalist debate.
However, discussing care robots for good or the common good
only in light of the ethical debate is extremely problematic. To
which community do robots contribute? What is the problem
that robotics can solve? Who defines this problem?

The ethical discussion on functionalities is not the only one, as
shown (for example) by the ethical debate about the agency of
robots (Coeckelbergh, 2015; Gunkel, 2007) or the discussion

about their moral status (Danaher, 2021). However, we consider
the ethical debate on functionalities to be the dominant one in
technologies (Verbeek, 2004) and the dominant discussion about
whether care robots respond to what we consider to be the good.
For this reason, we take this type of discussion as a discussion of
consensus, in which the various interlocutors pose the problem in
a way in which they understand each other.

Disagreement in care robots
Based on this consensus, and taking Jaques Rancière’s thinking,
we propose to investigate disagreement as a form of political
discussion about care robots. In this way, the politics of robotics
may be understood as a discussion about the common good that
entails disagreement and conflict in relation to how care problems
are defined, how these problems are responded to, and who
defines them. Using Rancière’s terminology, robots propose a
certain distribution of the sensible (Rancière, 2019): what is pos-
sible and acknowledged; and with its sensors, algorithms and
automated responses, these artefacts configure what is felt, heard,
seen, and perceived within a physical and a symbolic space.
However, robots are not stabilised artefacts, they are open to new
imaginaries and interactions (Vallès-Peris and Domènech, 2020).
Based on the identified consensus position, a set of dissent
arguments on how care is approached by care robots can be
identified. At the same time, other voices can be introduced,
proposing other configurations, which enunciate the questions in
other ways.

Dissensus about the problems that robots attempt to address.
For Rancière ‘Politics[…] is equality as its principle. And the
principle of equality is transformed by the distribution of com-
munity shares as defined by a quandary: when is there and when is
there not equality in things between who and who else? What are
these “things” and who are these whose?’ (Rancière, 1999). The
analysis of the politics of care robots is the interest in paradoxes,
in the scandals that shake the foundations of what is meant by
community and care. What is the care that such artefacts refer to?
How do robots participate in the community of care? And, in
what way? At least three forms of dissent or tensions can be
identified in the way in which robots approach care:

Tension 1. Although it may seem obvious, it does not hurt to
begin by remembering a key assumption in the debate on func-
tionalities—discussing what tasks can be delegated to a robot, or
how these tasks can be executed ethically and responsibly, implies
the assumption that robots are a solution to something, whatever
that may be. In other words, although the use of humanoid robots
that are endowed with a certain degree of autonomy to care for
dependent people in everyday environments is not a real possi-
bility at present (Maibaum et al., 2021), the assumption of their
existence as a solution is a matter of fact (as demonstrated by the
large investments in this area, the volume of business generated,
and the lines of research that have been carried out in this area).

Tension 2. Choosing which tasks can be delegated to a robot
assumes that care operates with the same logic as productive
work. The translation of the model of the robot in the factory is
embedded in this discussion: The tasks that are performed by
industrial robots are conceived for doing dirty, dull, and dan-
gerous jobs (the triple D model). This model is applied to caring
robots, which means that everyday caring activities are conceived
of as being fragmented into small pieces. These individual frag-
ments are thus organised hierarchically—those with less value,
those that are heavier, and those that are more tedious can be
delegated to the robot (such as cleaning, repeating the same thing
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many times to dementia patients, giving medication, feeding,
etc.). Meanwhile, the most valuable tasks (related to affections
and emotions) cannot be delegated and must be kept in human
hands (Vallès-Peris and Domènech, 2020).

Tension 3. To decide what functionality or care tasks can be
designed to be delegated to a robot is based on an ontological
principle that humans and robots are two separate entities
(Suchman and Weber, 2016). “We” humans reflect on what kind
of functionality can be delegated to “them”, the machines. This
separation is reinforced with an argument that is commonly used
in regulatory frameworks and ethical recommendations about
artificial intelligence (AI) and robotics, that of “the human in the
loop” (Steels & Lopez de Mantaras, 2018). This refers to the idea
that we need to preserve meaningful human control over auto-
mated decisions carried out by a robot. “The human in the loop”
is meant to anticipate and reject the proposition that any form of
oversight over automated decisions constitutes “human control”,
as if robots and the AI systems were not designed, produced, and
maintained by humans.

Other voices: the experiences of patients in a care crisis. If we
agree that a guiding objective is to design care robots for the
common good, then a major question will be, what does the
“common good” consist of? This term is not uniquely defined, but
in a vague manner it can be understood as the aim to be good for
all (Berendt, 2019). Again, the next question will be what “the
good” consists of? Here, the answer will depend on the part of the
common or the community that defines the good and the pro-
blems to achieve it.

Community, as politics, is linked to the notion of equality.
From a Rancièreian perspective, equality does not respond to any
foundational characteristic but it is understood as the count of the
parts that make up a community, in a recount that is always
erroneous and incomplete (Rancière, 2004). What are the parts of
the community that have a voice in the controversies surrounding
technological development? As sociologist de Sousa Santos (2016)
explains, the epistemological and experiential distribution of fear
and hope is defined in a way that tends to benefit social groups
with greater access to scientific knowledge and technology. For
these groups, precaution and constraints are something negative
that slows down the progress of science and technology. However,
for those groups with little or no control over the development of
knowledge and technology, uncertainty has no voice because they
live in a cognitive injustice in which their knowledge and
experiences place them in an inferior position in a world that is
defined and legislated by powerful and alien knowledge. For
them, will the benefits of care robots outweigh the losses? Who
will reap the benefits? And, who will reap the losses?

In the discussion about care robots, some voices count more
than others: different social groups are not equal in their capacity
to impose their logic or their interpretation of care inscribed in
technology (Vallès-Peris and Domènech, 2020). We know that
the large volume of business and economic benefits that are
generated by care robots are not distributed equally among the
various social groups. This undoubtedly, as de Sousa Santos
(2016) points out, affects the different concerns that various
groups have about these robots, and also the recognition and
capacity of these concerns to articulate the debate.

To develop a political reflection on care robots, it seems to be
essential to look into the conflicts and concerns of those parts of
the community that do not usually define the debate on robotics.
Tensions are declared and disagreement appear when the needs,
fears, and hopes of the main actors involved in healthcare
relationships are taken into account. In this way, we base our

arguments on a research project that involved hospitalised elderly
patients during the first and second waves of the COVID-19
pandemic (Vallès-Peris et al., 2021). The main aim of this
research was to ascertain if patients would accept the use of
robots for performing caring activities in the hospital, and to
ascertain their motives and under which circumstances they
based their preferences. The two results conclude that:

Patients’ perspectives on caring robots are ambivalent: On the
one hand, they preferred to be cared for and to perform care
practices with humans; while on the other hand, they
considered that it could be very positive to introduce robots
to take care of human beings, assisting carers and medical
personnel, and (if necessary) replacing them.
This ambivalence is not related to the different care tasks or
functions that are delegated to a robot, but with a context of
high pressures on the health system and a lack of resources. At
the beginning of this situation, patients assume an individual
and collective responsibility to facilitate the proper functioning
of the system and the guarantee of health assistance.

The organisation of care as an economic and political decision.
The main issue of supporting patients’ acceptance of the use of
caring robots is their own experience of being hospitalised during
the first and second waves of the COVID-19 pandemic. Unfor-
tunately, experiences during the COVID-19 pandemic illustrate
the oversaturation and under-resourcing of the healthcare system,
exemplifying what the crisis of care advocates. Health systems
around the world are facing a complex issue—although there is
increasing expenditure and jobs allocated to healthcare, it is not
enough to respond to the ageing population or give the necessary
attention to its associated health problems, nor to the deterior-
ating key human health outcomes (Topol, 2019). The capacity of
a society to provide healthcare is expressed through fundamental
political decisions about how to organise services, to privatise or
support, and regulate or deregulate various forms of care. Small
and large expenditures in public health, the network of acute
hospital services and specialist medical care, the organisation of
social care services in residential, home, and community settings,
as well as the many types and formulas to facilitate childcare
provision and organise the provision of care and healthcare
guarantee more or less care for citizens (Fine and Tronto, 2020).
It seems then that we are faced with a large political issue, which
relates to the organisation and formulation of measures and
policies of all kinds to ensure the provision of health and care for
the population.

When patients consider the introduction of robots as a
desirable way to respond to the saturation of the healthcare
system, even though they prefer a relationship with humans, they
are not conditioning it to the functions that could be delegated to
a robot. Their ambivalence is not related to the artefact but rather
to the context, and therefore patients refer to two characteristics
of care that differentiate it from productive work—responsibility
and bidirectionality. The core idea of the ethics of care is that
people are interdependent beings who move in relationships of
responsibility and mutual support (Puig de la Bellacasa, 2017). If
we take the response to the “why” and not to the “what for”, then
we need robots that facilitate and ensure that societal systems
could provide healthcare and good care. This means that we
cannot translate the conceptualisation of the factory robot to the
daily life of care relations because these relations operate in
accordance with another logic and not with the strongly rule-
based environments of task fragmentation or the economic
efficiency of factory manufacturing (Vallès-Peris and Domènech,
2020). In summary, from this perspective it makes little sense to
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discuss what functionalities or tasks can be done by a robot
because this conceptualisation is not accurately suited to mobile
robots in dynamic care processes and relationships, and
consequently does not guarantee the provision of good care.

The double displacement in robot politics
Up to this point, the proposed political reflection on care robots
follows a certain route:

● The robotics of care is part of a socially available narrative
that arises in response to the provision of care, which
assumes that there is a problem in this provision, the so-
called ‘care crisis’. When faced with this situation, care
robots are imagined to be used to mitigate the lack of
personnel. Although this is neither technologically feasible
nor aligned with good care, the expectation that robots will
somehow address the care crisis remains.

● The dominant debate (or the consensus position, in
Rancerian terms) assumes this starting position of a care
crisis and is articulated around the functions that the robot
could perform to alleviate the crisis, and the moral and
normative controversies that this would entail.

● Against this consensus position, we identify a series of
tensions in the debate on robotics for the common good
and introduce the experience of people who have lived
through a situation attributable to the care crisis.

This analysis based on a consensus-dissensus process, which
leads us to a double displacement movement (which we will
explain below): (a) instead of focusing on the robot, we should
shift the focus of the debate to the human-machine configuration
and to the community in which the robot participates; and (b)
instead of locating the common good in the negotiation of ethical
norms and recommendations, we should shift it towards a pro-
cess of rupture and continuous conflict.

Human-machine configurations. From an STS approach, it is
understood that when technologies are used, they help to shape
the context in which they fulfil their function. This is described as
“technological mediation” (Latour, 1998). Robots mediate the
experiences and practices of their users, help to shape the quality
of our lives, and, more importantly, they help to shape our moral
actions and decisions (Verbeek, 2006). When robots are used in a
hospital or another healthcare setting to support caring activities,
they participate in the caring relations in that scenario and
contribute to care. Care has always been carried out with tech-
nologies (e.g., wheelchairs, hearing aids, telecare systems, etc.),
and technology is not the opposite of care. Instead, artefacts and
humans are part of the same assemblage of care relationships
(Latimer & López Gómez, 2019). Robots mediate the way in
which we understand and perform caring relations, just as the
robot is reconfigured from the assemblage of care relations in
which it participates. However, as part of the same process, for
the bidirectionality of care with artefacts (Lipp, 2022), robots also
mediate the maintenance of the health system, and how we care
for the saturation of its professionals and ensure the care of
others.

If we understand technologies as part of that framework that
shapes our ways of seeing, saying, and feeling that mediates our
relationship with the world, then care robots and the consensus
around them (in this case, we take the debate on functionalities)
are part of a certain way of conceptualising problems from certain
collectives. In this sense, in Rancerian terms, the idea of
technological mediation would be associated with how artefacts
materialise a certain distribution of the sensible.

Focusing the debate on the possible functionalities of the robot
is only possible from the idea of two separate entities.
Nevertheless, if care is produced in the assemblage in which
humans and technologies participate, then the debate must focus
on how human-robot configurations are designed to ensure the
provision of good care. These configurations must also take into
account the traditionally unfair and precarious working condi-
tions of care labour, with high exploitation and low wages
(especially for migrant women) (Lightman, 2022), as well as the
high informality (mainly family) and irregularity among care
workers (in health, social work and domestic services) (Jokela,
2019). The lack of sufficient public support to organise and
practice care and care work (Fine and Tronto, 2020) articulates
how community of human-machine configurations are designed
and practiced. How are these questions integrated when we
design how a robot and a nursey assistant collaborate to feed a
person with severe reduced mobility? How does the hospital
management organise the coordination between healthcare staff
and robotic systems to avoid the burnout of professionals? Which
methodologies can roboticists use to integrate the patient’s care
needs in the robot’s design? Do care robots materialise a highly
precarious and irregular working context? Or, they are materi-
alising a distribution of the sensible in which these issues are not
considered relevant?

Care as an alternative to the market. A possible idea that
emerges when we look at disagreements is that to design care
robots for the common good, we need a model of human-
machine configurations that is not based on the industry model.
In this sense, instead of taking the logic of industrial production
and efficiency as a reference, we can take care as a starting point
for our social and political theories, a theory that offers an
alternative to the currently prevailing paradigm of market fun-
damentalism (Tronto, 2018).

In the face of the logic of production, the ideological challenge
of care is based on the idea that people, rather than being market
creatures, are creatures who live in relationships of mutual care.
For interdependent lives to be possible in the world in which we
live, there have to be some forms of care that take place
somewhere in this world that make it possible to live in it (Puig de
la Bellacasa, 2017). This idea of interdependence as a common
element of our lives, and of the relationships we establish between
ourselves and our environment, conflicts with the notion of the
care crisis. Without care, our lives, artefacts, the world, and life as
we understand it would not be possible. From this point of view,
instead of talking about the crisis of care, we could talk about the
crisis productive and efficiency logic of care—the crisis of the care
market.

Thus, the political debate on care robots (i.e., care robots for
the common good) does not take as its starting point the
necessary search for an alternative to the provision of care but
rather possible emergence of the discussion on the search for an
alternative to the market as a regulator of relationships. From
some perspectives, it is argued that the market economy has never
existed and could be considered a utopian (or dystopian) ideal
(Dupuy, 1991; Graeber, 2015; Polany, 2015; Tronto, 2018)
because a society that is discarded and tyrannised in the service
of the market would become an accessory to the economic system
and the latter would end up destroying everything. Consequently,
the market economy constantly generates political and social
mechanisms that limit its logic to ensure its own survival. Thus, a
debate about the role of the market of innovation in care does not
refer to the functionalities of the robot but to how robotics are
entangled in care’s organisation: How is the budget of health
programmes distributed between technological innovation
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programmes and improving the working conditions of nurses and
auxiliary staff? How is the goodness and wellbeing of using care
robots distributed among the different social groups? And, what
are the benefits?

Conclusions
To ensure that the introduction of caring robots responds to the
common good, a shift in the ethics debate currently guided by
robots’ potential functionalities is necessary. In this comment, we
defend the need for a political debate on care with robots as a way to
interrupt ‘the distribution of the sensible’. If the objective to develop
care robots is to improve healthcare and provide good care, then the
discussion needs to go beyond the question of functionalities.

Within this aim, we use Rancière’s notion of politics: politics as
the disruption of the visible and describable order of the com-
munity. Robotics for the common good is thus a constant search
for those experiences that are not contemplated with care robots
or in the debate on robotics, a movement between consensus and
dissent. Disagreement is not the ultimate goal, nor the estab-
lishment of a series of recommendations and rules, but the goal is
the movement between what makes care robotics possible in a
market context and the rupture of the order of the sensible that
this context offers. Thus, our discussion towards robotics for the
common good is based on countering the logic of the market with
the priority of organising and providing care, the way in which
caring responsibility is entangled in the design of the artefacts, as
well as on new ways of approaching human-machine
configurations.

Data availability
Data sharing is not applicable to this research as no data were
generated or analysed.
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