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The orbital magnetoelectric effect (OME) generically refers to the appearance of an orbital mag-
netization induced by an applied electric field. Here, we show that nanoribbons of transition metal
dichalcogenides (TMDs) with zigzag (ZZ) edges may exhibit a sizeable OME activated by an elec-
tric field applied along the ribbons’ axis. We examine nanoribbons extracted from a monolayer
(1L) and a bilayer (2L) of MoS; in the trigonal (H) structural phase. Transverse profiles of the
induced orbital angular momentum accumulations are calculated to first order in the longitudinally
applied electric field. Our results show that close to the nanoribbon’s edge-state crossings energy,
the orbital angular momentum accumulations take place mainly around the ribbons’ edges. They
have two contributions: one arising from the orbital Hall effect (OHE) and the other consists in the
OME. The former is transversely anti-symmetric with respect to the principal axis of the nanorib-
bon, whereas the latter is symmetric, and hence responsible for the resultant orbital magnetization
induced in the system. We found that the orbital accumulation originating from the OHE for the
1L-nanoribbon is approximately half that of a 2L-nanoribbon. Furthermore, while the OME can
reach fairly high values in 1L-TMD nanoribbons, it vanishes in the 2L ones that preserve spatial

inversion symmetry.The microscopic features that justify our findings are also discussed.

I. INTRODUCTION

The possibilities of utilizing the electronic orbital an-
gular momentum (OAM) degrees of freedom to transmit,
process, and store information in solids has increased in
recent years [1-6]. Two relevant phenomena contribute
to make this feasible: the orbital Hall effect (OHE) and
the orbital magneto-electric effect (OME).

The OHE consists in the generation of a transverse
OAM current induced by a longitudinally applied elec-
tric field. It provides a way of producing electrically
controllable OAM currents that can be injected into a
variety of materials and eventually used to drive magne-
tization dynamics in spin-orbit coupled systems [7-11].
The OME describes the advent of an electrically induced
orbital magnetization. Over the years it has received
different names such as orbital Edelstein effect, kinetic
magnetoelectric effect, orbital gyrotropic magnetoelectric
effect (just to mention a few) that distinguish the mecha-
nisms involved and characteristics of the systems where it
occurs [12-14]. Tt has potential application for the devel-
opment of data-storage orbitronic devices, and has been
investigated in diverse materials [14-22]. It is noteworthy
that both the OHE and the OME do not require the pres-
ence of spin-orbit interaction to take place and, therefore,
broaden the spectrum of materials that can be useful for

* tarik.cysne@gmail.com

spin-orbitronic applications. Two-dimensional (2D) ma-
terials provide a fertile ground for prospecting elements
with such characteristics [23-32]. Several of them have
multi-orbital band structures that enable the appearance
of interesting OAM phenomena. In particular, transition
metal dichalcogenides (TMDs) comprise prospective can-
didates for applications in orbitronics. These materials
exhibit orbital textures that underlie the OHE even in its
insulating phase [25-27, 33-35], where non-trivial topol-
ogy associated with the OAM is beginning to be unveiled
[26, 36-38].

Up to linear order in the applied electric field the mag-
netoelectric effect may be described by the magnetoelec-
tric susceptibility tensor & defined by:

M=) "a"el. (1)
J

Here, i and j denote the Cartesian directions (x,y, z), M*
and &7 represent the components of the induced magne-
tization and applied electric field, respectively, and o’/
symbolize the matrix elements of &. There are two con-
tributions to M': one extrinsic (Boltzmann-like) involv-
ing intra-band electronic scattering only, induced by the
disorder; The other is intrinsic (Kubo-like) and is en-
tirely determined by inter-band transitions between sta-
tionary electronic states. Parity and time reversal sym-
metries play a fundamental role in both contributions.
For instance, a necessary condition for the appearance of
the extrinsic contribution is parity symmetry (P) break-
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ing, while the intrinsic contribution requires time rever-
sal symmetry (7) to be also broken. In addition, when
both P and T are violated but PT is preserved, only
the intrinsic contribution survives [19, 39]. The elements
a' are also constrained by crystalline symmetries that
eventually determine the general form of &. The lack
of inversion symmetry, for instance, is a necessary, but
not sufficient condition for the existence of the extrinsic
contribution.

Here, we will work with non-magnetic TMDs that pre-
serve 7. In this case, the OME is activated by the intra-
band (extrinsic) contribution only, and corresponds to
an electric current-induced phenomenon. A detailed list
of the crystalline point groups that allow finite magneto
electric effect is given in Refs. 21, 22. An unsupported
2D monolayer of MoSs in the H structural phase belongs
to the Dg3p point group symmetry, for which all elements
a'¥ = 0 and hence no OME is expected to take place—
even though inversion symmetry is broken [21, 22]. In
order to enable the appearance of the magnetoelectric
effect, it is necessary to reduce its crystalline symmetry.
One way of achieving this is by straining the material,
as reported in references [40-43]. Another is to couple
the TMD layer to a suitable substrate that changes the
system’s symmetry [44, 45] to allow the magnetoelectric
effect to occur. Here, however, we do it geometrically by
considering nanoribbons with zigzag edges, which belong
to the C5, symmetry point group that allows nonzero
values of a**.

To explore the OME in these stripes we have calcu-
lated the transverse profiles of the OAM accumulations
induced by a longitudinally applied electric field for un-
supported ZZ-nanoribbons of H-TMDs. We chose MoSs
as an archetype of this family and examine nanorib-
bons extracted from both monolayer (1L) and bilayer
(2L) of this material. We start with a simplified three-
band model that provides a reasonable description of ZZ-
nanoribbons’ edge-states electronic structure [46]. Sub-
sequently, we employ a more comprehensive approach
based on density functional theory (DFT) calculations
for the electronic states, and verify that the main features
of the orbital responses obtained by the two methods are
in good agreement. We show that monolayer nanorib-
bons (1L-MoS5) exhibit relatively large orbital Hall and
magnetoelectric effects. In unsupported bilayer nanorib-
bons (2L-MoS3) the OME is absent due to the existence
of spatial-inversion symmetry, and the intensity of the
OHE is approximately twice the value obtained for the
1L-MoS> nanoribbon.

The paper is organized as follows: Sec. II is devoted
to the orbital response of unsupported nanoribbons us-
ing the three-band model. In Sec. III, we perform an
analogous study using DFT calculations that confirm the
main predictions obtained with the three-band model. In
Sec. IV, the physical aspects behind the orbital responses
are discussed based on the equilibrium charge distribu-
tion and orbital textures. Finally, in Sec. V we draw our
main conclusions. Technical details about the model and

methods are included in the appendices.

II. THREE-BAND MODEL CALCULATIONS

Here, we shall explore the orbital responses of the
unsupported nanoribbons using a simplified electronic
structure model for MoSy [46] that takes into account
three d-orbitals of the Mo atoms only, namely dg2_ 2, dgy,
and, d,2. The effect of the S atoms is introduced via per-
turbation theory. This concise model describes reason-
ably well the electronic spectra of ZZ-nanoribbons near
the crossing energy of the edge states (see Fig. 1), and
has the advantage of being computationally inexpensive
and easy to handle. The Hamiltonian of the three-band
model was deduced in Ref. [46] and is briefly reviewed in
Appendix A. The lack of the influence of substrate can
be achieved experimentally properly choosing materials
that do not interact significantly with MoS, [47] [see also
Sec. IV for further discussion]. Here, we neglect the
spin-orbit coupling of MoSs due to the weakness of the
spin response compared to the orbital one, as detailed
in Appendix D. The nanoribbons comprise N lines that
are labelled by ¢ = 1,2,..., N, as illustrated in Fig. 2.
The OAM accumulations induced at each line ¢ (6(L7))
by an electric field applied along the ribbon’s axis are
calculated using linear response theory as described in
Appendix B. We use the intra-atomic approximation to
describe the OAM operator. This should be a reason-
able approximation for MoSs within this energy range,
as discussed in Appendix D. The results are depicted in
Fig. 3 for 1L-MoSs (a) and 2L-MoSs (b) ZZ-nanoribbons
with N = 15 lines in breadth for two different values of
Fermi-energies (Ep = 1.0eV and 1.3eV).

We notice that the OAM accumulation profiles for
these values of Er are mainly concentrated at the
nanoribbons’ edges. For the unsupported 2L-MoSy ZZ-
nanoribbon they are clearly anti-symmetric with respect
to the central line (¢ = 8), as one would expect from a
finite OHE that takes place in bulk 2L-MoSs [26, 27].
However, for the 1L-MoSs nanoribbon, the profiles of
OAM accumulation are asymmetric, which indicates the
presence of an additional symmetric contribution to the
OAM accumulation profile coming from the OME, as dis-
cussed in Ref. [48]. A necessary condition for the ap-
pearance of this current-induced orbital magnetization
is spatial inversion symmetry breaking, which occurs in
zigzag stripes extracted from monolayers, but not from
bilayers. We reiterate that this is a necessary but not a
sufficient condition. Crystalline symmetries bring addi-
tional constraints to the occurrence of the magneto elec-
tric effect. As mentioned in the introduction, a pristine
unsupported 2D monolayer of MoSs belongs to the Dsj,
point group symmetry that forbids the manifestation of
the OME |21, 22]. However, when it is cut into a ZZ
nanoribbon, the point group symmetry reduces to Cs,
allowing the OME to take place.

To separate the OHE and the OME, it is convenient
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Figure 1. Electronic band structures of ZZ-nanoribbons ex-
tracted from 1L-MoS2 (a) and 2L-MoS; (b). Black curves
(left) represent the results obtained with the simplified three-
band model [App. A 1] and the red curves (right) results from
DFT calculations [App. A 2]. The horizontal dashed lines des-
ignate the energy where the edge-states cross. The shaded re-
gions illustrate the energy ranges that we explored with each
method.

to relabel the nanoribbons’ lines from ¢ = 1,...,15 to
¢ = —7,....,7. We then decompose the OAM accumula-
tion profile into symmetric (S) and anti-symmetric (A)
components given by

S(LZ)S/A = % (80z5) £ 8017 3)) . 2)

Fig. 4 illustrates the decomposition of the profiles de-
picted in Fig. 3 (a), evincing the relative intensities of
the two contributions.

We identify the anti-symmetric component & (LZ—)A
with the OHE contribution to the induced OAM pro-
file, and the symmetric one 6(LZ)®, which leads to a fi-
nite orbital magnetization when summed over all lines,
is attributed to the OME. This identification follows
the conventional literature on spintronics in nonmagnetic
Rashba systems in which spin Hall effects and Edelstein
effects are associated with antisymmetric and symmet-
ric profiles of the spin response, respectively [49-51]. We
note that the symmetric contribution changes sign when
the value of Ey varies from 1.0 to 1.3eV, indicating the
possibility of manipulating the direction of the induced
orbital magnetization with the use of gate voltages.

Figure 2. Schematic representation of MoS2 nanoribbons. (a)
Top view of ZZ-nanoribbon with N = 6 lines in breadth.
The electric field is applied along the Z-direction, where
the nanoribbon is assumed periodic. (b) Frontal view of
1L-MoS2 ZZ-nanoribbon. (c) Frontal view of 2L-MoSy ZZ-
nanoribbon.The red dot between the layers is the spatial in-
version symmetry center Z of the bilayer system.

In order to examine how both effects vary as functions
of Ep it is useful to introduce the quantities M*(EF),
which represents the current-induced orbital magnetiza-
tion associated with the symmetric component of the
OAM accumulation profile, and Y&y (Er) that measures
the anti-symmetric accumulation of orbital angular mo-
mentum on each side of the nanoribbon due to the OHE.
They are mathematically defined by

M* () = —252 ;W»S, (3)

where pp is the Bohr magneton and the factor 2 comes
from the spin degeneracy.

on(Er) =252 Y sen (D) 5L, (4)
e

where, sgn (17) represents the usual sign function. It is
noteworthy that both quantities saturate for sufficiently
wide ribbons, as shown in Appendix C.

Fig. 5 shows M? and X&y calculated as functions
of Er for a ZZ-nanoribbon of 1L-MoSs 15 lines wide.
The vertical dashed line specifies the energy where the
two edge states cross. The vertical purple solid lines de-
limit the energy range within which the three-band model
provides a reasonable description of the electronic edge-
states (see Appendix A). We note in Fig. 5 (a) that
M?# switches sign within this energy range, as previously
pointed out.
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Figure 3. Profiles of the OAM accumulations induced by a
longitudinally applied electric field calculated for ZZ nanorib-
bons of MoS» with 15 lines in breadth. The electronic struc-
ture is described by the three-band model [46] discussed in
appendix A1l. Panels (a) and (b) display results for ZZ
nanoribbons extracted from 1L-MoS2 and 2L-MoS2, respec-
tively, both calculated for two different values of Er around
the energy where the edge-states cross. All calculations were
performed with I' = 1meV.
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Figure 4. Decomposition into symmetric (§(L*)°) and anti-
symmetric (§(L?)*) components of the induced OAM profiles
depicted in Fig. 3 (a).

In our calculations we have used a value of I' = 1meV
that correspond to a momentum relaxation time 7 =~
0.17ps. For 1L-MoSs, the order of magnitude of current-
induced magnetization per unity cell M*/(e&,) is approx-
imately 100pupa/eV. The lattice parameter of MoSs a =
3A. Thus, for an electric field intensity € = 1 x 10°V /m,
we estimate M7 ~ 3 x 10~3up per unit cell. This is
an order of magnitude larger than the current-induced
magnetic moment for Au(111), slightly larger than val-
ues obtained for Bi/Ag(111) and a-Sn(001) surface [52],
and of same order of magnitude as the value estimated
for NbS; in Ref. [41] assuming a larger value of 7&,. It is
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Figure 5. Current-induced orbital magnetization M* (a) and
orbital Hall accumulation (OHA) Y&y (b) per unit cell cal-
culated as functions of Er for a ZZ nanoribbon of 1L-MoS»
with 15 lines in breath. The vertical dashed line identifies
the edge-states’ crossover energy, and the purple solid lines
delimit the energy range around it that we are interested in
(see Fig. 1).

also instructive to estimate the longitudinal charge cur-
rent I, that flows through the 1L-MoSy ZZ-nanoribbon
using the same set of parameters. Within the energy
range depicted in Fig. 5, we found that I., calculated
for a nanoribbon with 15 lines in breadth, varies between
5—15p A, which is compatible with experimental values
for wider nanoribbons [53, 54].

Fig. 6 shows the orbital Hall accumulation %g;; calcu-
lated as a function of Er for a 2L-MoSs ZZ nanoribbon
with 15 lines in breadth. It is noteworthy that it exhibits
approximately twice the value obtained for the 1L-MoSs
77 nanoribbon, which is consistent with previous results
of orbital Hall conductivities for mono- and bi-layers of
2H-MoSsy,reported in Ref. 26. However, M* = 0 for the
2L-MoS, ZZ nanoribbon, as expected, because it pre-
serves spatial-inversion symmetry.

III. DFT-BASED CALCULATIONS

To verify the quality of the results obtained with the
three-band model, it is instructive to compare them with
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Figure 6. Orbital Hall accumulation ¥&g per unit-cell cal-
culated as a function of Er for a ZZ nanoribbon of 2L-MoS»
with 15 lines in breath. The vertical dashed line identifies
the edge-states’ crossover energy, and the purple solid lines
delimit the energy range around it that we are interested in
(see Fig. 1).

those of more elaborate methods. For this purpose, we
recalculate M* and Y& as functions of Er employing
a DFT-based approach. In our DFT calculations we
use the pseudo atomic orbitals (PAO) projection method
[55, 56] to construct an effective Hamiltonian Hpao (k)
with a basis that includes sspd and sp orbitals for the
Mo and S atoms, respectively (more details are given in
Appendix A). The OAM accumulation profiles are ob-
tained by the method described in the Appendix B, and
Egs. 3 and 4 are used to compute M~* and X§ . However,
due to the relatively high computational costs of DFT, we
limited our calculations to narrower nanoribbons: N = 8
for 1L-MoSs and N = 6 for 2L-MoSy ZZ nanoribbons.
The results are depicted in Figs. 7 and 8, respectively. It
is noteworthy that a very small energy band gap appears
in the electronic spectra of these narrow ribbons due to
lateral confinement of the electronic wave functions [57],
producing a protuberance in M~* and a depression in 3§y
in the vicinity of the energy where the edge-states would
otherwise cross. The same peculiarities happen when the
three-band model is used to describe the electronic struc-
ture of these ribbons, as Figs. 9 and 10 illustrate. Nev-
ertheless, this small band gap diminishes rapidly as the
ribbon width increases, vanishing for nanoribbons over
14 lines wide, as we shown Appendix C.

The qualitative agreement between the two approaches
shows that the three-band model captures the main fea-
tures of the electrically induced orbital angular accumu-
lations in these systems.

IV. DISCUSSIONS

It is instructive to examine the microscopic features in-
volved in the orbital responses of these nanoribbons. We
start with the OHE, which is associated with equilibrium
in-plane orbital texture in momentum space [4]. This tex-
ture is revealed by evaluating the expectation values of
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Figure 7. M7 (a) and Y&y (b) per unit cell calculated as
functions of Er for a ZZ nanoribbon of 1L-MoSs with 8 lines
in breath, using Hpao(k). The vertical dashed line identifies
the energy where the edge states would cross, and the purple
solid lines delimit the energy range that we are interested in
(see right panel of Fig. 1).
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Figure 8. Y&y per unit-cell, calculated as a function of Er,
for a ZZ nanoribbon of 2L-MoS; with 6 lines in breadth, using
Hpao(k). The vertical dashed line identifies the energy where
the edge states would cross, and the purple solid lines delimit
the energy range that we are interested in (see right panel of
Fig. 1).

the OAM operator components for each eigenstate, i.e.,
(LMY i, = (nk|L#|nk), where pn = x,y, z. It is worth men-
tioning that within the three-band tight-binding model
we are restricted to a sector of the L = 2 angular mo-
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Figure 9. Current-induced orbital magnetization M* (a) and
orbital Hall accumulation (OHA) X&y (b) per unit cell calcu-
lated as functions of Er for a ZZ nanoribbon of 1L.-MoS> with
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Figure 10. Orbital Hall accumulation X&y per unit-cell cal-
culated as a function of Er for a ZZ nanoribbon of 2L-MoSs
with 6 lines in breath, using the three-band model. The ver-
tical dashed line identifies the edge-states’ crossover energy,
and the purple solid lines delimit the energy range around it
that we are interested in (see left panel of Fig. 1).

mentum vector space spanned by the eigenstates of L*
associated to my = 0,+2h only. Within this sector, the

matrix representation of the operator L? is given by

0 0 0
L*=h|{0 0 2. (5)
0 -2 0

It is useful to introduce a pseudo-angular momentum al-
gebra in this sector where the in-plane components of
the OAM operator are obtained from L? by enforcing
the commutation relations [$L, 3 L7] = —2ihe;;1,5 L*, as
discussed in Ref. 25. Here, i, 7,k denote the Cartesian
directions z,vy, z, respectively, and the Einstein’s sum-
mation convention is used for the indices. We then find

00 O
L*=h|{02 0], (6)
00 —2
and
000
LY=hn|0 0 2{. (7)
020

Figs. 11 and 12 show the results of the expectation val-
ues of the OAM components (L?),; and (L?),, respec-
tively. They are calculated, as functions of the wave vec-
tor k, for each energy band n of ZZ nanoribbons with 15
lines in breadth, extracted from a monolayer and from a
bilayer of MoSs. (LY),x = 0 for both cases. In Fig. 11 (a)
we note that the spectrum of (L), for the monolayer is
similar to the bilayer one, although the latter contributes
with twice the number of bands. The values of (L*)
projected on each layer of the bilayer system are shown in
Fig. 11 (b). They are identical and justify why X& for
the bilayer is approximately twice that for the monolayer.

Two-dimensional MoS, displays in-plane orbital tex-
tures that lead to OHE [25-27, 35]. These textures
have been observed in some TMDs with the use of op-
tical probes [33, 34]. Fig. 11 (c) illustrates the orbital
texture calculated for the valence band of a monolayer
of MoSy within the 2D Brillouin zone (BZ), together
with its projection along the ZZ nanoribon’s wavevec-
tor k = k,. Inspection of the OAM texture depicted in
Fig. 11 (c) shows that (LY)x, x, = —(LY)x,,—,, Which
leads to (LY),x = 0 when projected onto k.

Fig. 12 shows the expectation values of the z-
component of the OAM operator (L?), calculated for
each eigenstate associated with band n, as functions of
the wave vector k, for 1L-MoS; and 2L.-MoS, ZZ nanorib-
bons with 15 lines in breadth. We note in Fig. 12 (a) that
(L#) i switches sign when k — —k for the ZZ nanorib-
bon extracted from a monolayer of MoS,, and it vanishes
for the one taken from the bilayer. Fig. 12 (b) shows the
values of (L?), in each layer of the 2L-MoSy ZZ nanorib-
bon. They reveal that the (L?),; spectra in each layer
have opposite signs that cancel in the bilayer.

The z-component of angular momentum expectation
value in a 2D monolayer of MoS, is related to its topo-
logical features. MoSs is topologically trivial with respect
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Figure 11. (a) Expectation values of the z-component of the
OAM operator (L?)y calculated for each eigenstate for 1L-
MoS2 and 2L-MoS2 ZZ nanoribbons with 15 lines in breadth.
(b) Layer-projected values of (L¥),) for the 2L-MoSy ZZ
nanoribbon. (c) Orbital texture calculated for the valence
band of the MoSz within the 2D Brillouin zone, and its pro-
jection along the ZZ nanoribon’s wavevector k = k..

to Zs-index, and its nanoribbon edge-states are not pro-
tected by Kramer’s degeneracy [58]. Notwithstanding,
MoS, has a non-trivial topology related to OAM [36-3§|,
which may be categorized by an orbital Chern number
[25-27] that indicates the presence of orbital-polarized
edge states, as those shown in Fig. 12.

Let us now address the appearance of the OME in
these nanoribbons. We recall that in the formation of
a MoSsy molecule a small amount of electronic charge is
transferred from the Mo to the S atoms, leading to the ap-
pearance of finite electric dipoles. For an unsupported 2D
monolayer of MoS, in the H structural phase the molec-
ular dipoles compensate each other and the net electric
polarization of the system vanishes. However, when a
nanoribbon with zigzag edges is extracted from the MoSs
monolayer, an overall in-plane polarization P emerges
along the transverse ¢ direction, as schematically illus-
trated in Fig.13 (a). Therefore, an electric field £ applied
along the & direction, will exert torque in system and in-
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Figure 12. (a) Expectation values of the z-component of the
OAM operator (L?), calculated for each eigenstate associ-
ated with band n, as functions of the wave vector k, for 1L-
MoSs and 2L.-MoSs ZZ nanoribbons with 15 lines in breadth.
(b) layer-projected values of (L*), for 2L-MoS2 ZZ nanorib-
bon.

duce a net orbital magnetization M* « PYE, [48, 59].
For Z7Z nanoribbons taken from the 2H-MoS, bilayer the
OME vanishes because inversion symmetry is restored.
Nevertheless, each layer separately exhibits a net in-plane
polarization of the same intensity but with opposite signs
[60], as Fig.13 (b) illustrates. Consequently, under a lon-
gitudinally applied electric field, each layer would display
OME with induced orbital magnetization pointing at op-
posite directions, which leads to no net OME. This mi-
croscopic feature is illustrated in Fig. 14. It shows the
layer-resolved profiles of the OAM accumulations induced
by a longitudinally applied electric field calculated for ZZ
nanoribbons with 15 lines in breadth, extracted from a
bilayer of MoSs. The electronic structure is described by
the three-band model for two different values of Fr. The
layers are numbered by 1 and 2, respectively. Panel (a)
the shows the induced total OAM profile (gray solid line)
and layer-resolved ones associated with layer 1 (blue) and
2 (orange), respectively. The pure anti-symmetric char-
acter of the gray solid line demonstrates that the OME
vanishes in this system. However, the asymmetric as-
pects of both the blue and orange layer-resolved profiles
clearly indicate the presence of OME in each layer sepa-
rately. In panel (b) we depict the symmetric components
of the layer-resolved profiles to show that the induced or-
bital magnetization in each layer do indeed appear with
the same intensity but point at opposite directions. Panel
(c¢) shows that anti-symmetric components of the layer
resolved profiles are identical and equally contribute to
the OHE.

It is instructive to enquire into the effects that spa-
tial inversion symmetry breaking may have on the orbital
magnetoelectric response of zigzag edged nanoribbons ex-
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Figure 13. The equilibrium charge density of ZZ-nanoribbon
obtained from DFT calculations. (a) Top view of the 1L-
MoS2. (b) Frontal view of the 2L-MoS2. The green arrows
show the dipole moment formed near one of the edges.

tracted from MoS, bilayers. One may simulate it, in a
simplistic way, by introducing a layer-dependent on-site
potential U; to mimic the presence of an external electric
field (gate bias) applied perpendicularly to the nanorib-
bon’s layers. We choose U; = F0.2eV, with [ = 1,2 for
layers 1 (top) and 2 (bottom), respectively, and recal-
culate the induced OAM profiles in the presence of this
perpendicular field. The results are shown in Fig. 15.
The spatial symmetry breaking clearly brings a symmet-
ric component to the induced total OAM accumulation
profile, indicating that one may continuously tune the
appearance of OME in these systems with the use of a
gate bias. One may compute the current-induced orbital
magnetization and orbital Hall accumulation in the gated
2L-MoSs ZZ-nanoribbon using Egs. (3, 4). The results
are shown in Fig. 16 for two values of U;. Finite values of
0U = Uy —Uj slightly distorts the profile of 3§ but does
not modify its order of magnitude. On the other hand,
o0U also leads to finite values of M*? in 2L-MoSs nanorib-
bon. One may thus tune the current induced orbital mag-
netization of a 2L-MoSy ZZ-nanoribbon from zero to a

(a)

= 350, 2L-MoS,

L

= e Z

g 0

] ; ?

<

E / Layer 1 e Layer 1 me=

~ Layer 2 = Layer 2 ==

< —~350 Layer 142 = EF=1'0 eV Layer 142 == EF=1'3 eV
-7 0 7 =7 0 7

(b)

= 100

Al . ¢

= ;

—_~ ° . ..-‘,

gj‘ 0 ':"'-v.--u~-0--oul-»-o--l--o--bvl": e e Rt T}

£ . Sl ;

S~

vf: . e

~

< -100 Ep=1.0¢V Ep=13¢eV
-7 0 7 -7 0 7

(c)

= 150

< s

s : i

°§ 0 e -.0:8 L3 e

£ ;

= ;

< ;

~ ¢

z -150 J EF=1.0 eV EF=1'3 eV
-7 0 7 -7 0 7

{ {

Figure 14. Profiles of the OAM accumulations induced by a
longitudinally applied electric field calculated for ZZ nanorib-
bons with 15 lines in breadth, extracted from a bilayer of
MoSs. The electronic structure is described by the three-band
model. All calculations were performed with I' = 1meV for
Er = 1.0, and 1.3eV. Layer-resolved profiles projected onto
layer 1 (blue) and 2 (orange) are shown in panel(a). The gray
line illustrates the total OAM profile. The symmetric and
anti-symmetric components are depicted in panels (b) and
(c), respectively, for each layer.

finite value with the use of an electric-field applied per-
pendicularly to the nanoribbon plane. The OME in 2L-
MoS; nanoribbon also switches sign when the direction of
the perpendicularly applied electric field is inverted, pro-
viding a versatile tool for controlling the current-induced
orbital magnetization. The layer-dependent potential U;
simulates the effect of a substrate that interacts with the
2L-MoS, nanoribbon. It also mimics the effect of gate
voltage used in field effect transistors to vary the den-
sity of electrons in experiments with layered materials.
The effect of the perpendicular electric field in the non-
centrosymmetric 1L-MoSs ZZ-nanoribbon would consist
solely in the change of the Fermi-energy due to electronic
doping. Hence, the results for the 1L-MoSs nanoribbon
reported through the work would not change.

To go from the charge-neutrality point (Ep = 0
€V) to the edge-states crossings region (Ep ~ 1 €V),



it is necessary to occupy N, = 2 bands associated
with edge-states, as illustrated in the right panels of
Fig. 1. This number does not change as the num-
ber of lines in the nanoribbon increases, because they
are edge-state bands that cross the bulk gap region and
are associated with the MoSs topology. The area of
the unit cell of a MoSy ZZ-nanoribbon with IV lines is
A, = Na*V/3/2 ~ N(8.76A2). Thus, the change in the
electronic density necessary to reach the energy where
the edge-states cross scales with N~! and is given by
dne = Ny/A, =~ (0.23/N)10%cm~=2. For the very nar-
row nanoribbons considered here, such electron densities
would be quite high. However, for wider nanoribbons
with N = 500 lines in breadth (width W ~ 0.1pm) the
electronic densities are compatible with the ones achieved
in experiments [61].
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Figure 15. Layer-resolved OAM response to an applied

electric-field for biased (U = Uz — Uy = +0.4 €V) 2L-MoS»
ZZ-nanoribbon. The left (right) panels shows the results for
Er = 1.0(1.3) eV. Panel (a) shows the OAM response profile
projected in layers 1 (blue) and 2 (orange). The gray line
shows the total orbital response profile. In panel (b) we show
the symmetric component of the profile for each layer. In
panel (c) we show the anti-symmetric component. Here, we
used I' = 1meV.

So far, we have focused on the electron-doped regime in
which the Fermi-energy (Er) lies around =~ 1 eV, where
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Figure 16. Current-induced orbital magnetization M~ (a) and
orbital Hall accumulation (OHA) X&y (b) per unit cell cal-
culated as functions of Er for a biased ZZ nanoribbon of 2L-
MoSs with 15 lines in breath. We used two distinct values
of gate bias 6U = 40.2 and 4+0.4 eV and set I' = 1 meV.
The vertical dashed line identifies the energy where the edge-
states cross, and the purple solid lines delimit the energy range
around it that we are interested in (see Fig. 1).

the edge states dominate the orbital response of the MoS,
ZZ-nanoribbon [see Fig. 1]. This allows a direct compar-
ison between results calculated using DFT with those
obtained by means of the simplified three-band model
[see Sec. III]. It is noteworthy, however, that the appear-
ance of the OME effect is not restricted to such energy
region. In Fig. 17 (a), we show DFT calculations of the
current-induced orbital magnetization for 1L-MoSs ZZ-
nanoribbons for a much wider range of Er values. The
vertical blue dashed line indicates the charge-neutrality
point at Er = 0 eV for the 1L-MoSs ZZ-nanoribbon
[62, 63]. It is worth noting that for negative values of Ex
close to Er = 0 the intensity of the OME effect reaches
values approximately three times larger than in the vicin-
ity of Erp = 1eV.

The OME studied here is an electric current-induced
phenomenon mediated by states near Er. Hence, it is
useful to rewrite Eq. (1) as M* = >3, 3J7, where J’
is the electric current density, and 8% = o' /077, Here,
097 represents the longitudinal charge conductivity along
the j-direction. Since both o and o7/ are proportional
to momentum relaxation time 7, the coefficient 3% does
not depend upon 7. Figs. 17 (b) and (c) also show the
longitudinal conductivity ¢ and the orbital magneto-
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Figure 17. Current-induced orbital magnetization M* (a),
longitudinal charge conductivity c® (b) and magnetoelectric
coefficient Byg = B*7/e (c), calculated as functions of Ew
for 1L-MoS2 ZZ-nanoribbon using DFT. The vertical blue
dashed line at Er = 0 eV indicates the charge neutrality
point of the system. The vertical thick purple lines delimit
the energy range where the 3-bands model provides a rea-
sonable description of the ZZ-nanoribbon electronic structure
[see Fig. 1]. In our calculations we have used I' = 1meV. We
defined og = eQ/h.

electric coefficient 5** calculated as a function of Er for
the 11.-MoSy ZZ-nanoribbon, respectively.

Earlier works have studied magnetoelectric effects in
chiral structures such as elemental tellurium [64, 65|,
which have a well-defined helicity that determines the
direction of the current-induced magnetization. Later it
was shown that spin magnetoelectric effects may occur
in layered 2D systems with broken inversion symmetry
in the direction perpendicular to the atomic planes and
with relatively large spin-orbit coupling [66]. The latter
belong to a so-called polar symmetry group, in which the
direction of the induced magnetization is basically deter-
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mined by the direction of the applied current. Of all
non-centrosymmetric point groups that allow the occur-
rence of current-induced magnetoelectric effect, eleven
are chiral, and ten are polar [22]. A nanoribbon with
zigzag edges extracted from 1L-MoSs belongs to the po-
lar point group Cs,. Thus, for an electric current flowing
in plane along the ribbon’s axis, the induced magnetiza-
tion is perpendicular to the ribbon’s plane.

Finally, it is noteworthy that edge disorder may signif-
icantly affect the current-induced orbital magnetization,
especially within the energy range where current flows
through edge states. Inquiries into this are certainly rel-
evant and most welcome. From a theoretical point of
view, its quantification may require large-scale simula-
tions in real space, which are beyond the scope of this
work. However, relatively large samples of high qual-
ity nanoribbons have already been obtained [67] and we
imagine that the effects described in our work may be
observed in such samples.

V. CONCLUSIONS

We have presented a detailed study of the accumula-
tions of orbital angular momentum induced by a longitu-
dinal electric field in nanoribbons with zig-zag edges ex-
tracted from mono and bi-layers of MoSy. We have shown
that nanoribbons with zig-zag edges of MoS, monolay-
ers exhibit a significant magnetoelectric effect, which to-
gether with the orbital Hall effect give rise to asymmet-
ric orbital angular momentum accumulation profiles in
these ribbons. For zig-zag edged nanoribbons extracted
from bilayers that preserve spatial inversion symmetry
we found no net orbital magnetoelectric effect, but the
orbital angular momentum accumulations due to the or-
bital Hall effect in these systems are twice as large as
those obtained for nanoribbons of monolayers. We also
show that the absence of OME in the bilayer nanoribbons
comes from a cancellation between the orbital magnetic
moments induced in each layer separately that have op-
posite directions. By applying a perpendicular electric
field that breaks spatial-inversion symmetry, the orbital
magneto-electric effect emerges in the bilayer nanorib-
bons. We unveiled the underlying physics of both orbital
response phenomena involved by analyzing the equilib-
rium orbital texture and charge dipole distribution on
nanoribbons.
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Appendix A: Hamiltonian of ZZ nanoribbons of
TMDs

In the main text, we used two different descriptions
of the ZZ-nanoribbon of MoS,. The first is a simplified
three-band model that provides a qualitative description
of the orbital response of nanoribbon. This simplified
model has the advantage of being easy to implement. The
second description is based on DFT calculations and con-
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tains the complete information on the orbital structure of
MoSs nanoribbons. In this appendix, we give details on
the Hamiltonians used in both descriptions and compare
their electronic spectra.

1. Three-band model

The three-band model [46] takes into account only the
orbitals d.2, d,>_,2 and d, of the transition metal (Mo).
They reasonably descrlbe the top of the valence and bot-
tom of the conduction bands in the 2D-bulk system [43].
The effect of chalcogen (S) is introduced via perturbation
theory.

Monolayer (1L) of MoSs

Following Ref. [46], we define the basis: fip =
{|dzz>, ‘dggy>7 |dx2_y2>}®{|€>}, where |£> indexes the line
of the nanoribbon [see Fig. 2 (a)]. For a nanoribbon with
N lines in breadth we have, £ = 1,2,..., N. The Hamil-
tonian of nanoribbon on k-space presents a tridiagonal
block form,

ha(k) h(k)
ha(k) ha(k) hi(k)
H, (k) = ha(k) (k) : (A1)
' hl (k)
ha(k) hi(k)
where,
€1 + 2tgcos(ka)  2ity sin(ka) 2t cos(ka)
hi(k) = | —2itysin(ka) ez + 2t11cos(ka)  2itigsin(ka) | (A2)
2tq cos(ka) —2it1asin(ka)  €g + 2t9s cos(ka)
and,
2to cos ( ) i(t; — /3ty) sin (%) —(v/3t1 + t) cos (%)
hQ(k) = —Z(tl + \[tg SlIl (?a) (%)(tll + 3t22 COS (70’) (ftll + 2t12 — Lt 2) sin (%) . (A3)
(\[tl — t2 COS (%a) — (itll — 2t12 — %tgg) sin (%1) ( )(3t11 + t22 COS (%)

For MoS, the parameters involved in this model [46]:
€1 = 1.046eV, e = 2.104eV, ty = —0.184eV, t; =
0.4016V, to = 05076V, t11 = 0.2186V, t1a = 03386V,
tao = 0.057eV. Here, we shall neglect the relatively weak
spin-orbit interaction in MoSs. The intra-atomic OAM
operator representation in the basis iy, is given by Eq.
(5) of the main text [69].

(

Bilayer (2L) of MoS>

We construct the model for the bilayer from Eq. (A1),
assuming that it preserves spatial inversion symmetry
(P). The inversion symmetry point Z of the system is
located in the space between the layers as illustrated in
the Fig. 2 (c¢). The action of P in d-orbitals is trivial:
'P|dzz,dxy,dm2_y2> = |dzz,dzy,dm2_y2>. On the other
hand, the symmetry inverts the line numbers and the



electronic crystal moments:
Ple) = |0, (A4)
P:k— —k, (A5)
where, ¢/ = (N + 1) — ¢. To write the Hamiltonian of
2L-MoS, nanoribbon we define the basis for, = f1 ®
{|t), |b)} where |¢(b)) refers to top (bottom) layer and 1

where defined in the previous subsection. The Hamilto-
nian of nanoribbon reads

HL(k) T
2L _ Z.7. ~
nzko = "1 ik,
where, H'L (k) = PH}L (k)P'. In a first approximation,
the hybridization between orbitals d.» of different lay-

ers can be neglected. With this, the interlayer coupling
matrix reads
01 =

T:E(%) 01 ® [t)(b| @ |£)(¢

where £, = 0.043¢V for 2L-MoS, [70].

(A6)

00 O

)

2. Ab-Initio Simulations

We perform density functional theory calculations
(DFT) [71, 72] using the plane-wave-based code QUAN-
TUM ESPRESSO [73]. The exchange and correlation po-
tential is treated within the generalised gradient approx-
imation (GGA) [74]. The ionic cores were described
with fully relativistic projected augmented wave (PAW)
potentials [75]. We used a cutoff energy of 63 Ry for
the wavefunctions and a value 10 times larger for the
charge density. In order to reproduce the interlayer dis-
tance of the MoSs bilayer we have used the DFT-D3 [76]
method to describe the dispersion forces. The reciprocal
space sampling was 10x1x1 k-points. To avoid spuri-
ous interaction due to periodic boundary conditions we
insert a vacuum spacing of 15A. We constructed an ef-
fective tight-binding Hamiltonian from our DFT calcula-
tions using the pseudo atomic orbital projection (PAO)
method [55, 77] as implemented in the PAOFLOW
code [56, 78]. The PAO method consists of projecting
the DFT Kohn-Sham orbitals into the compact subspace
spanned by the pseudo atomic orbitals which are natu-
rally built-in into the PAW potentials. The PAW poten-
tials used for the Mo and S were constructed with a sspd
and sp basis, respectively. Once the PAO Hamiltonian
Hpao(k) is constructed we can calculate the orbital re-
sponses to an applied electric field using linear—response
theory. This method have been used to investigate sev-
eral other systems, ranging from topological to time-
dependent properties [79-82].

3. Electronic spectra of both models

In the Fig. 1 of the main text, we show the electronic
spectra of ZZ-nanoribbons of 1L-MoS, (a) and bilayer
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2L-MoS; (b) systems. The black curves represent the
spectra of the three-band model, and the red curves are
the spectra from DFT calculations. The dashed lines in
the Fig. 1 depict the ZZ-nanoribbon edge-states crossings
energy within the description of each model. The shaded
region on the left panels of the Fig. 1 delimit the range
of energy that the three-band model aims to describe
(B3 — E3Y 1. Similarly, the shaded region in the right
panels of the Fig. 1 delimit the correspondent energy

range in DFT calculations [E¥! — gdft |

min

Appendix B: Linear response theory

In the main text, we used two linear response methods
to compute the orbital response in the ZZ-nanoribbons of
TMDs. The first method follows the direct calculation of
eigenstates and eigenvalues of nanoribbon Hamiltonians
[7, 9]. The second method express the orbital response
in terms of generalized susceptibilities in static limit [83,
84]. Both methods are equivalent in the long scattering-
time (dilute) regime [48, 85].

The first method was used to obtain results of sec. II
of the main text and express the orbital response §(L7)
to an electric-field in the lines of ribbon as a sum of two
contributions

z\Intra __ _ehgl ﬁ
L™ == 5p ; OF | p_p

nk

x<nk|L§|nk><nkj|v(k)’nk>, (B1)
and,
S(LFY™ = eh€a Y (far — Fouk)
n,m,k
(nk|L;|mk)(mk|v(k)|nk)
xIm o — B+ i1)? .(B2)

Here, L is the OAM operator projected on line ¢ of ZZ-
nanoribbon. We follow Refs. [7, 9] and use intra-atomic
approximation to the OAM operator [69]. E,j are the
eigenvalues and |nk) the corresponding eigenvectors of
the nanoribbon Hamiltonian evaluated in the reciprocal
space; n denotes the energy band index, k is the wave vec-
tor, and f,r = f(E,k) symbolizes the Fermi-Dirac dis-
tribution function f(E) = (exp[(E — Er)/kpT] + 1)71
associated with the state |nk). In all numerical calcu-
lations performed in this work, we set kT = IlmeV.
(k) = h~Y(0H(k)/Ok) is the velocity operator, e is
the modulus of the electronic charge, and &, denotes
the intensity of the applied electric field. T' = h/(27),
where 7 is the momentum relaxation time, is treated here
as a phenomenological parameter that simulates effects
of disorder in the transport properties of the nanorib-
bons within the constant relaxation-time approximation
[7, 9, 85]; n is a small positive quantity arising from a
conventional artifice to ensure that the external pertur-
bation is turned on adiabatically.



The contributions to OAM responses that come from
Egs. (B1, B2) have distinct physical origins [7, 9].
Eq. (B1) captures the contributions from states near
the Fermi-surface (Intraband) and is associated with
the electronic scattering processes. The contributions
of Egs. (B2) are associated with interband electronic
transitions. Egs. (B1, B2) transform differently under
spatial-inversion (P) and time-reversal (7) symmetry.
To the occurrence of finite orbital magnetization coming
purely from Eq. (B1), it is necessary that, at equilib-
rium, the system preserves time-reversal 7 and breaks
spatial inversion P. To the occurrence of a finite orbital
magnetization originating purely from Eq. (B2) is neces-
sary that equilibrium Hamiltonian breaks both P and T
symmetries, but their product P.7T must be conserved.
These constraints are derived in Refs. [19, 39, 86], and
are summarized in table I. Here we deal with systems
that preserve time-reversal symmetry at equilibrium. In
these cases, the electrically induced magnetization comes
entirely from the intra-band term that determines both
the magnetoelectric and the Hall responses [16, 87]. Egs.
(B1) and (B2) are rather general and may be easily ex-
tended to calculate, for example, orbital torque in com-
plex heterostructures based on TMDs [88].

P T PT|

Intra-band [Eq. (B1)] x O x
Inter-band [Eq. (B2)] x x O

H Pure contribution

Table I. Symmetry constraints for contribuitions on linear re-
sponse formulas for OME (finite M*(Er)) [Egs. (B1) and
(B2)] with respect to spatial inversion (P), time-reversal (T),
and the product of both symmetries (P7). Symbols: O
the symmetry is preserved by the equilibrium Hamiltonian,
X the symmetry is broken by the equilibrium Hamiltonian.
The derivation of this table from symmetry operations in the
linear-response formula is detailed in references [19, 39, 86].

The second method was used in sec. III. It is based on
generalized susceptibilities calculated in the static limit.
More details about it are described in Refs. [83, 84]. A
spatially uniform and time dependent harmonic electric
field with small amplitude &, is applied to the system,
and the change in the expectation value of the physi-
cal observable is calculated within linear response theory,
providing the local angular momentum disturbances per
atom in each line ¢ given by

z : 653? —iw
6(L7(t) = —ul)lg})%hn{e "De(w)} (B3)
where
, o}z, (k)
De(w) = > (LF),, Xty (ko w) — 2= . (BY)
k16
€

Here, u, v, v, and € denote the atomic orbitals, and /¢, ¢1,
and /5 label the atomic lines. In our case, since we are
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neglecting electronic Coulomb interaction, x(k,w) rep-
resent generalized non-interacting spin susceptibilities.
tzle(k) are the elements of hopping matrix in recipro-
cal space. We used this method in the results of sec. III
because it is easier to integrate with our codes used to
obtain the PAO Hamiltonian (Hpao(k)).

Appendix C: Dependence of M* and Xy with the
number of the lines
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Figure 18. The current induced orbital magnetization (a)
and the orbital Hall accumulation (b) for 1L-MoSy ZZ-
nanoribbons with N = 4,6,8,15 lines. Here we used the
three-band model [46] of TMDs discussed in the appendix
A1 and set I' = 1meV. The dip near the edge-states cross-
ings energy [vertical dashed line| of ZZ-nanoribbon reduces by
increasing the number of lines. This behavior also occurs in
the nanoribbons of 2L-MoS> and in the ZZ-nanoribbons de-
scribed by the complete PAO Hamiltonian of appendix A 2.

As mentioned in the main text, for narrow ZZ-
nanoribbons, a small energy gap appears near the edge-
state crossings [represented by dashed lines in Fig. 1].
This energy gap is associated with the lateral confining
of electrons in nanoribbons with a small number of lines
[57]. The gap generated by electronic confinement causes
a reduction of &y and M~* near the edge-states cross-
ings energy (vertical dashed lines) in Figs. 7 and 8 of
main text. By increasing the number of lines of nanorib-



bon, the lateral confining effects become unimportant,
and the energy gap rapidly disappears. Consequently,
the dips near dashed lines in Figs. 7 and 8 also disappear
for wider ZZ-nanoribbons. Here, we illustrate this effect
for 1L-MoSs ZZ-nanoribbon described by the three-band
effective model. In Fig. 18, we show the current-induced
orbital magnetization and the orbital Hall accumulation
for 1L-MoSs ZZ-nanoribbons described by Hamiltonian
of Egs. (A1) for nanoribbons with N = 4,6,8,15 lines
in breadth. For ZZ-nanoribbon with 4 and 6 lines, the
electronic confinement is important, causing a strong
reduction of &y and M? near the edge-states cross-
ings energy. In 1L-MoSy ZZ-nanoribbons with 8 lines in
breadth, the effects of electronic confinement start to dis-
appear, smoothing the dip near the edge-states crossings
energy. For wider nanoribbons, the effect of the lateral
electronic confinement totally disappears (see the case
N = 15 lines in Fig. 18) and, the energy gap at edge-
state crossings vanishes. This behavior of ¥&;; and M* at
edge-states crossings energy with the number of lines, de-
tailed here for 1L.-MoS; ZZ-nanoribbons described within
the three-band model, also occurs in ZZ-nanoribbons de-
scribed by the complete PAO Hamiltonian and in 2L-
MoSs ZZ-nanoribbons.

Appendix D: Spin-orbit coupling and intersite OAM
contributions

Here, we briefly discuss two features that we have ne-
glected in our calculations: I- the spin-orbit coupling. II-
The intersite contribution to the OAM. In what follows
we shall use the three-band model to argue that these
ingredients should not significantly impact the results re-
ported in the main text.

1. Spin-orbit coupling contribution to the angular
momentum accumulation

In the results presented in the main text, we did not
take into account the spin-orbit interaction, which is rel-
atively high in the TMDs, in comparison with other two-
dimensional materials. Within the three-band model
the spin-orbit interaction may be written as Hsoc =
(A\/2)L*®S%, where A = 0.073 eV /R? is the intrinsic spin-
orbit coupling in the Mo atoms, and S* = h diag(1, —1)
represents electronic spin operator [46]. We use Egs.
(B1) and (B2), substituting L* by %SZ, to compute the
line-resolved spin response in the ZZ-nanoribbons. The
same procedure is also employed with Egs. (3) and (4) to
calculate spin contribution to the current-induced mag-
netization and to the Hall angular momentum accumu-
lation. The results are depicted in Fig. 19 for 1L-MoSs
and 2L.-MoS5 nanoribbons with zigzag edges. We see that
the spin contribution is three orders of magnitude lower
than the OAM one. This is in line with recent theoretical
works on TMDs [26-28, 48] and justifies disregarding the
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Figure 19. Current-induced magnetization (left) and angular
momentum Hall accumulations (right) for 1L-MoS, (a) and
2L-MoS; (b) ZZ-nanoribbons with the inclusion of intrinsic
atomic SOC A = 0.073/h% eV. Red lines show the orbital
angular momentum (L) response, and black lines show the
spin (S) response. We multiplied the spin response by a
numerical factor of 200 to permit its visualization. Here we
set ' =1 meV.

spin-orbit interaction in our work.

2. The modern theory of orbital angular
momentum

In our calculations we have employed the intra-
atomic approximation for the OAM operator. This ap-
proximation neglects the inter-site contribution coming
from closed trajectories of electrons in periodic systems.
The so-called modern theory of orbital magnetization
(MTOM) provides a more accurate description of the
electronic OAM operator in solids [69]. The accuracy
of the intra-atomic approximation highly depends on the
system under study, and in some cases may be poor in
comparison with the MTOM [89-91]. The usual formula-
tion of the MTOM expresses the OAM operator of a pe-
riodic system as a k—space integral of a geometric quan-
tity over the Brillouin zone [92, 93]. However, applica-
tion of the MTOM to nanoribbons is not straightforward.
Nanoribbons are systems that have translation symmetry
in the longitudinal direction, but open boundary condi-
tions in the transverse one. This imposes some technical
difficulties for the application of the MTOM, at least in
its early formulations. Very recently only these types of
hybrid systems have been considered in the context of the
modern theory, even so, for a relatively simple Haldane
model [94]. Extending this formulation for multi-orbital
systems and quantifying the accuracy of intra-atomic ap-
proximation in hybrid systems is an interesting point to
be explored in future works.

Nevertheless, one may possibly estimate the impor-
tance of the corrections given by the MTOM by consid-
ering a strained single layer of MoSs. The strain reduces



the point group symmetry of the 2D material from D3, to
C5y, enabling the occurrence of current-induced orbital
magnetization [40-43]. The presence of translation sym-
metry in both the & and g directions allows the custom-
ary use of the MTOM. We have performed calculations of
the OME in strained 2D-MoS5 using the intra-atomic ap-
proximation and the MTOM. Near the top of the valence
band, the agreement between the two approaches is fairly
good. This is in line with the fact that the intra-atomic
approximation provides reasonable results for the orbital
Hall conductivity in this energy region, as reported in
reference [27]. We note that the region around the top
of the valence band located at valleys K and K’ of 2D
Brillouin zone of strained 2D-MoS, is governed by the
states (dyy F idy2442)/V2, which have orbital angular
momentum (L,) = £2A, respectively . The same lin-
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ear combinations dominate the neighborhood of energy
region where the edge states cross in the 1L-MoSs ZZ-
nanoribbon, as Fig. 12 illustrates. This indicates that
the correction arising from the MTOM in this energy
range may be relatively small in our case.

We remark that this is merely an argument of plau-
sibility, since the conducting states near the top of the
strained 2D-MoS, valence band and the edge-states of
the ZZ-nanoribbons are of distinct nature and belong to
different energy ranges. In fact, to test the accuracy
of the intra-atomic approximation for ZZ-nanoribbons,
one should directly compare our results with calcula-
tions based on the MTOM for hybrid systems [94] or its
real space representation for very long supercells [92, 93].
This task is numerically challenging for multi-orbital sys-
tems but would be much instructive.
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