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A B S T R A C T   

The application of convolutional neural networks (CNNs) to MRI data has emerged as a promising approach to 
achieving unprecedented levels of accuracy when predicting the course of neurological conditions, including 
multiple sclerosis, by means of extracting image features not detectable through conventional methods. Addi-
tionally, the study of CNN-derived attention maps, which indicate the most relevant anatomical features for 
CNN-based decisions, has the potential to uncover key disease mechanisms leading to disability accumulation. 

From a cohort of patients prospectively followed up after a first demyelinating attack, we selected those with 
T1-weighted and T2-FLAIR brain MRI sequences available for image analysis and a clinical assessment performed 
within the following six months (N = 319). Patients were divided into two groups according to expanded 
disability status scale (EDSS) score: ≥3.0 and < 3.0. A 3D-CNN model predicted the class using whole-brain MRI 
scans as input. A comparison with a logistic regression (LR) model using volumetric measurements as explan-
atory variables and a validation of the CNN model on an independent dataset with similar characteristics (N =
440) were also performed. The layer-wise relevance propagation method was used to obtain individual attention 
maps. 

The CNN model achieved a mean accuracy of 79% and proved to be superior to the equivalent LR-model 
(77%). Additionally, the model was successfully validated in the independent external cohort without any re- 
training (accuracy = 71%). Attention-map analyses revealed the predominant role of frontotemporal cortex 
and cerebellum for CNN decisions, suggesting that the mechanisms leading to disability accrual exceed the mere 
presence of brain lesions or atrophy and probably involve how damage is distributed in the central nervous 
system.   

1. Introduction 

Multiple sclerosis (MS) is a chronic disease of the central nervous 
system characterised by inflammation, demyelination and 

neurodegeneration, being one of the main non-traumatic causes of 
irreversible disability in young adults. The exact cause of MS and the 
pathological mechanisms ultimately leading to an irreversible accumu-
lation of disability are still unknown. Furthermore, its disease course can 
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be highly variable among individuals (Thompson et al., 2018). 
Magnetic Resonance Imaging (MRI) is an essential tool to diagnose 

and predict prognosis of MS and is routinely used to assess disease ac-
tivity and treatment effectiveness through serial MRI analyses over time. 
MRI biomarkers such as the number of brain lesions and their evolution 
over time (Thompson et al., 2018; Tintore et al., 2015), and the quan-
tification of brain volume (i.e., grey matter [GM] and white matter 
[WM] volume) (Calabrese & Castellaro, 2017; de Stefano et al., 2003), 
are known to be good measurements to establish patients’ prognosis. 
The accumulation of patient disability has been associated with pro-
gression on some of these biomarkers (Bonacchi et al., 2022; Sastre- 
Garriga et al., 2020). 

In recent years, the combination of MRI and deep learning (DL)- 
based models, especially convolutional neural networks (CNN), has 
gained popularity thanks to their ability to solve complex classification 
tasks. DL techniques are not dependent on pre-defined features, instead 
are capable of automatically extracting relevant information from raw 
or minimally processed data. 

In neuroimaging, the use of CNN approaches has been useful not only 
to extract biomarkers from MRI images, but also to address the classi-
fication and the prediction of different diseases (Lian et al., 2021; van 
der Burgh et al., 2017; Venugopalan et al., 2021). However, the use of 
DL techniques to predict disease progression is still largely unexplored. 
Some recent studies have presented promising results for future pre-
diction of disability (Roca et al., 2020; Storelli et al., 2022; Tousignant 
et al., 2019) and cross-sectional patient stratification (Cruciani et al., 
2021; Marzullo et al., 2019). 

New tendencies in the field have also put emphasis on producing 
explainable DL-based techniques, with the goal of disentangling the 
reason behind DL decisions, therefore providing additional information 
that could be extremely useful to the end users enhancing data insights 
(Bach et al., 2015; Simonyan et al., 2013; Springenberg et al., 2014). 
This task of deciphering the “black box” of DL-based models in MS has 
recently been studied for disease diagnosis (Eitel et al., 2019; Lopatina 
et al., 2020) and MS phenotype signature decrypting (Cruciani et al., 
2021). All these studies concluded that the use of the layer-wise rele-
vance propagation (LRP)(Bach et al., 2015), among other (similar) 
methods, is the most promising tool for these analyses providing indi-
vidual heatmaps for each subject, called attention maps, reflecting the 
voxel-specific relevance to the classification output, according to the DL 
model, in an easy and intuitive way. 

The main goal of this work was to build a DL-model able to accu-
rately classify MS patients based on their disability level, while ana-
lysing the CNN-derived attention maps in order to understand the 
reasons behind the decisions taken by the DL-model. We believe these 
analyses may get us closer to deciphering the physiopathological 
mechanisms responsible for clinical progression in MS. 

2. Materials and methods 

2.1. Datasets 

2.1.1. In-house dataset 
The data used for our experiments is part of a larger in-house cohort 

of patients followed over time after their first demyelinating attack (or 
clinically isolated syndrome, CIS), the Barcelona CIS cohort, from the 
Multiple Sclerosis Centre of Catalonia (Cemcat), Vall d’Hebron Uni-
versity Hospital (VHUH) (Tintore et al., 2015). This is a prospective 
cohort started in 1995 and is still in course. The selected subjects’ 
acquisition dates run from 2010 to 2020. The inclusion criteria was not 
dependent on the clinical phenotype at the scan acquisition time point. 
Our only requirement was that patients had to have experienced a CIS. 
Approval was received from the Vall d’Hebron Institute of Research – 
Research and Ethics Committee (XMG-INT-2014-01 and PR(AG)389/ 
2021) and informed consent was obtained from each patient conforming 
the cohort. 

For this cross-sectional study, we included all patients after their first 
demyelinating attack who had at least one brain MRI scan available for 
image analysis and a clinical examination within six months after the 
scan. Clinical examinations included the assessment on the Expanded 
Disability Status Scale (EDSS) score (Kurtzke, 1983). EDSS ranges from 
0 to 10. An EDSS of 3.0 is commonly recognised as the boundary be-
tween mild or no-disability vs moderate disability status (Amato et al., 
2008; Tintoré et al., 2006; Tintore et al., 2015). 

We included 319 unique patients in the study, making a total dataset 
of 382 scans i.e., for 33 patients we used one or more MRI scans, per-
formed at different time-points after the first attack. The experiments 
were carried out with a fold cross validation strategy. Not to bias the 
results of the models during the cross validation strategy, we ensured 
that all MRI scans from a given patient were included in the same fold, 
preventing their use for training and testing at the same time. Each scan 
was matched with the first EDSS score obtained within the following six 
months after the MRI acquisition. 

The whole in-house dataset was acquired in the same centre with five 
different Siemens scanner models at two different magnetic fields (1.5 T 
– 3.0 T). For all scanners, the MRI protocol included sagittal 3D T1 
magnetization prepared rapid gradient-echo (MPRAGE) and transverse 
T2 fluid-attenuated inversion recovery (T2-FLAIR). The acquisition 
protocols of each scanner are summarised in Table 1. 

2.1.2. External validation (MS PATHS) dataset 
MS PATHS (Multiple Sclerosis Partners Advancing Technology and 

Health Solutions)(Mowry et al., 2020) is a learning health system in MS, 
started in 2016, comprising a collaborative network of 10 healthcare 
centres, providing standardised routinely-acquired clinical and MRI 
data. From this large database, we randomly selected a subset, with 
representation of all grades of disability, to be used as an independent 
test set from the models trained with the in-house dataset. The resultant 
set was composed of 440 patients with 3D T1 MPRAGE and 3D T2-FLAIR 
sequences from four different Siemens 3 T scanner models from six 
different sites (excluding the provider of our in-house dataset). All im-
ages acquired using standardised image acquisition protocols, which 
correspond to the 3D acquisition protocol of the Tim Trio in Table 1. All 
patients completed the (patient-reported outcome) Patient Determined 
Disease Steps (PDDS) score (Rizzo et al., 2004). The PDDS score ranges 
between 0 and 8 and has been proven to have a strong correlation with 
the EDSS score (Learmonth et al., 2013). 

2.2. Image Pre-processing 

The same image pre-processing was applied to both datasets, in- 
house dataset and MS PATHS (external validation dataset from now 
on). All T1-weighted (T1-w) and T2-FLAIR sequences were pre- 
processed with (i) bias correction (Tustison et al., 2010), (ii) skull- 
stripping (Isensee et al., 2019), (iii) registration (Jenkinson & Smith, 
2001) to MNI152 space (1x1x1mm3), as well as co-registration of T2- 
FLAIR sequences to T1-w space, and (iv) min–max voxel intensity 
normalisation. 

2.3. Proposed CNN method 

The proposed pipeline to stratify patients based on EDSS < 3.0 and 
EDSS ≥ 3.0 is summarised in Fig. 1. For the external validation experi-
ment, patients were classified into PDDS < 3.0 (no or mild disability) 
and PDDS ≥ 3.0 (moderate disability), since PDDS scores ≥ 3.0 indicate 
moderate-marked disability, equivalent to EDSS ≥ 3.0 (Learmonth et al., 
2013). 

After fully pre-processing the whole-brain T2-FLAIR and T1-w scans, 
the volumes were cropped to the brain region obtaining the input patch 
with a fixed size of 144x184x152mm3. These patches were used as input 
to train and test the CNN. When testing on new data, the output pre-
diction was propagated to provide the LRP heatmap, complementing the 
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numerical classification decision. 

2.3.1. Network architecture 
The proposed DL network was inspired by the ResNet CNN archi-

tecture (He et al., 2016), built with three-dimensional (3D) layers. Each 
residual block is based on 3D convolutional layers that produce 3x3x3 
and 1x1x1 kernel convolution layers, normalised with batch normal-
isation and activated with a leaky rectified linear unit (LeakyReLU). As 
shown in Fig. 2, the architecture was composed of four residual blocks 
with an increasing number of kernels k (16, 32, 64 and 128), followed by 
a 2x2x2 downscale max pooling operation. Afterwards, the feature map 

extracted was projected in a global adaptive max pooling (GAP) layer to 
reduce feature dimensionality. The produced vector was fed into three 
successive 1x1x1 3D convolutional layers, with k = 128, 64, 2, where the 
first two were activated with a ReLU and the last one with a Softmax, 
providing the probability to belong to one class or another. 

2.3.2. Training procedure 
The model was trained using only the in-house dataset. A 7-fold 

patient cross-validation strategy was used to train and test the model. 
We sampled the folds to keep the same class distribution in each one, 
while following the distribution present along the dataset. In each 

Table 1 
MRI acquisition parameters for each scanner used in the in-house database.   

Avanto Avanto Fit Symphony Symphony Tim Tim Trioa 

Field Strength (T) 1.5 1.5 1.5 1.5 3.0  

MPRAGE      
TR (ms) 1980 2300 2700 1980 2300 
TE (ms) 3.1 3.05 4.8 3.08 2.98 
TI (ms) 1100 900 850 1100 900 
Voxel size (mm) 1x1x1 1x1x1 1x1x1.2 1x1x1 1x1x1 
Plane Sagittal Sagittal Sagittal Sagittal Sagittal  

T2-FLAIR      
TR (ms) 8500 8500 9000 8500 9000//2300 
TE (ms) 92 99 114 95 87//392 
TI (ms) 2439 2440 2500 2440 2500//1800 
Voxel size (mm) 0.97x0.97x3 0.97x0.97x3 0.49x0.49x3 0.97x0.97x3 0.49x0.49x3//1x1x1 
Plane Axial Axial Axial Axial Axial//Sagittal 
In dataset, n (%) 64 (17) 64 (17) 10 (3) 51 (13) 193 (50) 

TR: repetition time, TE: echo time, TI: inversion time. 
a With Tim Trio there are T2-FLAIR scans acquired with 2D and 3D. In table are specified by 2D parameters//3D parameters. The 3D T2-FLAIR acquisition pa-

rameters are the same used in the external validation dataset. 

Fig. 1. Pipeline followed in this work. a For training and inference, whole brain input is evaluated by the classifier model to predict the probability belonging to each 
disability status. We set a threshold of 0.5 for this probability. After inference, the probability obtained from the model is fed into the LRP algorithm to backpropagate 
through the CNN and obtain the attention map. As shown in b, the training procedure is only performed with the in-house database in a cross-validation strategy, 
hence obtaining different models. Afterwards, these models are used to evaluate the external database, where the final classification decision is obtained with the 
majority voting of the different models. P: probability, f: fold, LRP: layer-wise relevance propagation. 
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iteration five folds (275 scans) were used for training, one fold for 
validation (55 scans) and the last fold for inference (55 scans). 

To mitigate class imbalance and relatively small cohort data, we 
augmented the available data for training applying an axial flip to all 
subjects with an EDSS ≥ 3.0 (i.e., doubling the samples) and to 75% from 
the other class, EDSS < 3.0, considering the difference in class-size. A 
random Gaussian noise (σ = 0.02) was also used as data augmentation to 
create intensity variation on both channels (T1-w and T2-FLAIR). 

We trained the model for a maximum of 200 epochs, with a fixed 
batch size of two, and an early stopping strategy based on the validation 
loss behaviour to prevent overfitting. Every epoch the whole training set 
was evaluated. The model was optimised with Adam (Kingma & Ba, 
2015) with a learning decay strategy depending on the validation per-
formance and trained by minimising a weighted cross-entropy loss as 
cost function. 

2.3.3. Inference 
Following the same sampling procedure described for training, the 

whole 3D brain was used as input through the trained model providing 
the output probabilities to belong to one class or another. The final 
classification was determined by the maximum of both probabilities, 
with a threshold fixed at 0.5. 

2.4. Logistic regression model 

To assess whether our CNN method was superior to a more con-
ventional statistical approach, we also built a logistic regression (LR) 
model. For the LR, the disability class (EDSS < 3.0/EDSS ≥ 3.0) was 
considered as the dependent variable (output) and the different volu-
metric measures were considered as the explanatory variables (input). 
Volumetric measures included: WM, GM, total intracranial, and lateral 
ventricle volumes, closely related to atrophy measures. These were 
calculated from the extracted brain parcellation atlas (Henschel et al., 
2020) using the T1-w lesion filled (Prados et al., 2016). Brain lesion 
volume was also computed from the automatically extracted masks 
obtained using LST (Schmidt et al., 2012) and included as explanatory 
variable. 

2.5. External validation 

Inference on the external validation dataset was computed using 
directly the trained models on the in-house dataset. As seen in Fig. 1b, 
the reported results were obtained using a majority voting of the seven 
different models. 

Additionally, the LR-models built on the in-house dataset were 
applied to the external validation dataset in exactly the same way. 

2.6. Attention Maps: LRP 

To investigate the decisions made by the CNN, attention maps were 
computed in the input image space to show which were the regions that 

support the decisions taken by the CNN. The method used for that was 
the LRP (Bach et al., 2015). This technique decodes the resulting clas-
sification output through the network, propagating the relevance layer 
by layer, obtaining a heatmap on the input space with each voxel 
contribution. 

For this study, we extracted the individual LRP heatmaps for each 
patient of the in-house dataset. The implementation of the method was 
inspired in Pytorch-LRP (Böhle et al., 2019), and adapted to our specific 
CNN, with β = 0, only reflecting the positive contributions that led the 
classification to the winning class. The decision of choosing only the 
positive contributions was made based on previous literature findings 
(Böhle et al., 2019) and corroborated with preliminary analyses on our 
own data that showed that the negative contributions did not add 
additional information. 

The resulting LRP heatmaps were evaluated (i) individually and (ii) 
as a class-average prediction. 

2.6.1. Individual attention map analyses 
Individually, the attention maps were assessed visually and quali-

tatively showing which voxels contributed the most to the classification 
given by the model inference. Additionally, semi-quantitative analyses 
of the individual attention maps were carried out, multiplying such 
maps by a parcellation map. This allowed us to classify the relevant 
voxels for the CNN decision into the different anatomical areas. For this 
purpose, we set a threshold at the 95% percentile of positive relevance, 
to catch up the most relevant areas in each case, although other 
thresholds have been studied (see Supplementary Material). 

2.6.2. Class-average attention map analyses 
Class-average attention maps were also built for visual inspection, 

through averaging the individual values of the attention maps across the 
subjects of each one of the prediction results: true positives (TP), false 
positives (FP), false negatives (FN), and true negatives (TN). In addition, 
each class-average map was multiplied by the parcellation map, and a 
mean value per anatomical area was obtained. This allowed us to 
identify the anatomical areas with greatest relevance. 

2.6.3. Voxel-wise regression to explain individual attention maps 
We then carried out a quantitative analysis based on the LRP heat-

maps aiming at investigating to what extent the variability within each 
voxel (across independent subjects) of the attention map could be 
explained by the presence of lesions and atrophy, the best-known con-
tributors to disability in MS, at the voxel level. 

For that, we first grouped our subjects by the predicted vs real class 
(TP, FP, FN, TN). We then computed voxel-wise regression models, one 
per each prediction group (i.e., TP, FN, FP, TN), where the LRP value at 
each voxel (considering all individual LRP heatmaps of the same group) 
was the dependent variable. As explanatory variables of these voxel- 
wise regression models we included: i) voxel-wise binary indicator of 
lesion (obtained from individual T2-FLAIR scans), and ii) voxel-wise 
value describing the deformation suffered by the T1-w scan when 

Figure 2. Network architecture. Residual convolutional neural network architecture. Res block: residual block, conv: convolutional layer, k: kernels, GAP: global 
adaptive max pooling, ReLU: rectified linear unit. 
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moving it to a common space (MNI), calculated with the Jacobian 
determinant (Lungu et al., 2019). The latter variable (ii) was used as 
proxy for atrophy, being aware that the common template is based on 
healthy controls. After this step we obtained four voxel-wise maps of R- 
squared values, where each voxel indicated the proportion of the vari-
ability of the LRP value that could be explained by the presence of le-
sions and native-to-MNI deformations. Additionally, we estimated the 
standardised beta coefficient for each one of the explanatory variables, 
which indicated the relative importance of each one of these for the 
prediction of the dependent variable, being the two standardised beta 
maps comparable (since they were in the same scale). 

2.7. Evaluation measures of the classification models 

To evaluate the performance of the DL-based and LR-models, we 
used the following metrics:  

• Balanced accuracy in correctly classifying each patient by means of 
their EDSS, 

Accuracy =
TP + TN

TP + TN + FP + FN
(1)    

• Sensitivity of correctly classified subjects with EDSS ≥ 3.0, 

Sensitivity =
TP

TP + FN
(2)    

• Specificity of correctly classified subjects with EDSS < 3.0, 

Specificity =
TN

TN + FP
(3)  

where TP are the number of correctly classified patients with EDSS ≥
3.0, TN are the number of correctly classified patients with EDSS < 3.0, 
FP are the number of patients with EDSS < 3.0 classified as they have 
EDSS ≥ 3.0, and FN are the number of patients with EDSS ≥ 3.0 classified 
as they have EDSS < 3.0. The results are reported in terms of mean and 
standard deviation for the 7-fold cross validation computed on the in- 
house dataset and as majority voting of the 7 models for the external 
validation dataset. 

2.8. Descriptive statistics and other general aspects 

Descriptive statistics included comparison between the two groups 
(EDSS < 3.0/EDSS ≥ 3.0). Chi-square or mixed-effects linear regression 
models accounting for repeated measures were used, as appropriate. 

The proposed method and analyses were entirely implemented in 
Python (https://www.python.org/), using the Pytorch library (Paszke 
et al., 2019). We ran all the experiments on a GNU/Linux machine box 
running Ubuntu 20.04, with 128 GB RAM. For training the model, we 
used a single Quadro RTX 5000 GPU (NVIDIA Corp, USA) with 16 GB 
VRAM memory. 

3. Results 

3.1. Evaluation of DL-models: in-house dataset 

Out of the 319 patients, 104 were assigned with EDSS ≥ 3.0 and 215 
with EDSS < 3.0. This meant a volume of 215 MRI scans with EDSS < 
3.0, and 167 MRI scans with EDSS ≥ 3.0 (non-confirmed). The two 
stratification groups showed comparable demographic, clinical and MRI 
characteristics, as summarised in Table 2. The full cohort EDSS median 
was 2.0, with a median of 1.5 (in range 0.0–2.5) for patients with EDSS 

< 3.0 and 4.0 (in range 3.0–9.0) for patients with EDSS ≥ 3.0. Patients 
with EDSS ≥ 3.0 had a longer disease duration than patients with EDSS 
< 3.0, with a similar age at CIS with a mean age of approximately 30 
years old (SD = 8). Compared with patients with EDSS < 3.0, patients 
with EDSS ≥ 3.0 had lower tissue volumes, GM, WM and total intra-
cranial volume, and higher ventricle volume and lesion load. 

The average accuracy of the in-house dataset across the seven folds 
with the whole brain input patch was 79% (SD = 4%), with a sensitivity 
of 77% (SD = 5%) identifying patients with EDSS ≥ 3.0, and a specificity 
of 81% (SD = 9%) identifying patients with EDSS < 3.0. 

3.2. Comparison with a LR-model 

The LR-model built with the six brain volumes corresponding to WM, 
GM, ventricles, brainstem and cerebellum, intracranial volume and 
lesion load, achieved an accuracy of 77% (SD = 7%), with a sensitivity of 
68% (SD = 10%) when classifying patients with EDSS ≥ 3.0 and a 
specificity of 86% (SD = 6%). Therefore, the LR-model trained with MRI 
pre-extracted features showed a 10% lower sensitivity than DL-based 
models. When considering other input combinations with fewer fea-
tures, the LR-model obtained always inferior results than the CNN 

Table 2 
Demographic, clinical and brain MRI characteristics of MS patients from the in- 
house database.   

Full cohort 
NPAC/SCAN =

319/382 

EDSS < 3.0 
N = 215/ 
215 

EDSS ≥ 3.0 
N = 104/ 
167 

p-value 

Female, n (%) 207 (65) 147 (64) 60 (58)  0.08 
Age at CIS, years, mean 

[range] 
32.3 [14–50] 32.4 

[14–49] 
32.2 
[14–50]  

0.78 

Confirmed diagnosisa, 
n (%) 

260 (82) 160 (74) 100 (96)  <0.001 

Age at diagnose, years, 
mean [range] 

33.2 [14–59] 33.5 
[16–59] 

32.7 
[14–55]  

0.43 

CIS topography, n (%)     <0.001 
Brain stem 83 (26) 59 (27) 24 (23)  
Optic nerve 98 (31) 74 (35) 24 (23)  
Spinal cord 98 (31) 60 (28) 38 (37)  
Other 40 (12) 22 (10) 18 (17)  
MS topography, n (%)     <0.001 
CIS 123 (39) 106 (49.5) 17 (16)  
SP 41 (13) 1 (0.5) 40 (39)  
RR 155 (48) 108 (50) 47 (45)  
Presence of OB, n (%)     <0.001 
Positive 194 (61) 115 (53) 79 (75)  
Negative 75 (23) 64 (30) 11 (12)  
Unknown 50 (16) 36 (17) 14 (13)  
DD, years, mean (SD) 10.4 (7.0) 7.6 (6.6) 14.0 (5.6)  <0.001 
EDSS, median [range] 2.0 [0.0–9.0] 1.5 

[0.0–2.5] 
5.0 
[3.0–9.0]  

<0.001 

Lesion load, ml, mean 
(SD) 

27.5 (39.9) 10.4 (13.1) 49.6 (50.7)  <0.001 

Ventricles vol, ml, 
mean (SD) 

29.7 (19.8) 21.5 (9.6) 40.2 (25.3)  <0.001 

GM vol, ml, mean (SD) 787.9 (64.0) 813.1 
(48.3) 

755.4 
(67.2)  

<0.001 

WM vol, ml, mean (SD) 694.8 (68.0) 707.5 
(54.3) 

678.3 
(79.6)  

<0.001 

Brain vol, ml, mean 
(SD) 

1542.7 
(103.7) 

1572.0 
(83.7) 

1504.8 
(114.4)  

<0.001 

Scanner model     <0.001 
Avanto, n (%) 64 (17) 19 (9) 45 (27)  
Avanto Fit, n (%) 64 (17) 43 (20) 21 (13)  
Symphony, n (%) 10 (3) 7 (3) 3 (2)  
Symphony Tim, n (%) 51 (13) 13 (6) 38 (23)  
Tim Trio, n (%) 193 (50) 133 (62) 60 (36)  

PAC: patients; EDSS: expanded disability status scale; CIS: clinically isolated 
syndrome; SP: secondary progressive; RR: relapsing remitting; OB: oligoclonal 
bands; DD: disease duration; GM: grey matter; WM: white matter. 

a MS confirmed diagnosis by McDonald 2017 criteria. Two patients were 
confirmed before their first demyelinating attack. 
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model, and when the LR-models only had a single feature, the accuracies 
dropped to 50–55%. 

3.3. External validation dataset 

Table 3 summarises the demographic, clinical and MRI data char-
acteristics of the patients included in the external validation dataset. In 
this external validation dataset, 220 patients were categorised to the 
group with PDDS ≥ 3.0 and 220 with PDDS < 3.0. The full median 
cohort PDDS was 2.5, with a median of 0.5 (in range 0.0–2.0) for the 
group of no or mild disability patients (PDDS < 3.0) and 5.0 (in range 
3.0–7.0) for the group of more disabled patients (PDDS ≥ 3.0). As for the 
in-house dataset, the disease duration was longer in patients with more 
disability, with a mean age at diagnosis of 36 years old, and MRI char-
acteristics kept the same relation between groups. 

In this validation dataset, the majority voting system after applying 
the seven DL models trained on the in-house cohort showed an accuracy 
of 71%, a sensitivity of 68% and a specificity of 75%. In contrast, when 
we applied the different LR-models to the validation dataset, we ach-
ieved accuracies close to 50% only. 

3.4. DL-based attention maps analyses 

3.4.1. Individual attention maps 
Individual attention maps showed that, in both disability groups, the 

most relevant voxels that led the classification decisions were mainly 
located in the periventricular WM regions, which often contained 
demyelinating lesions, and frontal and temporal cortical areas (see 
example Fig. 3a). Fig. 3b shows a case-example of the distribution of 
relevant voxels across the different anatomical regions, considering all 
voxels with a relevance above a 95% percentile. Other thresholds were 
also explored (see Supplementary Fig. 1), however insignificant changes 
in the distribution were observed. 

3.4.2. Class-average attention maps 
Class-average maps revealed that the most relevant areas were the 

frontal cortex, cerebellar cortex, periventricular WM, temporal cortex 
and lateral ventricles, as shown in Fig. 4. The ranking of these regions 
slightly varied across the different groups (TP, FP, TN, FN). For the 
patients classified with EDSS ≥ 3.0 (TP, FP), the relevance of periven-
tricular and frontal WM, where most lesions are located, was particu-
larly high. Instead, for no or mild-disability statuses (TN, FN), the 
relevance of the cortex, especially frontal and temporal cortical areas, 
and that of the cerebellum were the highest. 

3.4.3. Voxel-wise regression analyses 
After carrying out the voxel-wise regressions on the in-house dataset, 

we obtained R-squared maps for the four prediction groups (Fig. 5). In 
general, the R-squared values were low in all four groups, and mostly 
ranged between 0 and 0.2. In the correctly classified groups (TP, TN), 
the R-squared values were even lower (0–0.1). That means that in these 
groups, at most the 80% of the variability of the attention map could not 
be explained by the presence of lesions (observed in T2-FLAIR scans) or 
the native-to-MNI deformation (of the T1-w scans), calculated through 
the Jacobian determinant. 

When focused on the maps of partial R-squared, we found that values 
were always greater for the presence of lesions than for the Jacobian 
determinant (Fig. 5). 

4. Discussion 

In this work, we investigated the use of DL-models to classify MS 
patients according to their disability status while trying to provide an 
explanation of the decisions taken by the CNN. Our findings showed that 
a DL-based model using only brain MRI scans, without any guidance, 
was able to stratify MS patients with high accuracy (79%) when testing 
data from the same cohort, and 71% when testing images from an un-
seen database (external validation dataset). Furthermore, the compari-
son with the LR-model brought to light the superiority of the CNN 
model. Finally, our attention-map analyses revealed that the most 
relevant anatomical areas that the CNN model used to decide the level of 
patients’ disability were the frontotemporal cortex and the cerebellum 
and did not depend on the mere presence of lesions or atrophy in these 
locations. 

Compared with previously reported studies that used DL-based 
models to perform predictions of MS progression, our work presents 
some similarities and some major differences. Despite the differences in 
the target of the classification, i.e., cross-sectional vs future predictions, 
all published studies (Storelli et al., 2022; Tousignant et al., 2019), like 
ours, used the whole brain as input to the network. However, in our 
study, we only used routinely-acquired T1-w and T2-FLAIR MRI data, 
whereas other studies required the use of several MRI modalities and 
additional masks (Tousignant et al., 2019) to achieve similar accuracies. 
Of note, we validated our CNN model on an external, unseen cohort, 
where the performance of the classification task was more than 
acceptable, without needing any recalibration or re-training of the 
model. This utterly necessary step of validating the CNN model 
(although uncommon in the literature) strengthens our findings, laying 
the foundation for future longitudinal, comprehensive models of MS 
disease progression. Furthermore, having at hand an excellent tool to 
discriminate patients according to their disability level may be 
extremely useful in contexts where the EDSS score is not obtained as part 
of routine practice (Bove et al., 2023). Such a discriminating tool may 
allow the fast identification of patients who already present a certain 
degree of disability and who, therefore, are at high risk of reaching 
unfavourable clinical outcomes (Signori et al., 2023). To further assess 
our model robustness to the actual disability threshold used to classify 
patients or the distribution of disability scores in the given study pop-
ulation, we carried out a post-hoc analysis on the in-house cohort where 
we only considered those patients with an EDSS ≤ 2.0 or ≥ 4.0. We 
observed that the performance of the model only improved by 2%, i.e., 
we obtained an accuracy, sensitivity, and specificity of 81%, 79%, and 
83%, respectively. This slight increase in model performance may 
highlight the robustness of our CNN model, whose accuracy did not 
seem too dependent on the threshold used to classify patients into 
disability groups or how the disability scores were distributed in our 
cohort. Other data-related aspects that may have affected model per-
formance include the imbalance between classes in terms of scanner 
models. That is, while 62% of patients in the group with an EDSS < 3.0 
were scanned in the Tim Trio scanner, only a 36% of patients with an 
EDSS ≥ 3.0 did so (Table 2). For this reason, we performed a post-hoc 

Table 3 
Demographic, clinical and brain MRI characteristics of MS patients from the 
external database.   

Full cohort  
N = 440 

PDDS < 3.0 
N = 220 

PDDS ≥ 3.0 
N = 220 

p-value 

Female, n (%) 310 (70) 170 (77) 140 (64)  0.007 
Age at diagnosis, years, 

mean [range] 
36.8 
[19–69] 

36.1 
[19–62] 

37.6 
[19–69]  

0.24 

DD, years, mean (SD) 11.5 (9.1) 8.5 (7.6) 14.9 (9.5)  <0.001 
PDDS, median [range] 2.5 

[0.0–7.0] 
0.5 
[0.0–2.0] 

5.0 
[3.0–7.0]  

<0.001 

Lesion load, ml, mean 
(SD) 

13.2 (24.7) 7.9 (11.7) 18.5 (32.0)  <0.001 

Ventricles vol, ml, mean 
(SD) 

35.9 (24.0) 28.7 (17.4) 43.1 (27.4)  <0.001 

GM vol, ml, mean (SD) 804.6 
(73.5) 

828.4 
(64.6) 

779.7 
(74.0)  

<0.001 

WM vol, ml, mean (SD) 706.1 
(53.4) 

718.6 
(47.3) 

693.6 
(56.3)  

<0.001 

Brain vol, ml, mean (SD) 1496.4 
(92.8) 

1526.2 
(79.7) 

1466.5 
(95.7)  

<0.001 

PDDS: patient determined disease steps; DD: disease duration; GM: grey matter; 
WM: white matter. 
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analysis where we assessed, separately, the results obtained with the 
Trim Trio scans and those obtained with the rest of the scanner models. 
From this post-hoc analysis we obtained an accuracy of 79% for the Tim 
Trio scans and an accuracy of 76% for the rest. Thus, considering that 
the new accuracies were indeed very similar to that obtained with the 
whole in-house cohort, it might be assumed that the potential impact of 
such imbalance on model performance was not major. However, we 
acknowledge that any imbalances between classes are not desirable, 
since they may introduce biases which are difficult to assess and over-
come a posteriori. For that, this may be seen as a limitation of our work. 
Future studies will evaluate the actual impact that such forms of 
imbalance, so common in studies which use routinely acquired data, 
have on deep learning-based models. 

Another important remark is that we demonstrated the superiority of 
our CNN model when compared with a (conventional) LR-model. DL- 
based models are end-to-end systems which enable the learning of the 

best feature representation to solve the classification, giving the possi-
bility to extract this representation. Notice that the databases used were 
conformed of different scanner models and magnetic fields, to which the 
DL-models were more robust, having<10% drop in performance when 
testing on the external database. On the other hand, LR-models are 
based on obtained volumetric measurements that need to be previously 
computed using different tools which can be affected by changes on the 
MRI scanners and image protocols used to acquire the data. Thus, 
considering that volumetric measures have been frequently used as 
outcome measures in clinical trials (Tur et al., 2018b), our findings 
suggest that DL-based discriminative tools may also be considered as 
trial outcomes, given that seem to explain clinical outcome better than 
conventional volumetric measures feeding into a LR model. Further 
research in this regard, evaluating the CNN model’s sensitivity to clin-
ical change, is therefore warranted. 

Finally, in this study we attempted to understand the reasons behind 

Fig. 3. Example of an individual attention map analysis. This MS patient was correctly classified as moderate disability with an EDSS = 6.0. a Different T2-FLAIR 
axial slices with their corresponding computed attention map. b Relevant-voxel accumulation by anatomical area, obtained from the product of the binarised 
attention map by the brain anatomical parcellation. In this case, the frontal cortex and periventricular WM were the most relevant areas leading the decision. 
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the decisions made by the CNN through qualitative and quantitative 
analyses of the individual and class-average attention maps derived 
from the CNN model. To the best of our knowledge, this is the first large 
study focusing on giving an explanation to the performance obtained 

using a CNN when trying to classify patients into different disability 
categories. Some other studies aiming at solving similar classification 
problems have also focused on the visualisation of individual attention 
maps, but without performing further analyses on them (Storelli et al., 

Fig. 4. Class-average attention map analyses. a Class-average attention maps (TP, FP, TN, FN) binarised at 95% percentile. b Brain parcellation with the mean 
attention value (normalised across groups) attributed to each anatomical region. c Mean voxel accumulation by each anatomical area depending on the class- 
average group. 
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2022). Moreover, other studies have mainly investigated the classifica-
tion between healthy controls and patients (Böhle et al., 2019; Eitel 
et al., 2019; Lopatina et al., 2020), whereas the task of classifying pa-
tients into different disability classes, as in our study, is possibly much 
more challenging, given the continuous nature of the disease. Thus, we 
went a step further trying to apply such methods on patients only, i.e., 
moderately disabled and mildly or non-disabled, with a priori no clear 
pathological boundaries between them, making it very difficult their 
identification by providing only brain MRI data to the model. With these 
analyses we found that the voxels with the highest relevance for the CNN 
to make the final decisions were in the frontal and temporal cortex, 
followed by brainstem/cerebellum, and periventricular WM. 

The importance of cortical GM for disease progression has been 
suggested in several studies, although the proposed underlying patho-
logical mechanisms differ across studies. For instance, loss of cortical 
GM volume (Cordano et al., 2022), microstructural cortical damage, 
reflected by increased total sodium concentration (Collorone et al., 
2021), or grey matter demyelination (Gilmore et al., 2009), including 
the presence of visible lesions in the cortex (Madsen et al., 2022), may all 
contribute to the accumulation of disability. Furthermore, the loss of the 
physiological balance between the cortical thickness of different areas 
has also been proposed as a process potentially leading to clinical 
dysfunction in MS (Tur et al., 2018a; Tur et al., 2019). However, no 
proper head-to-head comparisons across mechanisms have been carried 
out, which makes it difficult to understand the hierarchy or dynamics of 
such pernicious pathological events. In any case, it is plausible that our 
CNN has captured at least some of the imaging features related to them. 
The consistency across individuals in terms of these areas likely reveal 

genuine differences between subjects, possibly related to atrophy, 
although not only: looking at the results of the voxel-wise regression 
(Fig. 5), it is possible that other pathological aspects, for example 
changes in image texture denoting underlying non-obvious demyelin-
ation, may be playing a role too. On the other hand, it must be 
acknowledged that some of the highlighted attentions in the cortex 
might also be caused by non-pathological aspects such as registration 
inaccuracies. Although the high accuracy of the model might lead us to 
think that the potential impact of registration inaccuracies on model 
performance was not major, this would need to be assessed in further 
studies. That is, we are unable to discern if all the attentions were related 
or not to pathological aspects, which is a limitation of the current study. 
It should also be highlighted the involvement of brainstem/cerebellum, 
whose role in disability progression in MS has been repeatedly seen in 
the literature (Palesi et al., 2015; Savini et al., 2019; Tintore et al., 
2010). Future studies should investigate whether those relevant imaging 
aspects present in the brainstem/cerebellum have the same pathological 
translation as those of the relevant cortical areas. An interesting note is 
that the frontal cortex and the cerebellum have a strong anatomical 
connection through two distinct fronto-cerebellar pathways, which are 
known to be damaged in toxic conditions involving the CNS, such as 
alcohol (Rogers et al., 2012) or heroin abuse (Wang et al., 2013). Future 
studies will elucidate whether these paths are also altered in MS and, 
especially, whether such alteration may be a key step in the develop-
ment of irreversible disability. 

The relevance of periventricular WM may be related to the presence 
of demyelinating lesions, which tend to appear in this location 
(Thompson et al., 2018), but also to lateral and third ventricle 

Fig. 5. Voxel-wise regression analyses. Average map for the TP, FP, TN and FN of the T1-w scan, lesion probability map, Jacobian determinant, LRP heatmap and the 
R-squared (R2) map obtained from the voxel-wise regression model built with the individual attention maps as dependent variable, and the individual lesion masks 
and individual Jacobian determinants as explanatory ones. The partial R2 on each separate variable is also represented. The Jacobian determinant is represented in 
terms of expansion (values > 1.0) and compression (values < 1.0). 
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enlargement, which has been shown to play a role too (Brown et al., 
2017). Agreeing with that, cases with moderate disability presented a 
higher mean lesion load in periventricular WM than in mildly or non- 
disabled cases. 

Interestingly, these structures are followed by the thalamus, which 
also appears to be very relevant for the CNNs, in line with previous 
studies showing the importance of deep GM structures for disease pro-
gression in MS (Eshaghi et al., 2018). All these relevant areas were 
brought to light through both the individual attention map and the class- 
average map analyses. To the best of our knowledge, this is the first time 
that such areas have been identified as relevant for clinical progression 
in MS in a completely hypothesis-free (unguided) manner, that is, 
without forcing the model to pay attention to them. 

Regarding the voxel-wise regression analysis, the most striking 
finding was that the attention within a voxel, which indicates the 
importance of a given voxel to decide the disability class of a given 
patient, was not (only) explained by the mere presence of lesions or 
native-to-MNI deformation (used as proxy for volume change or atro-
phy) in that particular voxel. This may suggest that DL-based methods 
pay attention to more general aspects of the image, possibly focusing on 
complex spatial relationships between voxel-wise information, consid-
ering that distributional features of brain lesions might impact on 
disability progression (Tur et al., 2022), or image texture-related in-
formation, maybe denoting microscopic processes such as underlying 
demyelination (Gilmore et al., 2009). Of note, these more general as-
pects of the image deserve further research and, anyway cannot be 
summarised as presence/absence of lesions and/or atrophy in a given 
point. 

In any case, our findings strongly support the use of DL-based 
methods to perform classification/prediction tasks where the input 
data is derived from images, in line with the superiority observed by our 
CNN with respect to the LR-model. This confirms the potential of DL- 
based models to unveil key aspects of the disease which are uncatch-
able by the human eye. Future studies focusing on unveiling these as-
pects are therefore warranted. 

Potential implications for clinical practice of our findings may 
include, in the short term, the application of CNN-based models to 
automatically classify patients according to their disability status using 
only routinely acquired brain MRI scans. This may be extremely useful 
in situations where large-scale therapeutic interventions, which may 
vary depending on the disability status of a given patient population, 
need to be planned in a relatively rapid manner. Other, mid-term im-
plications include those derived from the development of CNN-based 
models to predict future disability, which may be extremely powerful 
to manage patient expectations and design tailored treatment strategies. 
That is, we should acknowledge that this is a cross-sectional study and, 
therefore, no strong statements about prediction of disease prognosis 
based on our specific CNN model can be made. However, we believe that 
our findings will help build powerful predictive models, possibly 
focusing on those areas identified as highly relevant through the 
attention map analyses. Up to now, most of those CNN-based models for 
future prediction that have been published so far show a relatively 
limited accuracy, implying that more research is sorely needed (Roca 
et al., 2020; Storelli et al., 2022; Tousignant et al., 2019). 

Among the methodological considerations and possible limitations 
of our study, it is worth mentioning the relatively small sample size, 
considering the data needs of DL-based models. For this reason and to 
make the most of the data available, we did not apply any restriction to 
the disease duration of our patients and considered each individual scan 
which could be matched to an EDSS score as an independent piece of 
information. As future work, we would like to analyse the impact of 
adding clinical data, such as disease duration, age at CIS or sex, on model 
performance. Additionally, we applied data augmentation strategies 
when possible. As a result of all these strategies, the final (in-house) 
database used for training, overall, had enough variability, proving 
robustness and generalisation of our models to scans from the same 

vendor. Even though the data from the different MR scanner models 
used for training were not balanced, they were so in terms of strength 
field. This was confirmed by the excellent reproducibility of the models 
when we applied them to the external (i.e., completely unseen) valida-
tion cohort, despite the fact the disability score was not the same than 
the one used for training. Another remark relates to the fact that we did 
not account for potential disease-modifying treatment effects. Future 
studies accounting for these are therefore warranted. Concerning the 
attention maps, they are limited by the lack of a ground truth. Surely, 
other methodological choices could have been made, providing (prob-
ably) slightly different results, which deserve further research. More-
over, we tried to relate the attention maps with well-known biomarkers 
of the disease, whereas future studies should investigate the association 
with new, possibly more promising, biomarkers. 

5. Conclusions 

In conclusion, our CNN model was able to stratify MS patients based 
on their disability score solely using a single time-point brain MRI (T1-w 
and T2-FLAIR sequences) providing an excellent performance. 
Furthermore, our findings bring to light the potential of DL-based 
models to provide key information about the mechanisms responsible 
for the accumulation of disability in MS, suggesting the relevant role of 
frontotemporal cortex and cerebellum for the development of irrevers-
ible disability. Importantly, these findings may have immediate and 
especially long-term implications for clinical practice, laying the foun-
dations for building powerful predictive models of future disability. 
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editing. Àlex Rovira: Writing – review & editing. Mar Tintoré: Writing 
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