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ABSTRACT. The aim of this paper is to present a method to com-
pute parameterizations of partially hyperbolic invariant tori and
their invariant bundles in non-autonomous quasi-periodic Hamil-
tonian systems. We generalize flow map parameterization methods
to the quasi-periodic setting. To this end, we introduce the no-
tion of fiberwise isotropic tori and sketch definitions and results on
fiberwise symplectic deformations and their moment maps. These
constructs are vital to work in a suitable setting and lead to the
proofs of “magic cancellations” that guarantee the existence of so-
lutions of cohomological equations. We apply our algorithms in the
Elliptic Restricted Three Body Problem and compute non-resonant
3-dimensional invariant tori and their invariant bundles around the
L1 point.

1. INTRODUCTION

The study of invariant manifolds constitutes the center piece in un-
derstanding dynamical systems. It is a rather natural first approach
—and often the only hope— to unveil the qualitative behavior of a
time-evolving system. Besides the intrinsic interest of invariant man-
ifolds, such structures have found their “real-world” analogues in ce-
lestial mechanics, astrodynamics and mission design, plasma physics,
semi-classical quantum theory, magnetohydrodynamics, neuroscience,
and the list goes on. In particular, celestial mechanics has a long-held
tradition in considering such objects, especially periodic orbits and in-
variant tori carrying quasi-periodic motion, and is in fact one of the
main fields that promoted their rigorous and numerical study. As-
tronomers have used perturbative techniques for centuries in the form
of formal series of dubious convergence due to the existence of the
so-called small divisors problems. Progress had to wait until the pio-
neering works [Kol54, Arn63, Mos62] that gave birth to the celebrated
KAM theory and the subsequent proofs on the persistence of invariant
tori under small enough perturbations of integrable systems.

In later works, KAM theory was carried out far from the perturba-

tive regime, without the need of action-angle variables [dILGJV05], and
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rigorous results and algorithms were developed for hyperbolic invari-
ant tori and their whiskers [Hd1L06a, HAILO6b, HAILO7]. The method-
ology is based on the solution of functional equations in the spirit
of the parametrization method introduced in [CFdIL03a, CFdIL03b,
CFdILO05] for invariant manifolds of fixed points. For the solution of
the functional equations, the parameterization method constructs a
Newton-like sequence of functions in a scale of Banach spaces that
converges to the solution starting from an initial approximation. The
results are stated following a posteriori formulation: if there is an
approximate solution of the invariance equation satisfying some non-
degeneracy conditions, then there exist a true solution nearby. Rather
rapidly, the parameterization method lead to a plethora of rigorous re-
sults [CCdIL13, CH17b, FAILS09, GHdIL14, HAILS12, LV11] and nu-
merical explorations [CCGdIL22, CCH21, CH17a, GHdIL22, HM21,
KAdIL22], in different contexts, to name a few. See [HCFT16] for a
survey.

Our objective is to design a flow map parameterization method in
the spirit of [HM21] to compute non-resonant partially hyperbolic in-
variant tori and their invariant bundles in quasi-periodic Hamiltonian
systems. Time-dependent Hamiltonians appear naturally in astrody-
namics and celestial mechanics as improvements of the Circular Re-
stricted Three Body Problem (CRTBP). There is a hierarchy of mod-
els of increasing complexity that provide a closer behavior to the real
solar system dynamics, which is generally accepted to be given by the
Newtonian attraction of the celestial bodies described according to the
JPL ephemeris [DTT17]. The improvements of the CRTBP include the
Elliptic Restricted Three Body Problem, the Quasi Bicircular problem
in the thesis of [And98], and the frequency models of [GMMO2], to
mention a few. These improved models enable the consideration of
advanced space missions concepts and can serve as a seed to com-
pute bounded motion for several decades in the JPL ephemeris model
[AS99, And03]. The application of the parameterization method ideas
to non-autonomous complex models in astrodynamics and celestial me-
chanics is our main motivation.

Flow maps methods allow the reduction of the torus dimension to
be computed by one [GMO01, HM21]. The operation count to manip-
ulate functions grows exponentially with the number of variables of
the parameterization. Therefore, the reduction allowed by flow map
methods is computationally advantageous. This comes at the expense
of numerical integration, which can be easily parallelized. A similar
argument can be made for using the parameterization method instead
of following a normal form approach. Normal forms require to manip-
ulate functions of the same number of variables as the dimension of the
phase space. Instead, the parameterization method requires to manipu-
late functions with as many variables as the dimension of the invariant
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manifold. The parameterization method leads to very efficient algo-
rithms. If the parameterization is approximated with either N sample
values in a regular grid or N Fourier coefficients, the Newton-like step
requires O(N) storage and O(N log N) operations.

This efficiency comes from the geometrical properties of the phase
space (i.e. symplectic geometry), the systems (i.e. exact symplecticity),
the tori (i.e. isotropy, Lagrangianity), as well as from dynamical prop-
erties (i.e. reducibility). In particular, the reducibility of the linearized
dynamics around the torus to a block triangular matrix is commonly
known as automatic reducibility and it is an important property both
in theory [CCdIL13, CH14, dILGJV05, FdILS09, GHdIL14, HAIL06a,
HAILO6b, HAILS12, LV11] and applications [CCGdIL22, HM21, KAdIL22].
All these properties lead to the presence of “magic cancellations” and
allow the solution of the so-called small divisors equations, which ap-
pear naturally in the algorithm and are the hallmark of KAM theory.
Proving these cancellations in our context has required the introduc-
tion of new geometrical constructs such as fiberwise symplectic defor-
mations. The technical details can be found in the appendices.

Finally, a standard practice when working with non-autonomous sys-
tems is to consider an extended phase space by defining extra angle
variables and conjugated fictitious variables to make the system au-
tonomous. Although this is mathematically equivalent, this incurs in
increasing the dimension of the phase space which leads to less effi-
cient algorithms. We avoid this practice by considering appropriate
functional equations. Another standard practice to deal with non-
autonomous systems, in particular periodic, is to use flow map meth-
ods for a time-T" map that make the discrete system autonomous, i.e.,
choosing for T' the period of the system. Instead, we take T" as one of
the internal periods of the torus sought for. This enables continuation
from an autonomous approximation of quasi-periodic models starting
directly from tori of the autonomous approximation computed via flow
map methods.

Summary of the paper. We provide a full description of the flow
map parameterization method for the computation of partially hy-
perbolic invariant tori and their invariant bundles in non-autonomous
quasi-periodic Hamiltonian systems. Section 2 provides the geometri-
cal setting for invariant tori in time-dependent Hamiltonian systems.
Section 3 describes the Newton method for computing parameteriza-
tions, including the construction of symplectic adapted frames, and a
strategy for continuation of the invariant tori with respect to parame-
ters. Section 4 is devoted to the results from the numerical application
of the methodology to the Sun-Earth Elliptic Restricted Three Body
Problem for 3-dimensional partially hyperbolic invariant tori and their
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invariant bundles around the L; point. Section 5, presents our conclu-
sions.

As mentioned, the appendices contain the proofs that justify our
constructions. Appendix A is dedicated to the proof of the smallness
of some averages, that are crucial for our algorithms, due to some
”magic cancellations” mentioned above. Appendix B introduces the
notions of fiberwise symplectic deformations and moment maps which
are necessary for the proofs presented in Appendix C for some vanishing
averages that are needed in continuation of invariant tori with respect
to parameters.

2. SETTING
We assume all objects to be sufficiently smooth, even real analytic.

2.1. Hamiltonian systems. Let us assume we have an exact sym-
plectic form w on an open set U C R?" endowing U with an exact
symplectic structure and let Q : U — R?"*?" be the matrix representa-
tion of w. Let us also assume we have a smooth function H : U xR — R
on the extended phase space that depends explicitly on time. Since the
symplectic form is bilinear and non-degenerate, w sets a fiberwise lin-
ear isomorphism between 1-forms and vector fields. Therefore, there is
a unique vector field Xz : U x R — R?" obtained from the differential
of the Hamiltonian as

(1) 5= Xpy(z,t) = Q(2)'D,H(z,1t)",

where Xy is the Hamiltonian vector field of the non-autonomous Hamil-
tonian system generated by H.

In the present work, we focus on a subset of time-dependent Hamilto-
nians that frequently arise in physical models such as those in celestial
mechanics. We will consider the quasi-periodic case where the time-
dependent Hamiltonian is a quasi-periodic function with frequencies
& € Rf—including the case £ = 1 for which the Hamiltonian is pe-
riodic. Later on, further non-resonant conditions will be required for
&. Let TY = RY/Z* be the standard (-torus. We can define the angle
variables ¢ := at € T, and with a slight abuse of notation, we consider
the Hamiltonian as a quasi-periodic smooth function H : U x T* — R.
Analogously, we consider the corresponding Hamiltonain vector field
Xy : U x T - R>™. Then, on the extended phase space, we have the
following vector field Xz : U x T* — R?" x R’ constructed as

2) (;) S (XHg,sa)) |

We look at Xy as a quasi-periodic vector field defined on the total
space U x T’ of a bundle with base T*. On each fiber F, = 7 (y),
where 7 is the bundle projection, we have a symplectic vector structure
and a Hamiltonian vector field Xz (-, ) : U — R?". Note that all these
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vector fields are coupled by the phase equation ¢ = & according to (2).
The vector field X is then a fiberwise Hamiltonian vector field—we
will see our objects inherit this fiberwise structure in different contexts.

We denote the flow associated to Xy by gz~5 : D C RxUxT! = UxT,
where D is the open set domain of definition of the flow. Then, for
every (z,), we have the maximal interval of existence I, such that
the domain of the flow can be expressed as

D={(t,z,p) ERxU T |tel,}

The flow adopts the form

e _ ¢(ta 2 SO)
where the evolution operator ¢ satisfies
d¢

FRUENORS X (o, z,9), 0+ adt), ¢0,z,¢) ==

From now on, we will adopt the standard notations

gg(t’ Z? 90) = &t(z7 <10)7 ¢(t7 Z? QO) = ¢t(z7 SD)'
Since w is exact, the matrix representation of the 2-form is given by
(4) Q(2) = Da(2)" - Da(2),

where a : U — R?" and a(z)" is the matrix representation at z € U
of the action form o defined on U. For fixed t, ¢, is fiberwise exact
symplectic: for each ¢ € T*, ¢, satisfies symplecticity,

(5) D.¢i(z, ) Q(¢e(z,9))Dady(z, 0) = Q(2),
and exactness,
(6) D.pi(z,9) = a(¢n(z,9)) Dati(z,0) —alz)"

for a primitive function p, : U x T* — R. In particular, this is

(7)
pe(z,0) = /o (a(¢s(2, @))TXH(%(Z,(p), w+ 645) — H(qbs(z,(p), w4 (345)) ds,

which also satisfies

® t

T .
Dtppt(za 50) = a(¢t(zv 90)) D(’DQSt(Z, QD) - / <D@H(¢S(Za (70)7 2 + QS))dS,
0
that we include here for future reference. The existence of the primitive
function for the fiberwise exact symplectomorphism ¢, allows certain
cancellations that are crucial in our iterative scheme for the computa-
tion of parameterizations of invariant tori and bundles.
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We will also assume we have an almost-complex structure J on U
compatible with the symplectic structure, i.e., we have a matrix map
J : U — R* 2" that is anti-involutive and symplectic; that is

J(2)? = I, J(2)"Q(2)J(2) = Q).

The almost-complex structure induces a Riemannian metric g with a
matrix representation G : U — R*"*?" defined as G(z) := —Q(2)J(2)
at each z € U.

Note that we assume the symplectic form to be independent of ¢ but
not constant in U. In the standard case, the symplectic structure, the
action form, the almost-complex structure, and the metric adopt the
matrix representations

0, —I, O, I,
- (9 ) w1 ( B
O, —I, I, O,
JO(Z> - (In On) ) GO(Z) = (On In) .

2.2. Invariance equations for invariant tori. We are interested
in quasi-periodic solutions for the system given by (2), with frequen-
cies @ € R? and & € R*—which correspond to the frequencies of the
Hamiltonian. We will refer to @ and to & as internal and external
frequencies, respectively. Geometrically speaking, quasi-periodic so-
lutions lie in (d + £)-dimensional tori K € U x T¢. In the light of
the parameterization method, we consider suitable parameterizations
K : T?x T — U x T that conjugate the dynamics in K to a linear
flow in T x T* with frequency (@, &). In particular, the frequencies @
and & need to be, at least, non-resonant or ergodic. That is,

kE-0+j-a#0 for (k,j)ezxZ"\{0},

where - is the standard scalar product. Then, for the range of K to
be an invariant torus, the parameterization is required to satisfy the
functional equation

(9) ¢ o K(0,0) — K0+ t, o+ at) =0,
where 6 € T ¢ € T¢, and ¢ € R.
Remark 2.1. By differentiating (9) with respect to t, we obtain the

following vector field version of the invariance equation
X o K(0,0) = D;K(0,0)0 + DK (0, 9)a

Recall that the extended phase space, U x T, has a bundle structure
with T as the base space. Because of this bundle structure, we consider
parameterizations for IC of the form

(10) Ko = ( @ 7).
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where K : T¢ x T¢ — U parameterizes a (d + ¢)—dimensional invariant
torus K C U. Then, for K to satisfy (9), it suffices that K satisfies the
invariance equation

(11) o (K(0,¢),¢) — K(0+dt, ¢+ at) = 0.

From a computational point of view, the cost to compute parameter-
izations rapidly increases with the dimension of the torus. We therefore
follow the trick from [GMO01, HM21] and look for a parameterization
K : T4 ' xT! - U of a (d+ ¢ — 1)-dimensional torus K C K, invariant
under time-7T" maps where T is the period associated to one of the in-
ternal frequencies of K. Note that if the frequencies w are fixed, then
sois T

Let us first definew =: (w, 1) and & =: 7o, wherew € R ' and a €
R*. In what follows, we will require of (w,a) stronger non-resonance
conditions. We will assume (w, ) to be Diophantine, meaning that
there exists v > 0 and 7 > d + ¢ — 1 such that for all n € Z

b
(k[ + 151)

where | - |1 is the ¢*-norm. See Remark 2.7.

We can then assume 0 = (0,0,4), for some fixed 6; € T and with
6 € T, and consider a parameterization for K of the form K (6, ) =
K(6,04,0). If we look at the invariance equation (11) for ¢ = T and
some fixed 04, we observe that

¢T(K(976d7¢)7¢) - K(9+w79d+ 17g0+04) = 07
from where we obtain the following invariance equation for K

(12) or(K(0,¢),0) — K0 +w,o+a)=0.

k- w+j-a—n|> for (k,j) € 2! x Z°\ {0},

We refer to w and a as the internal and external rotation vectors, re-
spectively. We can recover a parameterization for K, and consequently
for IC, from the parameterization of K as

(13) f((é, ) = gbng(K(é’ —Oqw, p — 0a), 0 — Hda).

In what follows, we refer to K as the generator of K and to T
as the flying time of K. We emphasize that, although we began by
considering a (d 4 £)—dimensional invariant torus K living in the ex-
tended phase space U x T¢, this torus is completely determined by
(d + ¢ — 1)—dimensional tori K living in U. Consequently, with this
formulation, we not only manage to reduce the dimension of the phase
space but also of the invariant tori to be computed.

Remark 2.2. The parameterizations K and K are unique up to rota-
tions and up to unimodular transformations on w and w, respectively.
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Remark 2.3. When the Hamiltonian is periodic with period Ty, it is
somewhat standard to look for invariant tori under time-Ty maps, see
e.g. [CJOO]. Let us illustrate our motivation for taking time—T maps,
where T 1s the period associated to one of the internal frequencies, with
a simple example commonly found in applications. Assume we have a
Ty —periodic Hamiltonian of the following form,

H(z,¢) = Ho(z) + eH1(z, p),

where € € R is some parameter not necessarily small. Also assume
that we have computed a parameterization Ko : Tt — U of a (d —1)-
dimensional generating torus for the autonomous system given by H.
It is then natural to consider a parameterization K, : T ' x T — U
of a d-dimensional generating torus for the system given by H that can
be obtained from Ky by continuation methods in . If we take time-T
maps where T is the period associated to one of the frequencies of the
torus parameterized by Ky, we can construct K. ate =0 as

(14) Ke(0,¢) = Ko(0),

from where we can directly start the continuation in €. See Section 3.3.
The same argument also holds for the quasi-periodic case.

2.3. Invariant bundles of rank 1. In the present work, we focus
on (d + ¢)-dimensional partially hyperbolic invariant tori with d =
n — 1. Our choice is motivated by applications such as quasi-periodic
perturbations of the Restricted Three Body Problem—this will be the
test case explored in Section 4. The results can easily be adapted for
Lagrangian tori (d = n) and for the lower dimensional case (d < n—1).
In the later case, a complication is that partially hyperbolic invariant
tori are not necessarily reducible. Nonetheless, there exist strategies
[HdIL06a, HAILO7, HAILS12]. Following the results from Section 2.2,
we will directly consider rank 1 bundles of K and K instead of bundles
of K. ) R

Let us first consider bundles of rank 1, W, with base I, invariant
under the linearization of ¢; on K, where the dynamics on the fibers
is contracting or expanding. We then look for a parameterization W
T¢ x T* — R?" satisfying

(15) D¢ (K(0,9), 0)W(0,0) = XW (0 + &t + at),

with x € R. If x <0, W = W* is the stable bundle and if x > 0,
W = W* is the unstable bundle.

We again reduce the dimension of the object by using time—7" maps
and look for a parameterization W : T¢~! x T* — R?" of a bundle W
with base IC satisfying

(16) D.or(K(0,9), o)W (0, ) = W +w, o+ a)),
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with A = eX. We can recover the parameterization of the bundle W
as

W (0, ) = e XD, g7 (K (0—04w, p—040t), o—0q0) W (0—040, o—Oqar).

Note that because W and W have rank 1, the dynamics on the fibers
is a uniform contraction when A < 1 and a uniform expansion when
A > 1. We will also refer to W as the generator of W, to A as the
Floquet multiplier of K, and to x as the Floquet exponent of K.

Remark 2.4. Rank 1 stable and unstable bundles are reducible (to
constant X). In general, one could consider rank m stable and unstable
bundles that might not be reducible [Hd1LO6a, HAILO7, HAILS12].

Remark 2.5. We are implicitly assuming the bundles are trivial or that
can be trivialized (e.g., by using the double covering trick [HAILOT] ).

Remark 2.6. The invariant bundle W, and analogously W, is the
linearization on K of certain manifolds W defined on the annulus: the
whiskers. If W T xT'xR—Uisa parameterization of a whisker,
then it satisfies the invariance equation

S (W(h,p,5),0) = W(+it, o+ at, eXs),
where s € R. Also note that at s = 0, ﬁ/\(é, ©,0) = K(0, ).

2.4. Geometric properties of invariant tori. Until now, we have
only considered the geometric properties of the phase space. Never-
theless, invariant tori of exact symplectic maps under non-resonance
conditions carry certain geometric properties that are of vital impor-
tance in our constructions.

For each ¢, let us consider tori K, C K with parameterizations
K, : T — U constructed as K,(0) = K (0, ). If we think of U x T*
as the total space of a bundle with base T‘ and projection 7, each
fiber F, = n '(p) contains the torus K,, see Fig. 1 for a sketch.
We will use the same constructions and notation for IQ, C K and its

parameterization IA(@.
Notice that, by differentiating Eq. (12) with respect to 6, we obtain

We rephrase (17) by saying that the tangent bundle of IC,,, parameter-
ized by the column vectors of DgK, is transported by the differential
D.¢r as:

D.o7 (K, (6), ) Dok p(0) = DyKpya(d + w).

From standard arguments, ergodicity of the flow on the torus implies
that K, is an isotropic torus for each ¢, that is, Kjw = 0. In coordi-
nates, this property reads

Dng(Q)TQ(K@(Q))D(;K@(G) = 0.
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FIGURE 1. Sketch of the torus K, within the torus K.

Hence, we think of IC as a ¢-parameterized family of (d—1)-dimensional
isotropic tori and we say that I is fiberwise isotropic.

As we will see in Section 3.1, because of the invariance of K and W
and the fiberwise isotropy of ', there exists a set of coordinates given
by a symplectic frame that reduces the linearized dynamics to upper
triangular form constant along the diagonal. The reducibility of the
linearized dynamics allows the efficient computation of invariant tori
and bundles and is a property known as automatic reducibility in a
variety of contexts.

2.5. Cohomological equations. In our iterative scheme we will en-
counter cohomological equations. We dedicate this section to such
equations that frequently appear in KAM theory. The material pre-
sented here is rather standard, see e.g. [dIL01, Riis76], but we adapted
the formulation to be better suited for our purposes.

In what follows, for functions ¢ : T?! x T — R, that are 1-periodic
in each variable, we will often consider their Fourier series

C(e’ S0) _ Z Z ékjeﬂﬂ(ke-i-j%@),

kezd—1 jEZZ

where k6 := Zi;i kuBu, jo = Zizl Jutpu, and ¢ is the imaginary unit.
Their average is the zero term

o= (0= [[ | co.p)dvae

2.5.1. Non-small divisors cohomological equations. Let &, n : T4t x
T* — R be analytic functions and let w € R%! and a € R’ be fixed
rotation vectors. For ease of notation, let us define § := 6 + w and
P =p+a.

We first consider functional equations of the form
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with A\, u € R such that |A| # || and where 7, w, and « are known
and £ is to be found. If we express £ and 7 as Fourier series

97 ©) = Ak: ‘ei27r(k9+j<p)7 n (97 Q) = ﬁk ‘ei27r(k9+j<p)’
J J
keZzd—1 jEZz keZzd—1 jezz

the solution of (18) is formally given by

;o Tk .
Shi = 3 Jici2m(krtja) vk, J.

2.5.2. Small-divisors cohomological equations. We will also consider
functional equations of the form

(19) £(0,0) —£(0,9) = n(0, »),
where 7, w, and « are known and £ is to be found. If (n) = 0, the
solution of (19) is formally given by

500 € R free,

. » .
gkj - 1— eigﬂzkw-i—ja) for k’j ?é 0.

Remark 2.7. Note that 1 — e+ +i%) can become arbitrarily small

even if w and o are non-resonant—this is the so called small divi-

sors problem. For analytic n, the convergence of the series for & 1is

guaranteed by requiring stronger non-resonant conditions—that is, the

Diophantine condition. This is standard in KAM theory

3. FLOW MAP PARAMETERIZATION METHODS

In this section we develop the methodology for computing parame-
terizations of generating tori I and generating bundles W for (d + ¢)-
dimensional partially hyperbolic invariant tori K and their invariant
bundles W, respectively, where d =n — 1.

3.1. Adapted frames. We proceed to construct symplectic frames
P : T4 1 x T — R?"*2" in order to leverage the automatic reducibility
of the tori. We look for a vector bundle map over the identity such
that, in suitable coordinates, the linear dynamics reduce to an upper
triangular matrix as

@) PERD0n(K0.0. )P0 = (5 4.

with

o A= ) sea= (T 0).

where each 0 block corresponds to a zero matrix of suitable dimensions
and S! is the (n — 1) x (n — 1) symmetric matrix known as the torsion
matrix.



12 ALVARO FERNANDEZ-MORA, ALEX HARO, AND J.M. MONDELO

The construction of the frame P follows from first constructing a
subframe L : T4 x T — R?"*" that is invariant under the differential
of time-T" maps on K; that is, L is required to satisfy

(22) D.ér (K(0790)790)L(9790) - L(@, @)A

Note that this is a necessary condition for the frame P to satisfy (20).
Also, according to (17) and (16), Dy K and W are invariant under the
differential of time-7" maps and they are therefore suitable to partly
generate the subframe L. For autonomous Hamiltonian systems, the
Hamiltonian vector field is invariant under the differential of time-T
maps and, consequently, this suffices to construct the subframe L, see
[HM21]. For periodic and quasi-periodic Hamiltonians, this is no longer
the case due to the time dependency. We need to construct a new object
invariant under D,¢p—this is the key element to apply the same ideas
of flow map parameterization methods for autonomous systems to our
setting.

Let us first derive Eq. (12) with respect to ¢ to obtain

(23) DZ¢T (K(Qa (10)7 90> D<PK(‘97 90) + D<P¢T (K(Qv @)7 Qp) - DcpK(év @)

For the flow gg, let us consider

(24) Lor o dulz,0)
at t = 0 and observe that we have the identity
(25)
D.¢r(z,0) Door(z,0)\ (Xu(z9)\ _ (Xu (or(z, ). 9)
Orxan I o & '

Then, using (23) and evaluating (25) on the torus, i.e., at z = K (0, ¢),
it is easy to show that

(26) D.or (K(@, 90)7 90) XH(gv 90) = XH<év @)7
where
(27) XH(&@) = XH(K<97§0)790) - D@K(0790>d

is a geometric object defined on the torus that is invariant under D, ¢r.
Additionally, at each (6, ), Xy (0, ) complements the column vectors
of DpK (6, ¢), tangent to K, at K (6, ), to a full basis of the tangent
bundle of K, at K (6, ). Such interpretation follows from differentiat-
ing (13) with respect to 6, at 6, = 0.

From (16),(17), and (26) it is immediate to see that the subframe
L : T x T — R?*™"_ given by

(28) L(6.¢) = (DoK(0.9) Xu(0.¢) W(0.%))

satisfies (22). Additionally, L has full rank since Dy K and X generate
the tangent bundle at I, of the (n — 1)-dimensional torus K, and W
generates the stable or the unstable bundle. Following [HCF*16], it
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can be shown that L is a fiberwise Lagrangian frame. That is, for each
o € T Ly(0) := L(0,¢) generates a Lagrangian subspace on T, U.
In coordinates, this property implies that

(29) L0, 0) QK (0, 0)) L(0, ) = 0.

We now proceed to complement the subframe L with a subframe
N : Tt x T — R?X" guch that the frame P is symplectic with
respect to the standard symplectic form. Note that the symplecticity of
P implies the subframe N also needs to be fiberwise Lagrangian. There
exists several ways to construct the subframe N, see e.g. [HCF16] for
details. We will use the almost complex structure and the Riemannian
metric to construct

(30) N(0,¢) == J(K(0,9))L(0,0)Gr(0,0) ",
(31) Gr(0,0) = L(0, ) "G(K(0,0))L(0, p).

Then, it follows that the frame P(, ) = (L(0,¢)|N(0,go)) is sym-
plectic and satisfies

3) PO Dor(K0.0).) P00 = (G5,
where
33 50.9) = N(0,9) AKE.2)D.0r(K(6,0), 9) N6, ).

and, due to symplecticity, S(0, 0)AT = AS(0, )T holds.
Note that the frame P does not yet satisfy (20) as the torsion matrix

given by S needs to be transformed to adopt the reduced form given
in (21). In doing so, we get another invariant bundle generated by the
last column of P. We construct a new symplectic frame by considering
symplectic transformations

gn Q.0 = (51252,

with B symmetric, such that the frame

(35) P(6,¢) = P(6,9)Q(6,¢)

satisfies (20). This translates into the matrix

(36) S(0,0) = AB(0,0) + 5(0,0) = B, §)A”T

adopting the required form which, in turn, determines the matrix B.
Let us define splittings in blocks of sizes (n — 1) x (n — 1),(n — 1) X
1,1 x(n—1)and 1 x 1 for S as

A _(SM0,9) S*(0
o 0.0~ (3.5 510.5))

s
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and define analogous splittings for the matrices S and B. Then, ex-
pression (36) reads

(38) S'0,0) = S'(6,9) + B'(0,9) — B'(6,9),
(39) S%(0,0) = 570, ¢) + B*(0,¢) — B*(0, )",
(40) 50, ¢) = 5°(8,¢) + B*(0,0)A — B*(0,¢),
(41) 5S40, ¢) = 540, ¢) + BY (0, o)\ — B0, 5)\ .

We require that S?(0,0)" = S%(0,) = 0 and S*(0,¢) = 0, whereas
no restriction is applied to S'. Consequently, our requirement on the
frame P translates into

(42) B*(0,¢) — B*0,p)\" = —5%(0, ),
(43) BY(0,0)A — B0, )\ = =S40, ¢),

and B3(0,0)" = B2(0,9). We then choose B'(0, ) = I,_;, which
results in S'(0,¢) = 5(6, ). Equations (42) and (43) are non-small
divisors cohomological equations that can be solved as detailed in Sec-
tion 2.5. The construction of adapted frames is summarized with the
following algorithm.

Algorithm 3.1. (Computation of adapted frames) Given (K, W,\)
satisfying (12) and (16), compute the adapted frame P and the reduced
dynamics by following these steps:
(1) Compute Xy (0, ) from (27).
(2) Compute L(0,¢) from (28).
(3) Compute N(0,¢) from (30).
(4) Compute S(0, ) from (33), let B (0, ) = I,_y, and S'(0, ¢) =
SY(0, o).
(5) Compute B2(0,¢) by solving (42) and let B3(0,¢) = B2(0,¢)".
(6) Compute B*(0, ) by solving (43).
(7) Compute P(0,¢) from (35) with Q(60,y) given by (34).

3.2. Description of a Newton step. Given (K, W, \) that approx-
imately satisfy equations (12) and (16), our aim is to improve such
approximations with an iterative scheme. Let us define the error in the
invariance of K and W as the functions EX, EW : T¢"1 x T — R>"

given by

(44) E"(0,0) == ¢r(K (0, 9),») — K(0,9),

(45)  E"(0,¢) = D:or(K (0, 9), )W (0, ) — W(0, p)A.

Since K and W are approximately invariant, C is approximately re-

ducible. That is, there is an error in the reducibility of the linearized
dynamics controlled by EX and EW as

P09 D.or (K. )P0 0 = () SV ) +oER ) 157 )
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for some suitable norms. Also, the matrix P is approximately symplec-
tic. Therefore, instead of computing its inverse, we can use that

P0.9)7" = —QP(0,9) Q(K(0,2)) + O(IEX|, |1E]])

to compute an approximate inverse. Recall that €y is the standard
symplectic form. In order to improve the parameterizations for K and
W, we add corrections to their parameterizations such that the lin-
earized invariance equations vanish at first order. Therefore, we can
neglect the error in the reducibility of the linearized dynamics and in
the inverse of P as long as their contributions is of second order or
higher.

3.2.1. A Newton step on the torus. We proceed by adding a correction
AK : T x T* — R?*" to the parameterization K. The invariance
equation on the corrected torus then reads

(46) QST(K(Qv%O) +AK(‘9v90)790) - K(Qﬂé) - AK<07@) =0.

We linearize the equation around the approximate torus in order to
find the correction AK that makes equation (46) vanish at first order.
Let us use the frame P and write the correction in coordinates such
that AK(0,p) = P(0,9)&(0, ¢). Expanding around the approximated
torus and retaining only terms up to first order results in

(47) qubT (K(@, 90)7 QO)P<97 30)5(07 90) - P(éa @)5(9_7 @) = _EK(ea 90)

We then left-multiply by P(6, )~ and neglect higher order terms to
obtain

(13) (6 *VF) 00 - 0.0 = o)
where
(49) (0, 9) = QP0,9) QK0 9) E* (0, »).
Let us write £ and 1 into (n — 1) X 1 x (n — 1) X 1 components as
£1(0, ) UNUED)
SO ) I
40, ) UNCRS

Observing that (n?) is quadratically small—see Appendix A—we ne-
glect again higher order terms to write (48) as

(50) £(0,0) + S'(0,0)E%(0,0) — €10, 0) = 1' (6, ),
(51) A0, ) — €20, 9) = %0, ),
(52) £0,¢) - (0, 9) =1°(0,¢) — (%),
(53) AN 0, 0) — €10, 9) =1'(0, ),
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Note that equations (51) and (53) are non-small divisors cohomologi-
cal equations whereas equation (52) is a small divisors cohomological
equation. Once &2 is solved for, equation (50) is also a small divisors
cohomological equation. Since (52) is solvable (assuming Diophantine
conditions), with (£3) free, we adjust its value in order to adjust aver-
ages in (50). That is, we will use this freedom to solve equation (50)
as a small divisors cohomological equation. See Section 2.5.
Let us consider 3
£(0,0) = &+ E(0, ),
where €%, solves (52) with (£3) = 0. Then, equation (50) becomes

§1 (07 @) - fl (év @) = 771 (97 @) - Sl (67 90)53(97 ()0) - Sl (97 90>£g

We now choose & such that

(54) (She& = (n' = 5'€°).

Hence, we can now solve equation (50) as a small divisors cohomo-
logical equation with (£!) free; a simple choice is to take (¢!) = 0.
This underdeterminacy reflects the underdeterminacy of the parame-
terization of the generating torus K under phase shifts in T¢! and
translations within I@, see Remark 2.2. The Newton step on the torus
is summarized with the following algorithm.

Algorithm 3.2. (Newton step on the torus) Let (K, W, \) satisfy equa-
tions (12) and (16) approzimately. Obtain the corrected genmerating
torus by following these steps:

(1) Compute P(0,p) and S*(0,¢) by following Algorithm 3.1.

(2) Compute the error EX(0,¢) from (44).

(3) Compute n(0, @), the right-hand side of the cohomological equa-
tions given in (48), from (49).

(4) Solve (51) and (53) as non-small divisors cohomological equa-
tions in order to obtain £%(0, ) and 40, p).

(5) Solve (52) as small divisors cohomological equations in order to
obtain its zero-average solution €3(0, ).

(6) Compute (S1) and the right-hand side of the linear system (54)
and solve it in order to obtain &.

(7) Solve (50) as small divisors cohomological equations in order to
obtain £1(0, @) with (') = 0.

(8) Set K(0,¢) <= K(0,¢) + P(0,0)¢(0, ¢).

3.2.2. A Newton step on the bundle. Once we have corrected the pa-
rameterization of the generating torus in the previous step, we proceed
in an analogous manner and add corrections AW : T4~! x T* — R?"
and A\ € R to the parameterization of the generating bundle and to
the Floquet multiplier, respectively. Then, on the corrected bundle, we
obtain from (16)

D.or(K (6, ¢),0) (W0, 0)+AW (6, 0))—(W(0,0) + AW (6, 5)) (A+AN) = 0.
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We choose the corrections such that the previous equation vanishes
at first order. Again, we write the correction term for the bundle
in coordinates such that AW (60, ) = P(0,¢)¢(0, ¢) and expand the

previous expression retaining terms up to first order to obtain

DZ¢T (K(ev 90)7 QO)P(Qa @)g(ea @)_P(év @)5(@ @))‘_W(Q @)AA = _EW<07 90)'

We then left-multiply by P(0,@)~!, use equation (20), and neglect
second order terms to obtain

5) (g 0 €00 - 3609 - A = n(6.),

with

Onfl
B 1
n = Onfl ’
0
and
(56) (0, ¢) = QP(0,9) QK. 2))EY (0, ¢).

We can split £ and 7 as in the previous section and rewrite (55) as
(57) 51(97 ()0) + Sl (07 ¢>§3<67 90) - )‘51 (8_7 @) - 771(67 90)7
(58) /\52(8’ SO) - )‘52(57 95) — AN = 7]2(‘97 90)7
(59) 53(97 90) - )\53(9_’ @) = 773('9a 90)7
(60) AN 0, 0) — AEH0, ) =10, ).

Equations (59) and (60) can be solved as non-small divisors cohomolog-
ical equations and, once £? is known, equation (57) can also be solved
as a non-small divisors cohomological equation. On the contrary, equa-
tion (58) can be solved as a small divisors cohomological equation with
(€%) free once we adjust the average of the right hand side by taking
AN = —(n?). The freedom in (£?) is related to the freedom in the length
of W, analogous to the underdeterminacy of the lengths of eigenvectors
in an eigenvalue problem. We then take the simplest choice for this av-
erage, i.e., (§%) = 0. The Newton step on the bundle is summarized
with the following algorithm.

Algorithm 3.3. (Newton step on the bundle) Let (K, W,\) satisfy
equations (12) and (16) approximately. Obtain the corrected generating
bundle and Floquet multiplier by following these steps:

(1) Compute P(0, ) and S*(0, ) by following Algorithm 3.1.

(2) Compute the error EV (0, o) from (45).

(3) Compute n(0, @), the right-hand side of the cohomological equa-
tions given in (55), from (56).
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(4) Solve (59), (60), and (57) as non-small divisors cohomologi-
cal equations in order to obtain £3(0,p), £4(0,¢), and (0, p),
respectively.

(5) Take AN = —(n?).

(6) Solve (58) as a small divisors cohomological equation in order
to obtain £2(0, ) with (%) = 0,

(7) Set W(0,p) < W(0,0) + P(0,p)E(0,p) and XA < X+ AN,

3.3. Continuation with respect to external parameters. Let us
assume we have a family of Hamiltonians H. that depends analyti-
cally on some parameter ¢ € R. Given (K, W, \). for certain value
of ¢ that satisfies equations (12) and (16), we want to compute pa-
rameterizations of a generating torus and generating bundle (with the
corresponding Floquet multiplier) for a different Hamiltonian H... As
commonly done in continuation methods, see e.g. [AG90], we will pro-
vide a methodology to compute the tangent to the continuation curve
with respect to € from where we obtain a first order approximation of
the invariant objects for H...

Let us assume equations (12) and (16) define implicitly (K, W, A). as
functions of . Then, we want to compute 0.K,0.W, and d.A. In the
following, for the sake of notation clarity, we will omit the dependency
of (K,W,\) and of ¢r on e. Let us begin by taking Eq. (12) and
differentiate it with respect to € to obtain

DZ¢T (K(67 90)7 (,O)aEK(H, 4,0) - aeK(év 95) + a€¢T (K(07 gp), ()0) = 07

where 0.¢r is the variation of the map ¢ with respect to € that can be
computed through variational equations. We now express the deriva-
tives in the frame such that 0.K (0, ¢) = P(0,¢)¢(0,¢). The previous
expression then reads

and, after left-multiplication by P(, @)™, we have

(51) (6 *\F) 00 - 001 = o)
where

(62) 10, ) = QP(6,0) QK(0,3))0-07(K (0, 0),¢).

The cohomological equations given in (61) can be solved exactly as
described in Section 3.2.1 but with n given by (62).

Remark 3.1. For the system given by (61) to be solvable, we encounter
again small divisors cohomological equations for £ (recall the splittings
defined in Section 3.2.1) that require (n*) = 0. Using fiberwise sym-
plectic deformations, see Appendixz B, we prove in Appendixz C that, for
n defined as in (62), (n®) = 0.
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In order to obtain 0.W and 0.\, we differentiate equation (16) with
respect to € to obtain

35 <DZ¢T (K<97 30)7 @)>W<97 90)+Dz¢T (K(‘gv 90)7 30) aEW(Q? §0>_W<9_7 @)aEA_aEW(Q_a @)A = 07

which can be rewritten as
(63) B B
DZ¢T (K(ea So)a 90) asW(97 (P>_8€W(67 @)A_W< ) @)as)\ = _E8€W(6’ 90)7

with
(64)

E*Y(0,0) = 0.(D.or (K (6,9),9) ) W(6,9)
= 0.D.pr (K (0, 0),0)W (0, 0) + D2or (K (0, ¢), 0) [W(0, ¢), 0-K (0, ¢)].

The form D2¢r (2, ¢)[-, ] is the bilinear form given by the second dif-
ferential of ¢ with respect to z that can be computed through vari-
ational equations. Then, by using the frame such that 0.W (6, ¢) =

P(0,0)€(0, @), and after left-multiplication by P(6,)~!, expression
(63) reads

@) (p )0 -0 - cor o)
with
(66) n(0,9) = QP0,0) QK 2) E*" (0, ).

These cohomological equations can be solved exactly as described in
Section 3.2.2 but with n given by (66). The computation of deriva-
tives of (K, W, \) with respect to parameters is summarized with the
following algorithm.

Algorithm 3.4. (Computation of derivatives with respect to param-
eters) Let (K, W, ). be implicit functions of € by equations (12) and
(16). Find 0.K, 0.W, and 0:\ by following these steps:
(1) Compute P(0,¢) and S*(0,¢) by following Algorithm 3.1.
(2) Compute n(0, @), the right-hand side of the cohomological equa-
tions given in (61), from (62).
(3) Solve (51) and (53) as non-small divisors cohomological equa-
tions in order to obtain £2(0,p) and £*(0, ).
(4) Solve (52) as small divisors cohomological equations in order to
obtain its zero-average solution 53(9, ©)-
(5) Compute (S'), and the right-hand side of the linear system, (54)
and solve it in order to obtain &.
(6) Solve (50) as small divisors cohomological equations in order to
obtain (0, @) with (£') = 0.
(7) Set 0.-K(0,¢) <+ P(0,9)£(0, ).
(8) Compute E%W (0, ) from (64).
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(9) Compute n(0, @), the right-hand side of the cohomological equa-
tions given in (65), from (66).

(10) Solve (59), (60), and (57) as non-small divisors cohomologi-
cal equations in order to obtain £3(0, ), £4(0, ¢), and (0, p),
respectively.

(11) Take 0.\ = —(n?).

(12) Solve

A (0, ) — AE2 (0, ) — DX = (6, )

as a small divisors cohomological equation with (£*) =0
(13) Set 0:W (0, ) < P(6, 0)&(0, ).

3.4. Comments on implementations. For every function ¢ : T¢! x
T* — R, we use its Fourier representation and their grid representa-
tion. The Fourier representation is given in terms of Fourier coefficients
{é’k]} € C, with k € Z% ! and j € Z*, and the grid representation is
given by the values {(x;} of ¢ in an equally spaced grid of T¢"! x T*.
We can switch between both representations with the linear one-to-one
map provided by the Discrete Fourier Transform (DFT). Operations
such as phase shifts, differentiation, or solving cohomological equations
can be done efficiently in Fourier space whereas numerical integration
or evaluation of vector fields can be done more efficiently in the grid
representation. We switch between both representations according to
the operations to be performed. See e.g. [HM21] for details.

In practice, we can only work with truncated series. Furthermore,
the DFT only provides approximate coefficients, that cannot in general
be directly identified with the Fourier coefficients. Instead, for each
coefficient ékj, we use the DFT coefficient that best approximates it,
see e.g. [Hen79] for details.

The unstable Floquet multiplier of K can be large, which would
compromise the convergence of the method. In the numerical explo-
rations of Section 4, instead of solving Egs. (12) and (16), we fol-
low a multiple shooting approach. We consider multiple tori {Ki}?i_ol
and bundles {W;}7,' parameterized by {K;}7," and {W;}7," with
K; T x T - U and W, : T4 ! x T* — R?" such that

(67) ¢T/m (Kl<97 (70)7 90) - KiJrl(gma @m) = 07
(68) DZ¢T/m (Kz(ev 90)7 SO)VVZ(Qv @) - /\%Wz#l (ém; @m) =0

for i = 1,..,m — 1, where 0, :== 0 + w/m and @,, := ¢ + a/m.
The subindex in K and W is defined modulo m. We choose m such
that |)\|% is small enough. The methodology described in Section 3
generalizes with some extra work for Egs. (67) and (68). For the sake
of clarity, we have described the method for m = 1. Nonetheless, the
generalization from m = 1 to m > 1 is analogous to the generalization
in the autonomous case which can be found in [HM21].
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The evaluation of flow maps and the variational equations require
numerical integration that can be costly for high-dimensional tori.
Nonetheless, numerical integration is easily parallelizable by assigning
trajectories to different threads.

To prevent numerical instabilities, we implement a lowpass filter after
each Newton step on K and W for the approximate Fourier coefficients
of the parameterizations, i.e., at the end of Algorithms 3.2 and 3.3.
For simplicity, assume K is a 2-dimensional torus with a grid of size
N1 X No—which is the test case of Section 4. The filtering strategy
consists of setting to zero the coefficients for |k| > ky and |j| > j; for
the values ky = 7 - Ny and j; = ry - Na, where ry € [}l,%) is some
filtering factor. Because of this filtering strategy, the effective number
of approximate Fourier coefficients is not N; x Ns.

Since we are working with truncated Fourier series, we need to decide
on the number of Fourier coefficients. This number needs to be large
enough so the series allow the parameterizations to meet their required
error tolerance in the invariance equations. The necessary number of
coefficients might change throughout the continuations so we also need
a strategy to adjust the grid sizes of the invariant objects. Since our
objects are real analytic, their Fourier coefficients decay exponentially
fast. Our strategy is based on controlling this decay. In order to
do so, we compute the tails of the truncated series. For functions
(: T xT — R, we compute the tails in the internal phase 6 and the
external phase ¢ as

Q)= > Iyl Q= D> 1l

|k|>ke,|5]<je |k|<kt,l3]>7¢

for k;, = r, - N1, jy = 1y - No, where r; is some tail factor such that
ry < ry. For the case where ¢ : T x T — R?", we consider t, and t, to
act component-wise.

Furthermore, throughout the continuations on e, the necessary step
size of the continuation procedure needs to be adjusted. We conclude
this section with a proposal in Algorithm 3.5 for the continuation of
generating tori, bundles, and Floquet multipliers that is an adapta-
tion for our case of Algorithm 3.6.1 in [HM21]. The main difference
is that in the algorithm of [HM21], a strategy to reduce the number
of Fourier coefficients in the parameterizations is necessary whereas in
Algorithm 3.5, we require a strategy to control the decay of the coef-
ficients in the different phases of K and W to adjust the grid sizes of
the parameterizations.

Let us represent the parameterizations of the invariant objects and
the Floquet multiplier for some parameter ¢ as T. = (¢, K, W, \), for
which we consider the norm

1Tl = (&% + X+ (IK13) + (IW12)) " .
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where || K|, stands for the map (0, ) — [|K(0,¢)||2, || - [|2 denotes the
Euclidean norm in R*", and ||W ||y is the analogous map.
Let us estimate the error in the torus and bundle as follows

K _ K .
ert®(T2) = max | EX (/N1 j/ Vo)l

0<j<N2
w _ w :
er(T2) = max B (k/Ni, /o)
0<j< N2
where || - ||« stands for the supremum norm in R**. Then, a proposal

for the continuation of tori and their bundles is summarized in the
following algorithm.

Algorithm 3.5. (Continuation implementation) Let Tz be an approz-
imately invariant torus, bundle, and Floquet multiplier for some value
of the external parameter € and some values of the flying time T and
rotation vectors w and «. Let K and W have grid representations
of size N1 X Ny, let €x, ew, € be tolerances, vy some tail factor, and
Nimazs Me, Ndes, Ne be integers. Assume we have a suggested continuation
step Ae. Compute a new torus, bundle, and Flogquet multiplier T, for a
new value of the external parameter &' and fixred T, w, and a as follows:

(1) Compute 0-K,0.-W, and 0.\ following algorithm 3.4 and set the
continuation direction 0 < (1,0-K,0.-W, 0. \).

(2) Set ATz < §/||6]| and Tor < Tz + AcAT:.

(3) Perform Newton steps on Tz by following algorithms 3.2 and
3.8 until err™(T2) < ex and extV (To) < ew or up to Npyes
times.

(4) If exv™(T.)) < exe and ertW(T2) < ew, let ny be the number of
Newton iterations and go to step 8.

(5) Go to step 2 with Ae < LAe up to n. times.

(6) Compute [[to(K) o and [it,(K) .

(7) If |I1te(K)|| oo > € and ||t,(K)||oo > €, set Ny <= 2Ny and Ny <
2N,. Otherwise, set Ny <= 2Ny if ||to(K)|lo > ||to(K)||oo and
Ny = 2Ny if [[t,(K)||oo > |[to(K)|l- Go to step 1; try up to
n; times.

(8) Set Tz = Tor, Ae <= 7= Ac and go to step 1.

4. AN APPLICATION: THE ELLIPTIC RESTRICTED THREE BODY
PROBLEM

In this section, we apply our method to the periodic Hamiltonian sys-
tem given by the Elliptic Restricted Three Body Problem (ERTBP).
The strategy we follow consists of taking families of 2D partially hy-
perbolic invariant tori in the Circular Restricted Three Body Problem
(CRTBP) and lift them to the elliptic problem as 3D partially hyper-
bolic invariant tori through continuation in the eccentricity as described
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in Section 3. In practice, we compute parameterizations of 2D gener-
ating tori together with their stable, unstable, and center generating
bundles.

For the numerical explorations, we have used a Fujitsu Siemens CEL-
SIUS R930N workstation with two 12-core Intel Xeon E5-2630v2 at
2.60GHz running Debian GNU/Linux 11. The algorithms were writ-
ten in C, compiled with GCC 10.2.1 and linked against Glibc 2.31,
LAPACK 3.9.0, and FFTW 3.3.8. The numerical integration was par-
allelized using OpenMP 4.5.

4.1. Dynamics. The ERTBP models the motion of a small body of
negligible mass in the gravitational vector field generated by two other
massive bodies, known as primaries, moving in elliptical orbits accord-
ing to two-body dynamics.

Let us denote by m; and msy the masses of the primary bodies and
let us also define the parameter p := ml’?jm It is possible to define
a rotating and pulsating frame after a suitable rescaling in space and
time where the primaries of mass m; and my are at (4,0,0) and (p —
1,0,0), respectively, and their period of revolution is 27, see [Sze67]
for details. The dynamics for the third body are then given by the
periodic Hamiltonian

1
H(Z’ap? ()0) = _[<p1 +£L’2>2 + (p2 - 551)2 +p£2)) -+ x%]
l—p  p

2
1 Lo, 2, o
1+ecosf 2(&:1—1—:62—1—&:3)—1— r +7"2 ’

with z € R3 positions, p € R® momenta, r? = (x; — p)? + 25 + 23, r2 =
(r1 +1— p)? + 22 + 22, and e € R the eccentricity of the elliptic orbit
of the primaries. The true anomaly f := 27wy, with ¢ € T, is the angle
that parameterizes the orbit of the primaries and moves according to
the frequency ¢ = & = 1/27.

The ERTBP has five fixed points, known as the Lagrange points,
denoted by L; with ¢ = 1,2,...,5. The coordinates of these equilibrium
points coincide with the coordinates of the fixed points in the circular
problem. The collinear solutions L, Lo, and L3 are unstable for any
combination of u and e whereas the stability of the triangular points,
L, and Ls, depends on these two parameters. For their values in the
Sun-Earth system, that is u = 3.040357143 - 107% and e = 0.01671123,
the triangular Lagrange points are linearly stable (see e.g. [Sze67] for
details).

The persistence of the fixed points in the elliptic problem does not
generalize to other invariant objects. Periodic solutions only exist in
resonance with the frequency of the primaries. Furthermore, the fre-
quency of the primaries, i.e. the external frequency &, is added to in-
variant objects such as periodic orbits and invariant tori of the CRTBP
increasing the dimension by one of their counterparts in the elliptic
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case. That way, (non-resonant) periodic orbits survive as 2D tori while
the classical Lissajous and quasi-halo orbits become 3D tori—this will
be our case study.

4.2. From the CRTBP to the ERTBP. As we mentioned previ-
ously, we will lift invariant tori and bundles from the CRTBP to the
ERTBP. In this section, we include some details on the families of tori
that we computed in the circular problem: tori in the center manifold
of the L, point.

The L, point in the CRTBP is of type centerxcenterxsaddle; that
is

SpecD Xy (L) = {i27rdjg, —i27rdjg, i2m@?, —i27 @0, A0, —A°},

with a value of the Hamiltonian h°. Thus, there is a 4-dimensional cen-
ter manifold generated by the central part of L, that contains invariant
objects.

The Lyapunov center theorem (see e.g. [MHO09, SM95]) ensures
that there exists two 2-dimensional manifolds inside the center mani-
fold filled with families of periodic orbits: the planar and the vertical
Lyapunov families. These families present bifurcations that give birth
to new families such as the halo family and other more exotic orbits
(see e.g. [DDPO03]). We can parameterize the orbits in these families in
a large neighborhood of the L; point by their value of the Hamiltonian.

Besides the 2-dimensional manifolds of periodic orbits, the center
manifold is also filled with 2-dimensional tori that exist around periodic
orbits with a central part. Let us focus on the tori around vertical
Lyapunov orbits. Let @, and @, be the frequencies of any torus such
that @, — @) and &, — @) when h — h% see Remark 2.2 on the
non-uniqueness of the frequencies. Following [HM21], we define the
rotation number as p := @,/w, — 1. We can then use the Hamiltonian
h and p to represent the family of 2-dimensional tori around the vertical
Lyapunov orbits. These two parameters uniquely determine each torus.
Analogous representations can be obtained for the tori around planar
Lyapunov and halo orbits, see [GMO01, HM21] for a full description.

For p1 = 3.040357143 - 1075 and e = 0, we selected 77 equally spaced
values of p between 0.03565 and 0.0961 for the Sun-Earth system and
“nobilized”! them with an absolute tolerance of 1.6 x 10~*. Then, we
performed continuations in the flying time T for each value of w =
p, following the methodology from [HM21], and obtained the family
of tori around vertical Lyapunov orbits in the CRTBP. The results
are gathered in Fig. 2 where we plot the rotation number and the
Hamiltonian as well as the grid size of the parameterizations in the
color map for each of the 8971 tori computed.

1A noble number is one whose continued fraction expansion coefficients are equal
to one from a position onward.
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FIGURE 2. Energy-rotation number representation in
the CRTBP for the Lissajous family around L, verti-
cal orbits for the Sun-Earth mass parameter. The color
map represents the grid size of the parameterizations.

4.3. Numerical explorations in the ERTBP. In this case study,
the generating tori K are 2-dimensional and the generated tori K are
3-dimensional. To initialize the algorithms, we use the autonomous tori
from the CRTBP with a grid size in the internal phase as given in Fig.
2. For the initial grid size in the external phase, we took Ny = 16. Since
the generating tori in the CRTBP are 1-dimensional, we obtain the 2-
dimensional generators by setting the approximate Fourier coefficients
ékj to zero for |j| > 0. Equivalently, we can construct the generators as
in (14). In algorithm 3.5, we use X =107 W = 1075 ¢ =107%,r, =
1/5, Nppaz = 6,m: = 3,n4es = 4, and n, = 2. We set a maximum of
1024 Fourier coefficients in each phase and for the multiple shooting
approach, we take m = 4. We set the continuations to reach the eccen-
tricity of the Sun-Earth system; that is, e = 0.01671123. It is worth
mentioning that we set ¢ = 1072 for such an exhaustive numerical
exploration, but we manage to get errors in the invariance equations of
the order of 1071 for some tori.

The results of our numerical explorations are gathered in Fig. 3. Out
of the 8971 tori computed in the CRTBP, 4457 reached the Sun-Earth
eccentricity. Each torus in the Figure is labeled by its value of the
internal rotation number and the value of the Hamiltonian of the torus
in the CRTBP used to initiate the continuations. Note that we use h
simply as a label with no dynamical implications. In the color map of
Fig. 3, we represent the grid size in the internal phase 6 (left) and the
external phase ¢ (right) only of the tori that reached the eccentricity
of the Sun-Earth system.

We can observe that not all continuations reach the required value
of the eccentricity. Certain empty “lines”, where the continuations
fail, are present, which suggests the existence of a dynamical barrier.
It turns out that these lines correspond to resonances between the
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FIGURE 3. Energy-rotation number representation in
the ERTBP for the Lissajous family around L; verti-
cal orbits for the Sun-Earth mass parameter. The color
map represents the grid size of the internal phase (left)
and the external phase (right).

frequencies of the 3-dimensional tori, see Section 4.4. For values of p <
0.06, there is also a gap in the energy-rotation number representation.
The lack of convergence in this region is related to resonances and also
to the existence of homoclinic and heteroclinic tangles. We will come
back to this issue in Section 4.5.

From the numerical explorations we can see that, generally, tori in
the ERTBP do not need a large number of approximate Fourier coeffi-
cients in the external phase, see Fig. 3 (right), which suggests that our
tori are more analytic in the phase ¢. Note that ¢ is essentially time
and tori tend to be more analytic in the temporal direction, which is
in agreement with our results.

Close to resonances, the number of coefficients needed increases.
We also observe an increase in the number of coefficients for the tori
surrounding the region where homoclinic and heteroclinic tangles are
present. Resonances and homoclinic and heteroclinic tangles are re-
sponsible for the breakdown of tori, see [Chi79, dILO06, OS87]. The
fact that more coefficients are necessary for the parameterizations close
to such cases reveals that the tori are losing regularity because they
are breaking down.

In order to lift the autonomous tori to the elliptic problem, we see
that it does not suffice to simply add coefficients in the external phase.
When we compare Fig. 2 and Fig. 3 (left), the number of coefficients
in the internal phase changes. Throughout the continuations, it was
seen that for a given torus, sometimes it was necessary to increase the
number of coefficients in the phase # and sometimes in the phase ¢. It
is therefore key to control the decay of the Fourier coefficients as it has
been described in Section 3.4.
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Lastly, we include in Fig. 4.3 some plots in the configuration space
of 3-dimensional tori (red) and their 2-dimensional generators (black)
for a family with p = 0.071461. They can be seen as “fattened” with
respect to their CRTBP. Such “fattening” is clearly seen in the results
from Section 4.5.

The behavior of the family of tori for fixed p is qualitatively very
similar to their autonomous counterparts in the CRTBP, see [HM21].
The family begins with a torus close to a vertical Lyapunov orbit and,
with increasing energy, the tori increase in size and start to bend.
Then, tori approach a vertical Lyapunov orbit of higher energy where
the family collapses.

Remark 4.1. To obtain the results presented in Fig. 3, we did several
runs of Algorithm 3.5 for different values of the filtering factor for the
lowpass filter described in Section 3.4. To give an idea of the computing
time, for the family p = 0.089837, we performed continuations in e of
30 tori from the CRTBP to the Sun—FEarth ERTBP in 4725.57 seconds.
This is the total computing time, the wall-clock time is roughly the total
computing time divided by the number of threads; 24 in our case, so each
of the previous continuations was done in roughly 6.6 seconds. Note
that not all tori take the same time to compute. Computations close
to resonances or close to homoclinic connections can take significantly
longer.

4.4. Resonances. The vector of frequencies (W, &) was assumed to be
sufficiently non-resonant; that is, Diophantine. When this assumption
does not hold, there is a dynamical obstruction to the existence of
invariant tori.

Let K = (K1, ka2, k3) be a 3-tuple. The vectors of frequencies w =
(£, %) and & = 5= are in p-order resonance when |k[; = p and
(69) R, = H1%+H2%+H3%,
becomes zero. The final tori obtained in the Sun-Earth ERTBP, rep-
resented in Fig. 3, are grouped in constant-p families but, througout
each constant-p family, the flying time T varies. For certain « and p,
R might become small, revealing that the frequencies of the generated
tori whithin the constant-p family are approaching resonances. Note
that for given x, with |k|; = p, Ry = 0 defines p-resonant lines. To vi-
sualize these resonances in the energy-rotation number representation,
we first examine the tori computed in the CRTBP. We look for 3-tuples
& such that Rz < €® up to a maximum order p. We took €® = 10~*
and p = 10. Once we obtain the 3-tuples k, we compute the lines
Rz = 0 and obtain pz = pz(T"). Then, we use the values of h, p, and T
of the grid of tori computed in the CRTBP to obtain through inverse
cubic interpolation, for each line R; = 0, the curve pz = pz o T'(h).
The results are shown in Fig. 5.
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FIGURE 4. Projection onto the configuration
space of 3-dimensional generated tori (red) and
2-dimensional generating tori (black) for the fam-
ily p = 0.071461. From left to right h =
—1.50033, —1.50030, —1.50028, —1.50026, —1.50017,
—1.50014, —1.50012, —1.50010.
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FI1GURE 5. Resonant curves up to order 10 for the tori
in the ERTBP for the Sun-Earth mass parameters.

It is clear that when lifting the tori from the CRTBP to the ERTBP,
the frequencies can become resonant for a large subset of the au-
tonomous tori. We observe that for h > —1.5002, there is an accumu-
lation of resonant curves in the energy-rotation number representation
which explains the gap where few tori converged. The accumulation of
resonant curves also explains why, when comparing Fig. 2 and Fig 3
(left), more coefficients are necessary for the parameterizations of the
tori that reached the Sun-Earth eccentricity.

Note the correspondence between the resonant curves and the results
from Fig. 3—the absence of tori in the region surrounded by tori with
Ny = 32 in Fig. 3 (right) corresponds to an order 4 resonance. Other
resonant curves can be appreciated but are more subtle—the lower the
order of the resonance, the bigger the obstruction to convergence. Due
to the presence of resonances, performing continuations for each torus
in the CRTBP is a more robust approach than performing them in
the ERTBP. When the method tries to compute a resonant torus, it
will simply fail and move to the next, whereas if continuations where
done in the ERTBP, the method would have to jump through all the
resonances it encounters.

4.5. Poincaré representation. As we pointed out, the Hamiltonian
in the ERTBP is not constant. Therefore, we cannot obtain the isoen-
ergetic sections of the center manifold commonly seen in studies for
the CRTBP, see e.g. [JM99, GM01, GJSMO01]|. Nonetheless, in this
section we show some analogous results. In addition to the numeri-
cal results already presented, we have also taken tori in the CRTBP
around vertical and halo orbits within a level set of the Hamiltonian,
lifted them to the Sun-Earth ERTBP, and computed a Poincaré section
with ¥ = {z,p € R3| 3 = 0,p3 > 0}.

We explore the level set H = —1.5002, value that crosses the region
with the large gap, see Fig. 3. The results are gathered in Fig. 6. On
the left, we show (in red) the intersections of the tori of the CRTBP
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that, when used as seeds of continuations in the eccentricity e, reach
the Sun-Earth ERTBP. The sections of the 3-dimensional tori at the
end of each of the previous continuations are shown in Fig. 6 right.
In order to have some reference of where the families of tori end, we
show in black the intersections of the last tori computed in the CRTBP
around vertical and halo orbits.

0.01f ( 0.01
g 0 g 0
-0.01f { -0.01
-0.998 -0.994 -0.99 -0.986 -0.998 -0.994 -0.99 -0.986
x a1

FIGURE 6. Intersections in red of Lissajous and quasi-
halo tori with ¥ in the CRTBP (left) and in the ERTBP
(right). In black, we show the intersections of the last
tori computed for each family in the CRTBP. The tori
were computed from the level set H = —1.5002 in the
CRTBP.

We first observe that since the tori in the ERTBP are 3-dimensional,
the intersections with > are 2-dimensional. This allows us to some-
what see the “fattening” of each torus due to the time dependency of
the Hamiltonian. This fattening has important implications for the
convergence of our method in the region of the energy-rotation number
where tori approach homoclinic and heteroclinic connections.

In the CRTBP, there is a range of the Hamiltonian where there exist
tori that approach double homoclinic connections of planar Lyapunov
orbits. For larger energy values, there exist heteroclinic connections be-
tween the so called “axial” orbits. These connections act as separatrices
between the Lissajous and quasi-halo families. An example of a torus
approaching such connections is shown in Fig. 8 of [HM21], where
a torus around a vertical orbit approaches two vertically symmetric
quasi-halo tori. The existence of transverse homoclinic and hetero-
clinic points is one known mechanism for breakdown of invariant tori,
see [Chi79, dILO06, OS87], and the tori in the CRTBP that approach
connections were found for small values of p, see [HM21].

Non-resonant periodic orbits in the CRTBP survive as 2-dimensional
tori in the ERTBP, so there might be even more connections than
in the CRTBP. Together with the fact that tori in the ERTBP have
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been “fattened”, suggests that there might be a larger set of tori in
the ERTBP that are sufficiently close to homoclinic and heteroclinic
connections for the method to fail.

Lastly, in Fig. 7, we show in the configuration space plots of the
Lissajous (red) and quasi-halo (blue) tori whose intersections with ¥ are
largest in the Poincaré section of Fig. 6. That is, the largest Lissajous
and quasi-halo tori that reached the Sun-Earth ERTBP from the level
set H = —1.5002 in the Sun-Earth CRTBP. For easier visualization, of
the two symmetric quasi-halo tori of the energy level only one is shown.
We can observe the proximity between the tori in the configuration
space (similar plots can be obtained with other projections) and how
they almost merge.
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FIGURE 7. Largest Lissajous (red) and quasi-halo (blue)

tori, and their projections, computed in the Sun-Earth
ERTBP from the level set H = —1.5002 in the CRTBP

5. CONCLUSIONS

In this work, we presented a general and efficient method to compute
parameterizations of invariant tori and their bundles in quasi-periodic
Hamiltonian systems with an arbitrary number of frequencies. To this
end, we generalized flow map parameterization methods applicable in
autonomous settings. This generalization required the development
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of the notions of fiberwise isotropy of invariant tori and fiberwise La-
grangian subspaces. We obtained primitive functions of quasi-periodic
time-t maps and, in a more general framework, we introduced the con-
cepts of fiberwise symplectic deformations and moment maps. All of
these notions are vital for our constructions and for eventual proofs,
using KAM techniques, of the existence of invariant objects and their
regularity with respect to parameters.

We manage to reduce the dimension of the phase space by considering
appropriate functional equations. We also reduce the dimension of our
objects by using flow maps. Instead of using periods associated to the
Hamiltonian we use periods associated to the internal frequencies of
tori—which allow us to directly compute invariant tori in quasi-periodic
Hamiltonian systems from tori in autonomous systems in an efficient
and general setting. We also provided a continuation method, under
the parameterization method paradigm, for continuation of invariant
tori and bundles with respect to parameters of the Hamiltonian.

We tested our method in a periodic Hamiltonian system: the Ellip-
tic Restricted Three Body Problem (ERTBP). We computed a large
grid of 3-dimensional invariant tori and their invariant bundles, gaining
qualitative insight into the behavior of the ERTBP. From the numer-
ical explorations, we observed that tori and bundles are more regular
in the external phase. This implies that less coefficients are required
for their computation. Consequently, it is advantageous to include ex-
ternal phases in the parameterizations. Additionally, we observed that
for a large set of tori the frequencies can be in resonance; which is
an obstruction to their existence. Therefore, computing tori by lift-
ing them from an autonomous system is a more robust approach than
performing continuations directly in the ERTBP.
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APPENDIX A. QUADRATICALLY SMALL AVERAGES

For the Newton step described in Section 3.2.1 to be consistent, we
need the averages of 7% given by

. Dok (8, 2)TQK(B, ) EX(0,0)\ _ (170, ¢)
(0 0) = (»?Hw m(gf(e >>)EK<0,S§):' (232(9,:2))

to be quadratically small with respect to the error in the torus invari-
ance EX. Note that for some suitable norm, the derivatives of EX can
be controlled by | EX|| using Cauchy estimates. The following lemma
provides the explicit formulas for (n?).

Lemma A.1. The averages of *" and 7% are given by
(™) = (DeE" (0, )" Ala(0, 0) + DeK (0,p) ' A%a(0, ¢))
(%) = (A’H(0, ¢)) — (A'a(0, ) 'DLE® (0, p)a) — (A%a(0, ) ' DK (0, p)a) ,
where the Taylor remainders A of order i in E are given by
Ala(0,¢) : = a(or(K (0, 9),¢)) — a(K(0, 9))

= [ Da(0.0) + (0. 6. ) ds
Aa(8, ) : = a(or(K (0, ), ¢)) — a(K(0,9)) — Da(K (6, ) E* (6, ¢)

-/ 1(1—3)D2 ( (8,2)+ SE¥(6,9)) [E¥(0.9), EX(0. ) ds,

A’H(0, ) : = H(or(K(0,¢). 0), ) — H(K(0.9),9) — DH(K(0,9),0)E* (0, ¢)

:/0 (1- S)DgH(K(@ )+ sE(0,0), ) [E*(0, ), E*(0,¢)] ds.

Proof. Let us start with (n3!) by using the exactness of the symplectic
form as expressed in (4) to obtain

(") = (DoK (0, %) Da(K(0,2)) E*(6,0) )—(DoK (8, %) 'Da(K (0, ) EX (6, 9))
We use that

0= <D9 (a(K(é, 2)) E¥ (0, g0)>>
= (B (6,2)Do(a(K(0,9))) + a(K(0,9)) Do (6,2)).
so we have
<n31> = — <D9EK(0, go)Ta(K(e_, 95)) + Dy K (6, @)T(AIQ(Q, @) — A%a(b), <p))> )
We will now use
DGEK( ) - Z¢T( ( ) SD)DGK(Q 90) - DGK(év @)7
(DeK(0,9) a(K(0,0))) = (DeK (0, 0) a(K(0,¢))),
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Eq. (6), and
T T
Dy (pr(K(6,9). ¢)) = (a(6r(K (0, %), 2)) 'Do6r(K (6, 0), 9)—a(K(6,9)) ") Dok (60, 0)

to rewrite (n3!)

(™) = (DyEX (0,0)TAla(0, >+D9K<9 ->TA2 w )
— (Do (8, 0)" (D207 (K(0,9),9) "a(0r(K(0,¢). ¢)) + a(K(0,)
= (DyEX(0, )" Ala(6, ) + Dy <e‘ )" A%,
= (DoE" (8, ¢) T A'a(6, 0) + DpK(0,5) A%a(8, ¢)) ,
For n*?, we expand Xy to obtain
() = (X (K(0,%). %) QK (0, 2) E¥(6,9))~(a DK (0, 9) (K (0, 5) E* (0, 0)
and define
n2(0.¢) == Xp(K(0.4,8) Q(K(0.0)EX(0,),
n32(0, @) == —G DK (0, > TQ(K (0, 9) EX (6, ¢)

in order to inspect each term of 732 separately. We first use that
D.H(z,¢) = —Xnu(2,¢) Q2) to express (nf2) as

() = —(D.H(K(0,9),2)E*(0,¢)).

as

> S——
S ~——

Hence,

<7712> - <A2 90)> - <H(¢T(K(9a QO), 90)7 @) - H(K(9>@)7gp)>

where we used that

(H(K(0.9).¢)) = (H(K(0,¢).))-

Let Ri(yp) = ¢ + at. We use the fundamental theorem of calculus so

H(0r(K(0,9),¢),2) = H(K(0,¢).%)

= [ 4 (#(ox 000 Rl )i

- /OT <DZH<¢7& (K(@, ©), 90), Rt(%0)>XH (¢t(K(9, ©), @),Rﬁ(@)))dt

+ /OT (DQDH(@(K(Q, ¢),¢)7Rt(¢>)&> .

where the first integral varnishes because

Consequently,

) = (2000 - { [ (Dot (600, 00.0). Ri)a) ).
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We now use (8) to express (13?) as

<77f > A2H <a< ) w(bT( 0, ), g&)d —prT(K(H, go),gp)d>
(

= (A%H(9 <a 6r(K(0.9).2)) Dyor (K6, >so)d>
—<szT( SO)DsO >

where we used

0= (Do (pr(K(6.9).%)) ) = (Depr (K (6,9). ) DK (8, 0) + Dpr (K (0.0),))
We then use that
D, ER(0,) = D.or (K (0, ¢), ©) DK (0, 0)+Dypdr (K(0, ), ) —DyK (6, 9),

in order to rewrite (771 )

() = (AH(8, 9)) — <a<¢T(K(97 ¢)’¢)>TD¢EK(9’ 90)54>
+ <a<¢T(K(9,90), ))TqubT(K(@,so w))D@K(G,sO)@>

= (a(0r(x60.9).9)) DE(0.9)0 - a(K(0.2) DG 9)a ).

where we used Eq. (6) in the last equality and that

<a(K<e7w>)TD K(0,0)a) = (a(K(0,5)) DK@, £)a).
We leave the term 732 as it is. For the term 732, we use (4) to obtain
(13%) = (@' DK (0, )" Da(K (0, %)) E* (6, 90)>—<04TD@K(9, ) Da(K(8,9)) EX (0, 90)>
Then, we use that

0= (D, (a(K(0,%) E(0.99)))

= (E(0.¢) "D, (a(K(0.9))) +a(K (8, 9)) 'D,EX(6.))

and the definitions for A'a and A%a to obtain

(1) = (a(K(8,9)) DLES(0,9)a)+{ (A1a(0,0)" — A%(6,9)7 )D,K (0, 5)a )
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where we used that 752 = (n§2)T since 732 is a scalar. Lastly, we obtain
(n*) as

() = () + ()

- (a(or(x60.0).9)) DoE(O.P1a)

+ <a(K(§, 7)) 'DLES (0, 0)é + Ala(0, ) TDLK (8, @)d>

- <A26L(¢9, QO)TD@K<9_7 @)OA[>
= <A2H(8, g0)> — <A1a(9, @)TDSDEK(H, cp)éz> — <A2a(9, @)TD¢K(9_, gb)éz> )
O

APPENDIX B. FIBERWISE SYMPLECTIC DEFORMATIONS AND
MOMENT MAPS

In this section we introduce the notion of fiberwise symplectic defor-
mations and establish their main properties. For a general exposition
on symplectic deformations see [GHdIL14].

Definition B.1. A fiberwise symplectic deformation in U C R*" and
with base G C R™ is a smooth diffeomorphism

d: UxG—UxG

(2,t) ¥ (d4(2),7(2)),
such that for allt € G, ¢y : U — U 1is symplectic and 7 : G — G is

the base of the deformation. If for allt € G, ¢(2) = ¢(z,t) is exact
symplectic, we will say that the fiberwise deformation is Hamiltonian.

Definition B.2. The primitive function of a fiberwise Hamiltonian
deformation ® : U x G — U x G is a smooth function p: U x G — R
such that for all t € G, the function py(z) = p(z,t) is the primitive
function of ¢¢(z).

Definition B.3. Let @ : U x G — U x G be a fiberwise Hamiltonian
deformation and let p : U x G — R be the primitive function of ®.
(i) The generator of ® is the function F : U x G — R?*"™™ defined
as
(70) Ful(z) = Ded(67 11 ) (2), 71 (2)),

where Fi(z) = F(z,t) = (Fl(z,t) F2(z,t) ... .7-"’”(2,t)>.

(ii) The moment map of ® is the function M : U x G — R™ defined
as

M(2)" = a(2) " Fy(z) — Dtp((b;_ll(t)(z), T’l(t)),
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where My(2) = M(z,8) = (MY (z,8) M2(z,8) ... M7 (z, t))T.
Lemma B.4. For allt € G, the moment map M satisfies
Fil2) = Q=) (D-Ma(2)
Proof. For i = 1,2,...,m, let us differentiate M (¢(z),7(¢)) with
respect to z as
D. (M (60(2), 7)) ) = D-(a(@n(2)) ,00() = Buu(2) )
= a(6e(2))  0.D:1(2) + 0utu(2) ' Da(1(2)) Din(2)
=0, (a(04(2) Datn(2) — a(2)")
= a(¢(2)) ' 0 D:e(2) + 0,64(2) Da(én(2))Dodie(2)
—a(91(2)) ' 9.D204(2) — Ouu(2) Da(n(2)) Dedu(2)
= —0,01(2) " Q(64(2)) D21 (2).
On the other hand, applying the chain rule we also have
D. (M (60(2),7(8)) ) = DoM' (60(2), 7(£)) Dt (2).
Assuming that D,¢;(z) is invertible, we obtain
DM (¢4(2),7(t)) = =0 04(2) ' Q(¢4(2)),

and evaluating at z = qﬁ;ll(t)(z) and t = T_l(t)>

DM (2,8) = =0, 0 (674 4 (2). 77\ (1)) ' Q2).

Equivalently, using the definition of the generator given by (70), we
conclude N

Fi(z,t) = Q(z)_l(DzMi(z, t))
O

Remark B.5. Note that, for v = 1,...,m, the moment map M gives
the Hamiltonian M? for the vector field F' obtained by differentiating
¢ with respect to t;.

In the context of the present paper, let us consider flows of a quasi-
periodic Hamiltonian system, defined by the function H, with fre-
quencies @ € Rf. As described in Section 2, for each (z,¢) the flow
b I, x U x T — U x T where I, , C R is the maximal interval of
existence for initial conditions (z, ), adopts the form

7 _ ¢t(27 90)

(;St(Z,QO)— (gO-f—d/t )
where the evolution operator ¢, is fiberwise exact symplectic for all
t € I, .. Let us first define the rotation operator R;(y) := ¢ + at. We
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observe that for fixed ¢, and each (z, ), we can identify time-t maps
with fiberwise Hamiltonian deformations ® : U x G — U x G

b: UxG—UxCG
(Z7t) — ((bt(Z,QO),T(t)),

where G C R ¢ = (t,¢), and 7(¢) = (¢, Ri(¢)). For a quasi-periodic
Hamiltonian H.(z,¢) that depends on some parameter ¢ € R, we can
again identify time-t maps with fiberwise Hamiltonian deformations

P:UxGE—UxG

o: UxG—UxCG
(Z’t) — (¢t,6(za 90)77-(1;))7

where G C R, t = (t,e,¢), and 7(t) = (t,e, Ri()). We will also
write ®4(2) = Pi (2, ¢).

Lemma B.6. The moment map of ®,.(z, ) is given by

Mt <¢t,a(zv (P), T(t)) = Ha (¢t7a(z> QO), Rt(@))
M (e, 0),7(8)) = /0 O H. (602 ). Rul)) ds

M (12, 0), 7(1)) = / D,H. (6. (2 ). Rali)) ds

Proof. For Mt(qﬁt,s(z, ®), T(t)), let us use the definition of the moment
map and the primitive function of ¢; as given in (7)—which, for each
(t,€,¢), coincides with the primitive function of the fiberwise Hamil-
tonian deformation ®;.(z, p)—to obtain

M (G1c(2,9),7(8)) = a(61:(2,0)) Dre(2,9) — Apre(2, )
= a(¢re(z, 90))TXHE (Pre(2,0), Ri())
—a(be-(2,9)) Xu. (61c(2,0), Ri(9)) + Ho(612(2, 0), Rilp))
= H.(¢1(2,9), Ri(0)).

Note that this result could have been obtained directly from Remark
B.5.
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For M?(¢:.(z,¢),7(t)), let us first differentiate the primitive func-
tion of ® with respect to ¢

8spt,e(z7 90) = as (/0 (a(¢s,s(z> W))TXHE (¢s,e(za 30)7 RS(SOD - Hs (Qbs,s(za W)a Rs(¢>)>d5>

~ [ (0 (0l Re(0) D612 )02
(0 (2,9) T (DX (02, 0), Bal)) 0e002 (2, 0)
0. X1, (60 (2:0), Ra(9)) ) = DoHe(9:(2,9), ()92 (2, )
— 0:H(¢sc(2,9), Rs(sO))> ds.

We use that D.H.(z,¢) = =X (2,)(z) and (4) to obtain

8spt,e(za 90) = /0 <XH5 (¢s,z—:(27 90)7 Rs((p))TDa(gbs,s(Za @))Tﬁs(és,e(za 90)
+ a(¢8,€(za ‘P))T (DZXHE (Qbs,a(zv ©), Rs(@))aa¢s,e(z7 ©)

F0.X0 (9059, Rul9))) — .. (or0). () ) s,

which we can rewrite as

Oepre(2,0) = /Ot (d% (a(cbs,a(z, w))) Tﬁa@,e(& @) + a(¢se (2, w))T% (0:056(2,9))

— 0.H, (¢578(z, ®), Rs(gp)) ) ds

and obtain

o) = [ (35 (a(6uel9) 0602 0)) = Ol (0020200 B ) s

= a(qbt,a(zv @))Taaﬁbt,e(za ®) — /0 0-H. (¢S,E<Z7 ®), R8<90))d3'
Then, by definition, we have
ME (¢t,5(27 90)7 7—<t)) = a(¢t,e(za 90))Taa¢t,s(za 90) - aspt,s(za 30)

_ /0 t O.H.(6,.(2 0), Ro()) ds.

For M?(¢;-(z,¢),7(t)), we will use the the expression of D,p; given
by (8). Then for the primitive function of ®, we have

t

Dopielzs9) = a(60(5:9) Dotrelzeo)= [ (DoH.(00c( ). Rue) ).

0
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Hence,

M ($12(2,0),7(8)) = a(d1(2,0)) ' Dyr(z,0) — Dypre (2, 9)
:/0 Dwﬂg(qﬁsyg(z, g&),RS(go)) ds.

Note that it is possible to obtain expressions for M(z,t), but we pro-
vide here the expressions for M(¢¢.(z, ¢), 7(t)) since they will be useful
in the next section.

g

APPENDIX C. ZERO AVERAGES

For the continuation of an invariant torus K with respect to param-
eters of the Hamiltonian we need the averages of 7% given by

773(9 90> (DOK(H )T Q( ( )) 5¢T€( ( ) 90)>
’ X(0,0)"QK(0,9))0:01.-(K(0,0),¢)
to be zero in order for the small divisors cohomological equations from
Section 3.3 to be solvable. Recall the definitions # := 6 + w and ¢ =
v+ a, and let us define

7731(0’90) . DOK(Q )TQ(K( )) aﬁst( ( )790)
<n32(9,90)>‘ (XH(9 ?) QK0 )) 0= (K ( 7¢,¢))

Lemma C.1. The averages of n** and n? are zero.

Proof. Let us consider the following fiberwise Hamiltonian deformation
Or. :UxG—=UxG

. UxG—UxG
(Z=t> — (¢T,E<ngp)77(t))7

with G € R?2 ¢t = (T,¢,p), and 7(t) = (T,g,@), see Appendix B.
We can then use the definition of the generator F*° of the fiberwise
Hamiltonian deformation as given in (70), the invariance of K and
Lemma B.4, and obtain for (n 31}

<7731> _ <D K(9 ( )) <¢T€( #); (’0)’@>>
— (DyK (6, 5) QK (8, 5)) Fr.. (K (0, 9) 7@>>
_ <D9K(é, @)TDZMT, (K(0,9) @)T>
_<D9< ;,E(K(é,@>,¢))T>
=0

since we are taking averages of derivatives with respect to 6.
For (n®?), let us use Lemma B.4 and that

Dz¢T,s (K(87 90)7 (P) XH(Ha 90) = XH<0_7 @)
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to rewrite (n3?)

(") = <XH<9 )'D, (MT (6r-(K(0.9),¢), S0>)T> _

Let us transpose the previous expression and use the explicit form
of M7, as given in Lemma B.6. Hence, using the rotation operator
Rs(p) = ¢ + as, we have

as

() = < /OT (DzagHg(qﬁs,g(K(e, @,@,Rs(@))DZ@,S(K(e, @),QD)XH(Q,QD)) ds>,

We then expand Xy to rewrite (%) as

%) = [ (D008 (60 (500.).0). Bu)) o6 100.).)
(XHE (K(0,¢), ) — D, K(0, w)@) d8>
and we use that

XHE (¢t,5<27 QO), Rt(@)) = Dz¢t,5(za QD)XHE (Za 80) + D<p¢t,€(za 90)64’

see Section 3.1, to obtain

<n32>=< /O ' (DzaaHa(cbs,a(K(e,so),go)’R( ))di(%( 0.9).¢))
= D.0H. (0:-(K(6,9),9), Bu() ) D:6,c (K(0,9), ¢)DoK (6, )i
—Dzﬁgﬂs(qﬁs,g(K(@,so),w) s(p )) Dyose (K( ,w)&>ds>-

We can then rewrite it as

() = < / ' (DzaaHg (cbs,s(K(@,@), 0). Bu(2)) (60 (K0, ). so))

+ D, 0. H. (qﬁsg(K ). ¢), >d+D 0. H. (quE(K 0, s(so)>@
— D.0.H. (64 (K(0,¢),0). Rul@) ) Do (K ,go)D@K P
~ D.0H. (04 (K (0,9),9), Bul) ) Dt (K ,go)a) >
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to finally obtain

() = < / "o, (@HE(@,E(K(e, @), so),Rs(so))) ds> 2

([ (o (¢se(< P9 Rl ) ds)
:<—D ( (dm( (0, 7@)

+ (0.H.(K(0,9),%) — K(0,
=0,

where we used that 0.H.(K (0, ¢),¢) and 0-H.(K(0,5),p) have the
same average and that the average of derivatives with respect to ¢ is

Zero.
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