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Abstract

In an uncertain economic environment, the ability of firms to

adapt their production levels to unforeseen market demand

is critical for their investment, financing and trade credit

policies. This paper focuses on the impact of production

flexibility on trade credit values and maturity in the pres-

ence of uncertain demand. We develop a continuous-time

real options framework where a buyer firm with capacity

constraints orders input goods on credit from a supplier.

The supplier optimally chooses the trade credit maturity,

considering its influence on the buyer’s optimal quantities

and default timing. We distinguish between flexible firms,

capableof suspendingproductionduring adverse conditions,

and rigid firms, constrained to constant full-scale produc-

tion. Our findings reveal that production flexibility positively

affects trade credit values andmaturity. Flexible firms invest

in larger capacity, default later and order larger quanti-

ties, resulting in higher trade credit values. Suppliers extend

longer maturities to flexible firms, reflecting their higher

creditworthiness and the positive effects of extended trade

credit on their installed capacity. Furthermore, we explore

extensions to our framework, including switching costs,

entry timing, interactions between debt and trade credit and

a non-cooperative bargaining game.
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1 INTRODUCTION

In highly uncertain economic environments, the ability to adjust operating variables such as the level of production

to cope with unpredictable changes in market conditions is essential. This operational or production flexibility has

been extensively analyzed in the real options literature (e.g., Dixit & Pindyck, 1994; Trigeorgis, 1996). Several firms

exploit operational flexibility in various business contexts. For example, in the automotive and electronics industries,

Japanese producers such as Toyota and Sony have shown resilience by being able to halt production in response to

adverse conditions caused by the tsunami that hit the country on March 11, 2011 causing interruptions in electricity

supply.1 More recently, in the context of the recent rise in energy costs, several energy-intensive firms in industries

such as steel and nonferrous metals have been forced to temporarily stop production. For example, ArcelorMittal had

to carry out “short and selective stoppages” in several factories in Europe, while in Spain Sidenor stopped production

at its largest plant for 20 days, and Fertiberia shut down one of its plants duringOctober 2021.2 Production or volume

flexibility has been shown to influence a firm’s investment timing, capacity and capital structure decisions (Hagspiel

et al., 2016; Rithcken &Wu, 2021).3

However, production flexibility’s impact on firm value is not limited to a firm’s investment and debt financing deci-

sions.A firm’s ability to adjust production levelmayaffect its relationshipswith suppliers and the trade credit provided.

Firms rely greatly on trade credit, especially in developing countrieswith poorly developed financialmarkets andweak

financial institutions (Fisman & Love, 2003). Moreover, empirical evidence shows that trade credit is the largest single

source of short-term financing (Petersen & Rajan, 1997) even in a well-developed market as the United States. Addi-

tionally, it is a key financing source not only for small and medium enterprises, but also for large ones. Yang & Birge

(2018) report accounts payable 3.3 times larger than bank loans for US nonfinancial firms and document that for large

public retailers in North America, accounts payable represent one third of their liabilities.

In this paper, we analyze the effect of production flexibility on trade credit values and maturity. We develop a

continuous time real options framework in which the demand shock in the downstream market follows a geometric

Brownian motion. We consider a buyer firm with capacity constraints that orders input goods on credit from a sup-

plier. Given the short-term nature and roll-over character of trade credit, we build on Leland (1994, 1998) models of

finite debt used in the capital structure literature to model short-term trade credit. In our benchmark model, we con-

sider a Stackelberg leader–follower gamewhere the supplier optimally chooses the trade credit maturity to extend to

the buyer, internalizing how the choice of maturity will influence the buyer’s optimal quantity and default threshold.

The buyer firm acting as a follower selects optimally its capacity and quantities to be ordered from the supplier, aswell

as the default timing.

To analyze the impact of production flexibility on trade credit we consider two cases for the buyer firm. On the one

hand, we have a flexible firm that has the possibility to temporarily suspend operations when the price drops below

themarginal cost (idlemode). If market conditions improve, the firm retakes full-scale production (activemode). How-

ever, if market conditions further deteriorate the firm defaults at an endogenous threshold. On the other hand, we

model a rigid firm that is restricted to always produce at full capacity and has the option to default when the demand

1 https://www.economist.com/finance-and-economics/2011/03/17/the-cost-of-calamity

2 https://thecorner.eu/news-spain/spain-economy/spanish-industry-starts-to-grind-to-a-halt-due-to-the-price-of-energy-the-most-expensive-in-

europe/98786/.

3 Throughout the paper, we use interchangeably the terms “operational flexibility,” “volume flexibility” or “production flexibility” to refer to firms’ ability to

adjust operating variables to copewith unpredictable changes in market conditions.
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KOUSSIS AND SILAGHI 3

F IGURE 1 Illustration of operating policies for flexible and rigid firm. This figure illustrates the operating policies
of a flexible firm and a rigid firm. The state variable (final price of goods sold) is denoted by xt . For the flexible firm,
production takes place as long as xt exceedsw (prices above variable production costs), and is temporarily suspended
when xt falls beloww. The flexible firm defaults when xt hits xBf from above for the first time, where xBf represents
the bankruptcy threshold for the flexible firm. The rigid firm has no flexibility and operates until it defaults when xt
hits xBr from above for the first time, where xBr represents the bankruptcy threshold for the rigid firm.

shock drops to an optimally chosen threshold. Figure 1 shows how the flexible and rigid make decisions as revenue

uncertainty unfolds in our model based on an illustrative example of the evolution of revenues.

Our study demonstrates that operational flexibility significantly influences trade credit value andmaturity.We find

that higher operational flexibility leads to an increase in trade credit value driven by distinct channels. First, flexible

firms canmitigate operational losses by temporarily suspending production, leading to increased investments in larger

capacity, which improves trade credit value. Second, trade credit is higher for flexible firms because they default later

compared to rigid counterparts, reflecting higher shareholder willingness to sustain them. This result aligns with the

work of Petersen & Rajan (1997), highlighting that higher credit-quality buyers secure more extensive trade credit

access. In line with Ritchken &Wu (2021) who found higher debt leverage for rigid firms, we observe, however, higher

trade leverage ratios for rigid firms. This is attributed to the fact that the value of flexible firms increases at a greater

rate compared to trade credit values, resulting in lower leverage ratios for these firms.4

Regarding trade creditmaturity, we find that a supplier extends longermaturities to a flexible firm compared to the

rigid one. This result is broadly in line with the evidence in Klapper et al. (2012), who find that the most creditworthy

buyers obtain longer trade credit maturities. We also provide a number of new empirical predictions about produc-

tion flexibility’s impact on trade credit values and maturities, showing that operational flexibility is more important in

industries with less intense competition between suppliers (higher prices of suppliers), in downstream markets with

higher capacity constraints, for lower recovery rates in the event of bankruptcy for suppliers, for lower gross profit

margins and lower capacity-holding costs of buyer firms.

We consider several extensions of our main setup. First, we consider the effects of switching costs and hysteresis,

that is, the zone of inaction for the buyer firm between moving from idle to active (operational) mode and vice versa.

We find that the trade credit horizon provided by the supplier has no impact on the hysteresis zone, however, higher

levels of switching costs widen the hysteresis zone and decrease the trade credit value and order quantities. Second,

4 Data comparing flexible with rigid firms’ trade credit “leverage” ratios are not readily available becausemuch of the focus of the literature is on debt (capital

structure decisions). MacKay (2003) finds that firms that can easily adjust their production use less financial leverage, and less public debt. Reinartz and

Schmid (2016) focus on energy utilities and show that more flexible firms have higher leverage ratios attributing this to lower costs of financial distress and

higher tax benefits of debt.
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4 KOUSSIS AND SILAGHI

we analyze the entry timing of firms by including the optimal timing of the option to invest for the buyer firm.We show

that for a given trade credit maturity, the flexible firm postpones investment compared to the rigid firm and invests in

higher capacity. Third, we consider interactions between debt financing and trade credit. We show that debt leverage

decreases with the use of trade credit, as the purchase of goods from the supplier secures the firm tax shields through

the tax deductibility of purchased products. In addition, covenant restrictions imposed by banks cause trade creditors

to reduce trade credit maturity. Finally, we consider an alternative design of the Stackelberg leader–follower game

based on a non-cooperativeNash bargaining game between the buyer and the supplier. In this setup, we show that the

supplier provides longer trade credit maturities when the buyer has higher market power, in line with empirical evi-

dence (e.g., Ellingsen et al., 2016; Fabbri & Klapper, 2016; Giannetti et al., 2011; Klapper et al., 2012). Comparing the

Stackelberg solution with the Nash solution, we find that the Nash bargaining game results in higher ordered quan-

tities and trade credit maturities compared to the Stackelberg leader–follower game. Overall, the realistic features

included in these extensions yield fresh insights and enhance our understanding of firms’ decisions within the supply

chain under conditions of uncertainty.

Related literature.We next summarize our contributions in relation to the literature. To the best of our knowledge,

this is the first paper that bridges the literature on operational flexibility with that on trade credit. Trade credit has

been modeled within a real options framework in Koussis & Silaghi (2020) and in Silaghi & Moraux (2022), however,

none of these papers considers the effect of operational flexibility and its impact on trade credit value and maturity.

On the other hand, papers that do incorporate operational flexibility, such as Hagspiel et al. (2016) and Sarkar (2018),

focus on investment decisions and do not consider trade credit. We methodologically extend the former settings by

incorporating operational flexibility for the buyer firms, while extending the latter settings by introducing trade credit.

In our setting, operational flexibility not only enables a firm to reduce risks (e.g., as shown inChod et al., 2010), but also

enhances the provision of trade credit for flexible firms.

We also contribute to the literature on corporate debt and capital structure (contingent claim pricing), follow-

ing Leland (1994) and subsequent research. The most closely related paper to ours in this strand of the literature is

Ritchken&Wu (2021),who introduce corporate debt in the frameworkofHagspiel et al. (2016) andanalyze the impact

of production flexibility on leverage and capital structure. Additionally, Charalambides & Koussis (2018) examine a

flexible firm’s option for debt rescheduling during periods of low demand. Our framework differs in several respects

from these models that primarily focus on corporate debt, as we focus on trade credit and our model reflects the spe-

cific attributes of trade credit. First, while a primary determinant of corporate debt usage is its tax advantage through

the tax deductibility of interest payments, trade credit implies no direct tax benefits, as themost common trade credit

terms, that is, net terms, arebasically interest-free loans that donot imply any interest payments. In anextensionof our

basic setup, we demonstrate, however, that firmsmay employ trade credit to boost their purchases and indirectly gen-

erate tax benefits through the tax deductibility of purchased goods. Considering trade credit alongwith debt allows us

to highlight the role of trade credit in creating indirect tax advantages through higher purchases, which are significant

enough to reduce the need for debt leverage. Consequently, we contribute to this literature by providing a potential

explanation for the incapacity of capital structuremodels to elucidate the low leverage ratios observed in practice (e.g.,

Strebulaev&Yang, 2013).Moreover, unlike Iancu et al. (2017), who emphasize the positive function of debt covenants

in mitigating risk-shifting incentives in inventory management, we show that debt covenants increase firm’s riskiness,

leading to earlier defaults. Trade creditors in turn react to these covenants by requesting earlier payment. This debt

holder–supplier conflict aligns with the evidence presented in Zhang (2019). Second, unlike corporate debt, the value

of trade credit depends onorder quantities. Therefore, in a trade credit setting, it is important to consider how the sup-

plier internalizes the trade credit maturity choice’s effect on the capacity choices of the buyer firm. Third, while most

previous papers study perpetual debt, we focus on finite maturity debt, given the short-term and roll-over nature of

trade credit. This allows us to explore the impact of operational flexibility on trade credit maturity.

Finally, we contribute to the trade credit literature in finance and economics that focuses on the comparative

assessment of trade credit and bank debt. Numerous theories have attempted to explain why trade credit is provided

by suppliers rather than banks. Several papers motivate the use of trade credit as a way to reduce transaction costs
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KOUSSIS AND SILAGHI 5

(Emery, 1984; Ferris, 1981). Other studies, including Biais & Gollier (1997), Burkart & Ellingsen (2004), Cuñat (2007)

and Giannetti et al. (2011), highlight suppliers’ informational advantage over banks. Other works argue that trade

credit is offered as a warranty of product quality to solve information asymmetries between buyers and sellers (Lee &

Stowe, 1993; Long et al., 1993; Ng et al., 1999). Brennan et al. (1988) explain trade credit as a price discrimination tool

in response to imperfect market competition. Another explanation of trade credit is the bargaining power of buyers

and suppliers as indicated byKlapper et al. (2012) and Fabbri &Klapper (2016). Finally, trade credit use is justified as a

tool to promote sales (Schwartz, 1974). Similar to Schwartz (1974), our approach highlights the role of trade credit as a

means for suppliers to boost future sales, providing a theoretical rationale for the observed prevalence of trade credit,

as documented by Long et al. (1993) and Petersen&Rajan (1997). In ourmodel, the supplier chooses the optimal trade

credit maturity that maximizes its value by internalizing the effect on buyer’s capacity and default timing, balancing

the role of boosting sales against delayed payments. Importantly, our setting considers the operational flexibility of

the buyer firm, an aspect that has been overlooked in the finance and economics literature. As for a flexible firm the

positive effects of extending trade credit are higher (a flexible firm orders higher quantities and postpones default),

the supplier will extend larger maturities to a flexible firm compared to the rigid one. Furthermore, in line with the

substantial role attributed to the bargaining power of supply chain members in the trade credit literature (Fabbri &

Klapper, 2016; Klapper et al., 2012), our theoretical setup explores various configurations of bargaining power among

the supply chain partners, including a Stackelberg leader–follower game and a non-cooperativeNash bargaining game

with varying degrees of bargaining power.

The rest of the paper is organized as follows. Section 2 presents the model setup and the valuation for trade credit

and buyer firm values for the two cases of a flexible and rigid firm. Section 3 presents numerical results and sensitiv-

ity analysis. In Section 4, we consider several extensions to our framework that include switching costs, entry timing,

interactions of trade credit with debt andNash bargaining. Finally, Section 5 concludes.

2 THE MODEL

2.1 Model setup

Abuyer firm produces a final good using as an input an intermediate good that it buys from the supplier firm. Τhe price
of the good sold in the downstream market is p per unit of goods sold and given by the iso-elastic inverse demand

function p = xQ𝜀 , where−1 < 𝜀 < 0 is ameasure of price sensitivity and x represents the demand shock. The elasticity

of demand is defined as (
1|𝜀| ) and a higher |𝜀| implies a more inelastic demand. Following previous literature (Aguer-

revere, 2009; Dixit & Pindyck, 1994; Dobbs, 2004; Silaghi & Sarkar, 2021), we assume that the demand shock in the

downstreammarket x follows a geometric Brownianmotion:

dx
x
= 𝜇dt + 𝜎dZ , (1)

where 𝜇 is the expected rate of change, 𝜎 is the volatility and dZ is a standard increment of aWeiner process.

Both firms (buyer and supplier) are risk neutral, thus they maximize expected profits. We denote by r the risk-free

interest rate, and have that r > μ such that there is a rate of return shortfall δ = r—μ. A higher δ (while keeping r con-
stant) captures a lower rate of growth of the good’s price in the downstreammarket. The buyer optimally chooses the

quantity of goods to produce and order from the supplier by solving an optimal capacity problem (see, e.g., Hagspiel

et al., 2016; Huberts et al., 2015; Nishihara et al., 2019). For simplicity, we assume a one to one relation between

the input and the output good. The buyer firm needs to incur a one-time investment cost 𝜅Q𝜂 at time t = 0 to install

capacity, whereQ represents the capacity,Q𝜂 is the amount of capital required to produce at that capacity (with 𝜂 > 1)

and κ is the cost of capital per unit (in dollars). The capacity size fixes the production level and also the order quantity.
However, price shocks described by Equation (1) create uncertainty in the revenue level (xQ) of the firm. Unlike
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6 KOUSSIS AND SILAGHI

Hagspiel et al. (2016), we do not explore the possibility of producing below capacity for either the rigid or the flexible

firm. Rather, we capture flexibility by allowing our flexible firm to temporarily shut down production at an endoge-

nously determined optimal price level. This type of flexibility is important in many settings including, among others,

manufacturing (see Adkins & Paxson, 2012) and the airline industry (Hu& Zhang, 2015). The option to shut-down and

restart was introduced in the real options literature for the analysis of mines by Brennan and Schwartz (1985).

The buyer firm faces both fixed costs of production Cb, as well as variable costs w. Fixed costs include two compo-

nents: Cb = cf + ch Q, where ch is the cost of holding one unit of capacity. We will initially assume ch = 0, so that there

are no capacity holding costs.We then elaborate on the effect of capacity holding costs in a later section. Additionally,

the buyer procures from the supplier the input goods obtained on trade credit, thus it has to incur the trade credit

payments. The supplier continuously provides a quantity of goodsQ to the buyer.

The initial debt principal is PSQ, where PS defines the price per unit of goods charged. In line with previous liter-

ature, we assume an exogenous price for the input good, as price discrimination is often forbidden or can lead to a

price war because it is observable by competitors. Discriminating through trade credit maturity is a less aggressive

and more flexible instrument (Fabbri & Klapper, 2016). We follow Leland’s (1994, 1998) framework for finite debt to

model trade credit. That is, we assume that at any instant of time a constant fraction m of the debt matures and the

buyer reimburses a fraction payment m of the value of goods, that is, mPsQ of the goods are repaid. Therefore, the

outstanding balance of trade credit at any instant of time t > 0 gets reduced by e−mt . As Leland (1994, 1998) shows,

the average maturity of repayment is given by 1/m. Moreover, the credit is continuously renewed, that is, each time a

fraction of the credit is reimbursed by the buyer, the supplier provides a new credit identical and of equal size to the

one repaid, so that trade credit is fully rolled over. This is consistent with the roll-over character of short-term financ-

ing in general and of trade credit in particular (see Amberg et al., 2020; Auboin & Engemann, 2014; Ferrando&Wolski,

2018; Garcia-Appendini, 2011). This also implies that the total outstanding amount of trade credit remains constant,

that is,wehave a stationary trade credit structure. Similarly,Dangl&Zechner (2021),Diamond&He (2014) andLeland

(1994, 1998) have a stationary structure for corporate debt. Unlike the capital structure literature where the amount

of debt is determined by the firm by balancing the tax benefits of debt against the bankruptcy costs, in our framework

trade credit carries no interest tax shield. Instead, the buyer firm uses trade credit to establish a business relationship

with a supplier for the provision of input quantities.

Finally, the buyer firm has the option to default. Following Diamond & He (2014) and Leland (1994, 1998), we

assume that the equity holders have access to funds to cover potential losses at refinancing points. Default occurs

when buyer value falls to zero and the buyer has no incentives to inject new funds into the firm. Formally, default takes

place when the demand shock drops to an endogenously determined trigger, xB. At this point the buyer stops pay-

ments to the supplier.We assume that in the event of bankruptcy, the supplier receives the recovery valueVB = bPSQ,

that is, the supplier recovers a fraction of the total value of outstanding trade credit due. Our assumption follows a

large line of structural models (e.g., seeHull &White, 1995; Longstaff & Schwartz, 1995 and subsequentwork). In fact,

many empirical studies have focused on estimating recovery values based on the principal amount of loan recovered

at bankruptcy (see, e.g., Altman et al., 2004 for a review). In our base-case analysis we assume b = 0 (no recovery in

bankruptcy) in line with suppliers’ low priority in case of default.5 We study the impact of b in a later section.

We now analyze two different scenarios. First, we consider a rigid buyer firm with no operational flexibility that

always produces at full capacity. Second, we analyze a flexible firm that can temporarily shut down when market con-

ditions deteriorate, limiting losses. A rigid firm has the option to switch between a full-scale operating mode and an

absorbing state where the firm defaults at the default threshold xB. A flexible firm on the other hand has the options

to switch between a full-scale operating mode (active mode), an idle mode and an absorbing state where the firm

declares bankruptcy. The possibility to temporarily shut down is similar to mothballing discussed in Dixit & Pindyck

5 Longstaff and Schwartz (1995) summarize the empirical evidence that suggests an averagewrite-down of unsecured debt that can exceed 80% (see p. 794).

Although thesewrite-down ratesmay not fully reflect risks of collecting receivables in the event of default, they are reflective of the high rates of trade credit.

In principle, under the international accounting standard IFR9 firms need to recognize their expected credit losses using a provision matrix that is based on

historical experience (see, e.g., Deloitte (2019) report on the subject).
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KOUSSIS AND SILAGHI 7

(1994), however, we also incorporate trade credit. In a related paper, Charalambides&Koussis (2018) considered debt

rescheduling when temporarily shutting down. We assume initially that switching between the active and idle mode

is costless. The firm switches from the active mode to the idle mode when the demand shock reaches from above the

switching threshold x̄ = w, that is, the price drops below variable costs. While being in this operating mode, the firm

has the option to resume full-scale operations when the demand shock increases and reaches x̄. On the contrary, if

the demand shock falls further, the firm may default, thus xB < x̄.6 We incorporate switching costs in the analysis in

Subsection 4.1.

2.2 Inflexible case

2.2.1 Trade credit value under inflexible case

Following Dangl & Zechner (2021), Diamond & He (2014) and Leland (1994, 1998), the value of trade credit D(x)

follows the following second-order ordinary differential equation:

rDr (x) =
𝜎2

2
x2D

′′

r (x) + (r − 𝛿) xD′r (x) +m (PSQ − Dr (x)) . (2)

At each instant of time a fraction m dt of credit matures. The buyer firm thus makes the principal repayment of

mPSQ dt. At the same time, credit with an identical amount is issued, so the supplier provides a new credit of mDr dt.

Combining the two amounts we obtain the change in trade credit value due to debt retirement given by the last term

on the right-hand side of the previous equation.

The solution is given by:

Dr (x) =
(
mPSQ
r +m

)
+ AD

1
x𝛾1 + AD

2
x𝛾2 . (3)

The interpretation is intuitive. The first term represents the risk-free value of credit, while the additional terms

capture the adjustments neededdue tobuyer’s default option. 𝛾1 and 𝛾2 are the solutions of the following fundamental

quadratic equation: q =
1

2
𝜎2𝛾(𝛾 − 1) + (r − 𝛿)𝛾 − (r +m) = 0, and are given by the following equations:

𝛾1 =
1
2
−

(r − 𝛿)

𝜎2
+

√√√√(
(r − 𝛿)

𝜎2
−

1
2

)2

+
2 (r +m)

𝜎2
> 1 , (4a)

𝛾2 =
1
2
−

(r − 𝛿)

𝜎2
−

√√√√(
(r − 𝛿)

𝜎2
−

1
2

)2

+
2 (r +m)

𝜎2
< 0. (4b)

Parameters AD
1
and AD

2
are constants to be determined by the following boundary conditions:

lim
x→∞

Dr (x) =
mPSQ
r +m

, (5)

6 Theoretically, it is also possible that xB > x̄ if PS is sufficiently high. In this case, the firm never shuts down temporarily and operational flexibility is not used.

Therefore, the appropriate firm value is given by the value of the rigid firm. In our analysis below, we focus on the case where xB < x̄, that is, the flexible firm

defaults at a value where the firm is operating in the idle mode.
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8 KOUSSIS AND SILAGHI

Dr (xBr) = VB . (6)

Extremely profitable buyers never default, and thedefault-free trade credit value is
mPSQ

r+m
, as in Equation (5).On the

other hand, Equation (6) indicates that the buyer defaults when x = xBr and the supplier receives the recovery value

VB = bPSQ.

Solving Equation (2) with boundary conditions (5) and (6) we obtain that:

AD
1
= 0, (7a)

AD
2
=

(
VB −

mPSQ
r +m

)
x
−𝛾

2
Br . (7b)

This leads to the following solution for the value of trade credit:

Dr (x) =
mPSQ
r +m

+

(
VB −

mPSQ
r +m

)(
x
xBr

)𝛾
2

. (8)

2.2.2 Buyer value under inflexible case

Following a similar reasoning, the rigid buyer value Br(x) satisfies the following second-order ordinary differential

equation:

rBr (x) =
𝜎2

2
x2B

′′

r (x) + (r − 𝛿) xB′r (x) +
(
xQ𝜀+1 − wQ − Cb

)
−m (PsQ − Dr (x)) . (9)

The last two terms of Equation (9) represent the cash flows of the inflexible buyer firm. The first of these two terms

captures the profits of the buyer comprising revenues equal to price xQ𝜀 times quantityQ net of variable costswQ and

fixed costs Cb, while the second one represents the rollover gains/losses of paying the principal, that is, the price of

goods,mPSQ, and receiving the trade credit proceeds,mDr .

The solution of the above equation is given by:

Br (x) =
(
xQ𝜀+1

𝛿
−

wQ + Cb
r

)
− Dr (x) + A

1
x𝛽1 + A

2
x𝛽2 , (10)

whereDr(x) is given in Equation (8) and the exponents 𝛽1 and 𝛽2 are given by:

𝛽1 =
1
2
−

(r − 𝛿)

𝜎2
+

√√√√(
(r − 𝛿)

𝜎2
−

1
2

)2

+
2r
𝜎2

> 1 , (11a)

𝛽2 =
1
2
−

(r − 𝛿)

𝜎2
−

√√√√(
(r − 𝛿)

𝜎2
−

1
2

)2

+
2r
𝜎2

< 0. (11b)

The particular solution (first two terms in Equation 10) captures the perpetuity value of the buyer accounting for

revenues, operating costs and repayment of credit, while the additional terms capture the buyer’s default option. We

providedetails on thederivationof theparticular solution inAppendixA. The constant termsA1 andA2 aredetermined
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KOUSSIS AND SILAGHI 9

by applying the following boundary conditions:

lim
x→∞

Br (x) =
(
xQ𝜀+1

𝛿
−

wQ + Cb
r

)
−

mPSQ
r +m

, (12a)

Br (xBr) = 0. (12b)

The first condition (12a) implies that the buyer’s value is the present value of net cash flows (first term)

minus the (risk-free) value of credit in the absence of default risk. Condition (12b) implies that the buyer’s

value in the event of bankruptcy becomes zero. We thus obtain the following solution for the rigid buyer

value:

Br (x) =
(
xQ𝜀+1

𝛿
−

wQ + Cb
r

)
− Dr (x) +

(
VB −

xBrQ𝜀+1

𝛿
+

wQ + Cb
r

) (
x
xBr

)𝛽2

. (13)

The optimal default threshold is obtained by applying the following smooth pasting condition:

𝜕Br
𝜕x

|x =xBr (Q) = 0. (14)

Applying this smooth pasting condition, we obtain the following default threshold:

xBr (Q) =
𝛿

Q𝜀+1 (1 − 𝛽2)

[
𝛾2

(
VB −

mPSQ
r +m

)
− 𝛽2

(
VB +

wQ + Cb
r

)]
. (15)

The buyer also chooses the optimal capacity/quantity at time zero. The optimal Qmaximizes Br(x0) net of capacity

installment costs and therefore satisfies:

𝜕 (Br (x0) − 𝜅Q𝜂)
𝜕Q

= 0. (16)

This condition results in a nonlinear implicit equation (see Appendix A) that has no closed-form solution. Given the

nonlinearity of this equation, thismaximization problem is solved numerically.We run a dense grid search ofQ choices

for the buyer. Among the grid of Q choices created we then select the choice that maximizes the rigid buyer firm

value.

2.3 Flexible case

2.3.1 Trade credit value under flexible case

Although the buyer firm has operational flexibility and can temporarily shut down, we follow Ritchken &Wu (2021),

who model corporate debt and assume that the firm continues to make debt/trade credit payments in idle mode. This

would be the case for example if the supplier imposes contract clauses similar to debt covenants (e.g., see Iancu et al.,

2017) and thus does not resume credit if payments are interrupted. Thus, trade credit valuewill be derived in a similar

fashion as in the inflexible case:

Df (x) =
mPSQ
r +m

−

(
VB −

mPSQ
r +m

)(
x
xBf

)𝛾
2

. (17)
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10 KOUSSIS AND SILAGHI

However, the value of trade credit for the flexible firm Df (x) will generally be different than the inflexible one Dr(x)

because the optimal quantity and the default threshold chosen by the buyer might be different, as well as the optimal

maturity selected by the supplier.

By focusing on the case where the buyer continues to make payments in idle mode we highlight the positive effect

of operating flexibility on trade credit (i.e., by reducing supplier’s risk exposure). This differs from Iancu et al. (2017)

who focus on risk-shifting incentives of flexibility in replenishing or liquidating inventory, which hurt suppliers and

result in increasedborrowing costs. Theydemonstrate, however, that simple financial covenants can limit these agency

conflicts between the buyer and its suppliers, and hence our focus on the positive effects of flexibility.

2.3.2 Buyer value under flexible case

When the buyer firm has operational flexibility and can temporarily shut down, buyer value will have two operating

regions:

B1 (x) =
xQ𝜀+1

𝛿
−

wQ
r

−
Cb
r
− Df (x) + A3x𝛽2 , x > x , (18a)

B0 (x) = −
Cb
r
− Df (x) + A4x𝛽1 + A5x𝛽2 , x ≤ x̄. (18b)

Equation (18a) applies to the active mode, while Equation (18b) corresponds to the idle mode. The firm switches

from active to idle more or vice versa when the price reaches the variable cost, that is, the threshold x = w.7 The first

four terms in Equation (18a) capture the discounted value of the cash flows net of variable costs, fixed costs and trade

credit payments. The last term in this equation captures the buyer’s option to switch to idle mode. Similarly, the first

two terms in Equation (18b) capture the net cash flows of the buyer, while the third term adjusts for the option to

switch to full-scale production, and the last term adjusts for the option to default. The constantsA3,A4 andA5, and the

optimal threshold xBf are determined from the following valuematching and smooth pasting conditions:

B0 (x̄) = B1 (x̄) , (19a)

B0
(
xBf

)
= 0, (19b)

B′
0 (x̄) = B′

1 (x̄) , (20a)

B′
0

(
xBf

)
= 0. (20b)

The buyer switches from the active to the idle mode (and vice versa) when the demand shock drops (raises) to x̄

(Equation 19a). The buyer function value needs to be continuously differentiable at this point (Equation 20a). When

the demand shock drops to xBf , the buyer firm defaults and its value becomes zero (Equation 19b). As the default

threshold is optimally chosen, the smooth pasting condition applies (Equation 20b).

7 Withno switching costs the switching threshold is simply givenby thevariable costs (as inRitchken&Wu, 2021). In Subsection4.1,weextend the framework

to include switching costs and show that when switching costs tend to zero the switching thresholds tend to the variable cost,w.
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KOUSSIS AND SILAGHI 11

The expressions of the constants A3, A4 and A5 are relegated to Appendix A. The optimal default threshold is the

implicit solution of the following equation:

𝛽1A4x
𝛽1−1
Bf + 𝛽2A5x

𝛽1−1
Bf −

𝛾2
xBf

(
VB −

mPSQ
r +m

)
= 0. (21)

Finally, the buyer optimally chooses the quantity to produce at time zero:

𝜕 (B1 (x0) − 𝜅Q𝜂)
𝜕Q

= 0. (22)

This condition results in a nonlinear implicit equation that has no closed-form solution.We thus solve it numerically

by performing a dense grid search forQ choices, amongwhichwe select the one thatmaximizes the flexible buyer firm

value net of the capacity cost. Additionally, we always ensure that the flexible buyer starts operations at full capacity,

not in idle mode by setting x0 sufficiently high.8

2.4 Interactions between the buyer and the supplier

In this section, we describe the interactions between the buyer and the supplier. Following Koussis & Silaghi (2020),

we assume that for a given trade creditmaturity, the buyer optimally selects capacityQ (the quantity of goods ordered

from the supplier), and the default threshold that maximize buyer value. The supplier internalizes how his choice of

trade creditmaturity influences the buyer’s optimal choices ofQ and xB , and optimally selects the trade creditmaturity

that maximizes trade credit value. These interactions are formally described in the followingmaximization problem:

MAX D (x)(
1

m

) (23)

s.t.MAX B (x)

Q, xB
.

Given the nonlinearity of the equations involved, this maximization problem is solved numerically. We run a dense

grid search of (1/m) choices for the supplier subject to the optimal solutionsQ and xB that maximize the buyer’s value.

Among the grid of (1/m) choices created we then select the choice that maximizes the trade credit value. We do this

for both the rigid and flexible case and compare the results to understand the effect of flexibility on trade credit values

andmaturity.

3 NUMERICAL RESULTS

We consider the following base case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0, w = 7, PS = 5, 𝜎 = 0.15, x = 8.5,

k = 5, 𝜂 = 2, b = 0. Our base parameters used for r, δ and σ are in line with other real options models (e.g., Hack-

barth & Mauer, 2011; Mauer & Sarkar, 2005).9 Our base case value for η is the same as in Nishihara et al. (2019),

8 Intuitively, it would onlymake sense for the firm to start operations in activemode, not in idle mode to save costs. Rithcken andWu (2020) show that that it

is optimal for the firm to invest at a threshold above the switching threshold.Wemodel investment timing in Subsection 4.2.

9 Mauer and Sarkar (2005) use r = 0.05, δ = 0.02 and 𝜎 = 0.25, while Hackbarth and Mauer (2011) use r = 0.06, δ = 0.05 and 𝜎 = 0.25. Our use of a lower

volatility level reflects product markets with a moderate effect of variations in the target market size, disposable income, tastes and prices of substitute
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12 KOUSSIS AND SILAGHI

TABLE 1 A comparison of the flexible and rigid firm solutions.

Buyer (Net) Trade Q Maturity (1/m) Maturity (in days) xB Lev

Flexible

Base case 485.388 71.654 14.51 0.25 91 4.308 0.13

High σ (σ= 0.35) 1242.501 89.915 18.33 0.385 140 1.837 0.07

Low Ps (Ps = 3) 524.995 44.017 14.77 0.133 49 4.069 0.08

High η (η= 2.2) 124.186 41.14 8.34 0.27 99 5.151 0.25

Higher b (b= 0.2) 492.934 71.98 14.54 0.2 73 4.208 0.13

Loww (w= 5) 1020.352 88.796 17.93 0.192 70 3.656 0.08

High ch (ch= 0.5) 358.516 66.303 13.44 0.27 99 4.665 0.16

Rigid

Base case 433.275 68.39 13.83 0.222 81 4.805 0.14

High σ (σ= 0.35) 1016.144 81.565 16.55 0.286 104 2.701 0.07

Low Ps (Ps = 3) 471.671 42.001 14.09 0.128 47 4.606 0.08

High η (η= 2.2) 105.992 39.773 8.04 0.213 78 5.496 0.27

Higher b (b= 0.2) 439.798 68.718 13.86 0.169 62 4.75 0.14

Loww (w= 5) 1003.619 87.991 17.75 0.172 63 3.854 0.08

High ch (ch= 0.5) 322.228 63.553 12.87 0.25 91 5.041 0.16

Note:Weconsider the followingbase caseparameters: r = 0.05,𝛿 = 0.03, cf = 30, ch = 0,w = 7,PS = 5,𝜎 = 0.15, x = 8.5,

k = 5, 𝜂 = 2, b = 0, 𝜀 = 0. Buyer (Net) denotes buyer value net of capacity cost.Q is optimally chosen by the buyer firm. The

increment for Q search is 0.01. We vary m with increments of 0.1 and minimum (1/m = 0.1) and maximum maturity (1/m) of
1 year. The optimal maturity (trade credit horizon) is chosen by the supplier firm by maximizing trade credit value. Maturity

(days) is calculated bymultiplying (1/m) with 365 and rounded to the integer. xB denotes the bankruptcy threshold. Lev. shows
leverage ratio defined as trade credit relative to the sum of net of capacity value of buyer plus trade credit.

while our base case parameters for x and cf were chosen alongside κ and η that define optimal order quantity

levels to allow the buyer to operate with positive value. Note that ch is assumed initially to be zero to see more

clearly the impact of initial capacity choices (we perform sensitivity subsequently on ch). We assume initially no

recovery at default (b = 0) which is a reasonable assumption as suppliers typically have low priority when buyer

firm defaults compared to other claimants. The variable cost w is chosen to allow for a reasonable, albeit not sig-

nificantly high gross profit margin (x-w) which is commensurate with assumptions used in other related studies

(e.g., Hagspiel et al., 2016). We have no empirical benchmark for PS and we provide sensitivity results that reveal

the impact of supplier pricing on trade credit duration levels, trade credit quantities and buyer and trade credit

values.

In all figures, we vary m with increments of 0.1 and consider a minimum maturity (1/m) of 0.1 and maxi-

mum maturity (1/m) of 1 year. Unless otherwise stated, Q is optimally chosen by the buyer firm, where we use

increments for Q search of 0.01. In the panels showing the trade credit values we illustrate with vertical lines

(blue for the flexible firm and red for the rigid firm) the optimal trade credit duration that maximizes trade

credit value. Moreover, in Table 1 we summarize the results for the optimal trade credit maturity selected by the

supplier.

products (see, for instance, Aguerrevere, 2003, 2009).We consider higher volatility that is more reflective of industries with a larger variation such as luxury

or technology products in our sensitivity results.
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KOUSSIS AND SILAGHI 13

F IGURE 2 Baseline results: sensitivity with respect to credit duration for optimal Q.We consider the following
base case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0,w = 7, PS = 5, 𝜎 = 0.15, x = 8.5, k = 5, 𝜂 = 2, b = 0, 𝜀 = 0.
In this figure, we varymwith increments of 0.1 andminimum (1/m= 0.1) andmaximummaturity (1/m) of 1 year.Q is
optimally chosen by the buyer firm. The increment forQ search is 0.01. “Thresholds” in the above figures refer to the
bankruptcy thresholds xBr and xBf for the rigid and flexible firm, respectively. The vertical lines in the trade credit
figure show the optimal maturities of the flexible and rigid firm, respectively.

3.1 Baseline results

Figure 2 showsour base case results. In the first panel, weobserve that extensions of trade credit duration improve the

value for both the rigid and flexible firm, albeit the impact of longer trade credit horizons on the value of the flexible

firm ismore significant. This is reflected in the quantity choices of the two firmswhere the flexible firm chooses higher

quantities for all credit duration levels compared to the rigid firm, however, the differences between the two firms are

increasing at higher durations. This result is in line with the findings of Hagspiel et al. (2016) who show that optimal

capacity is larger for a flexible firm.We also observe that in terms of default thresholds the flexible firm delays default

more compared to the rigid firm and the differences become more significant for longer horizons. This result is in

line with the results of Ritchken & Wu (2021) who focus on optimal capital structure decisions of flexible compared

to inflexible firms. However, while Ritchken & Wu (2021) find that the flexible firm uses less debt (a lower optimal

coupon), we find that the flexible firmusesmore trade credit. The reason is that lower default risk in our setting results

in higher order quantities, which increases trade credit values. Thus, when comparing trade credit values, we observe

that the flexible firm has a higher trade credit value compared to the rigid one.

As we focus on finite debt, our model allows us to derive novel results regarding the impact of flexibility on trade

credit maturity. Interestingly, our analysis reveals that trade credit value has a hump shape for both the flexible and
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14 KOUSSIS AND SILAGHI

F IGURE 3 Trade credit leverage.We
consider the following base case
parameters: r = 0.05, 𝛿 = 0.03, cf = 30,
ch = 0,w = 7, PS = 5, 𝜎 = 0.15, x = 8.5,
k = 5, 𝜂 = 2, b= 0, ε= 0. In this figure, we
varymwith increments of 0.1 and
minimum (1/m= 0.1) andmaximum
maturity (1/m) of 1 year.Q is optimally
chosen by the buyer firm. The increment
forQ search is 0.01. The figure shows
trade credit relative to the sum of net of
capacity value plus trade credit for the
rigid and flexible firms, respectively.

rigid firm that results in an optimal trade credit horizon. This is drivenby the trade-offs involved in the supplier’s choice

of increasing the duration of credit. Koussis & Silaghi (2020) analyze the case of an inflexible firm and show that for the

short horizons typical for trade credit (i.e., less than 1 year) and a fixedQ,
𝜕D

𝜕m
> 0 and thus the supplier would always

prefer to increase m, that is, reduce maturity, so as to receive the payment as early as possible. However, increasing

credit duration allows thebuyer toordermore (Q increases) and results in delayeddefault and thus anextendedperiod

where the supplier trades with the buyer. This effect improves the supplier value, that is, it can be shown that
𝜕D

𝜕Q
> 0

(see Koussis & Silaghi, 2020). The interaction of these two opposite effects determines the optimal credit duration. In

this paper, we show that the impact of extending credit duration on order quantities and default is more significant

for the flexible firm, hence the optimal trade duration provided by the supplier is generally longer for the flexible firm.

Table 1 summarizes the results for the base case optimal solution for the flexible and rigid firm, respectively.

Based on the analysis above, we summarize the following first result:

Result 1 (Flexible vs. rigid firm trade credit andduration). A flexible firmobtains higher order quantities, has higher

trade credit value and obtains a larger duration of credit compared to the inflexible firm.

In Table 1, the base case shows that buyer value is enhanced under the flexible case compared to the rigid one,

reflecting the extra value of operating flexibility of the flexible firm over the rigid firm and also the larger quantity and

order duration that the flexible firm enjoys from the supplier. From Table 1, we observe that under the base case the

flexible buyer obtains 5% more trade credit and order quantities compared to its rigid counterpart. The flexible firm

also obtains longer trade credit durations from the supplier firm (about 91 days compared to 81 for rigid). Finally, the

flexible firm defaults later than the rigid firm.

It is important to emphasize that extensions of trade credit duration may not be achieved (for either the flexible or

rigid case) if the buyer firm free rides on trade credit extensions by ordering more from other suppliers (e.g., see Chod

et al., 2019). This effect is not considered here, however, our analysis is consistent because in untabulated results we

show that when the supplier does not anticipate changes in order quantities (Q is fixed irrespective of trade credit

horizon) then the supplier does not extend credit duration (asks for immediate payment).

Previous literature on the effect of operational flexibility on capital structure (Ritchken&Wu, 2021) also shows the

effect of operational flexibility on leverage ratios, not only on debt levels. In particular, they find that leverage ratios

are higher for inflexible compared to flexible firms. In Figure 3, we examine trade credit leverage defined as the ratio

of trade credit over the sum of trade credit and buyer value.
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KOUSSIS AND SILAGHI 15

Consistently with this work, and despite the fact that trade credit is larger for flexible firms, we find the following

result.

Result 2 (Trade credit leverage). Trade credit leverage ratio is higher for the inflexible compared to the flexible firm

irrespective of the trade credit maturity level provided by the supplier.

Result 2 is due to the fact that flexibility increases the buyer firm value more than it increases its trade credit

value. The figure also shows that the trade credit leverage ratio differences widen for longer trade credit maturities.

The trade credit leverage ratios obtained are in line with empirical evidence. According to Rajan & Zingales (1995),

accounts payable constituted around 15% of the total book value for the average nonfinancial firm in 1991. Table 1

shows that the resulting leverage ratios for the flexible and rigid firm arising from the supplier’s choice of the optimal

credit duration are 12.5% and 13.6%, respectively.

Harris (2015) finds that increases in financial flexibility are associatedwith higher levels of trade credit. Ourmodel

predicts that operational flexibility is also positively related to trade credit levels.Weare not aware of empirical studies

on the relationship between operational flexibility and trade credit duration. Our results are broadly in line with the

findings of Klapper et al. (2012), who document longer trade creditmaturities formore credit worthy (flexible) buyers.

MacKay (2003) finds that flexible firms have lower leverage ratios and shortermaturities for corporate debt.However,

he does not analyze trade credit.

3.2 Sensitivity analysis

We now provide some sensitivity analysis of our baseline results with respect to important parameters of the model

that provides further insights on how flexibility affects trade credit duration and order quantities.

Figure 4 shows that a higher volatility of downstream demand results in buyer firms (both inflexible and flexible)

choosing higher order quantities for all trade credit horizons compared to the case of lower volatility (see Figure 2).

Thus, we find that higher volatility improves both trade credit (supplier) and buyer values. This may appear surpris-

ing at first, however, it highlights the real option effect of volatility where buyer firms hold a valuable limited liability

option (default option). In addition to the limited liability option, the flexible’s firmoperating flexibility option increases

further for higher volatility. We find that these more valuable real options occurring under higher volatility create an

incentive for the supplier firm to extend trade credit duration more for the flexible firm because this can marginally

lead to amore significant improvement in order quantity.

From Table 1 that summarizes the optimal solutions based on the supplier’s choice of trade credit maturity we

observe that higher volatility allows the flexible buyer firm toobtain amore significant increase in trade credit (10%vs.

5% compared to the base case) and a more significant increase in ordered quantities (11% vs. 5%) compared to the

rigid firm. The supplier firm extends longer durations and provides higher quantities to the flexible firm under higher

volatility of demand by exploiting the more significant upside potential while the downside risk is limited by the flex-

ible firm’s ability to truncate losses in the idle mode and its further delay of default (see xB decline in Table 1). Finally,

we observe, as expected, that with higher volatility trade credit leverage is lower for both the flexible and rigid firm.

This reflects themore significant increase in buyer’s (equity) value that arises from higher real option value compared

to trade credit values increases under higher volatility.

We summarize the followingmain result regarding volatility.

Result 3 (Volatility effect). When downstream demand volatility is higher, the optimal order quantity, trade credit

and duration increase and the duration of credit becomes higher for the flexible firm compared to the inflexible firm.

Result 3 provides important predictions relating to the value of credit and the provision of credit in different indus-

tries. In industries where downstream volatility is higher (e.g., technology products) we expect to see higher installed

capacities by buyer firms and longer durations provided by supplier firms. For example, Tesla installed a significant

capacity for the production of electric cars when demand for electric cars remained highly uncertain (see Randall,

2021). This high upside potential that can benefit suppliers is reflected in the new deal that Panasonic struck with
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16 KOUSSIS AND SILAGHI

F IGURE 4 Sensitivity with respect to volatility of price in downstreammarket (σ): Higher volatility.We consider
the following base case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0,w = 7, PS = 5, 𝜎 = 0.35, x = 8.5, k = 5, 𝜂 = 2,
b= 0, ε= 0. In this figure, we varymwith increments of 0.1 andminimum (1/m= 0.1) andmaximummaturity (1/m) of
1 year.Q is optimally chosen by the buyer firm. The increment forQ search is 0.01. “Thresholds” in the above figures
refer to the bankruptcy thresholds xBr and xBf for the rigid and flexible firm, respectively. The vertical lines in the
trade credit figure show the optimal maturities of the flexible and rigid firm, respectively.

Tesla relating the provision of battery for its electric cars (see Yifan, 2021). Although the agreement details are not

revealed, the two parties revealed that Tesla now enjoys better terms from its supplier.

Figure 5 provides sensitivity with respect to prices PS per unit of credit charged by the supplier. In this case we

observe that for lower prices the order quantities increase relative to the base case (see Figure 1), however, the impact

of extending trade credit duration on optimal selectedQ becomes of less importance. Indeed, optimalQ becomes flat

with respect to the trade credit duration for lower prices PS. The same happens for the default thresholds that appear

relatively flatter with respect to the trade credit duration. As for lower prices charged the buyer naturally orders

higher quantities, the supplier does not need to extend such a high trade credit maturity to incentivize the buyer to

order higher quantities. This results in a shortening of the credit horizon for both the flexible and rigid firm. Thus,

the optimal trade durations differences between the flexible and rigid firm are of less importance (see Table 1 for the

resulting optimal solutions under this case).

We summarize the following result:

Result 4 (Supplier prices). The lower the prices per unit of credit charged by the supplier the higher the order quan-

tity for both the flexible and rigid firm and the shorter the duration of credit provided to both the flexible and rigid

firm.
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KOUSSIS AND SILAGHI 17

F IGURE 5 Sensitivity with respect to prices charged by the supplier Ps: Low pricing of the supplier.We consider
the following base case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0,w = 7, PS = 3, 𝜎 = 0.15, x = 8.5, k = 5, 𝜂 = 2,
b= 0, ε= 0. In this figurewe varymwith increments of 0.1 andminimum (1/m= 0.1) andmaximummaturity (1/m) of 1
year.Q is optimally chosen by the buyer firm. The increment forQ search is 0.01. “Thresholds” in the above figures
refer to the bankruptcy thresholds xBr and xBf for the rigid and flexible firm, respectively. The vertical lines in the
trade credit figure show the optimal maturities of the flexible and rigid firm, respectively.

Our findings in Result 4 relating the effect of prices charged by suppliers PS highlight that in industries with less

intense competition between suppliers (higher prices PS charged) for provided credit, for example, for markets of spe-

cialized inputs in technology products, trade credit durationmay be amore effectivemechanism for suppliers to affect

order quantities of the buyer firms. On the contrary, when supplier firms face intense competition resulting in lower

prices or face cash flow concerns such as in Molina and Preve (2012), the optimal policy is to reduce trade credit and

trade credit duration.

Figure 6 explores the impact of higher capacity constraints (η). For brevity we do not show the sensitivity results

with respect to per unit cost of capital, k that has similar implications.We observe that a longer credit duration by the

supplier can have a less significant positive impact on order quantities for the rigid buyer when it faces more severe

capacity constraints (a higher η). The optimal duration of credit is thus slightly lower for a higher η for the rigid firm.

Althoughhigher capacity constraints also have a negative impact for the flexible firm,weobserve an extension of trade

credit duration for the flexible firmbecause this helps the supplier retain quantities at the largest possible level. Table 1

summarizes the numerical solutions that confirm the above results showing that the difference between the flexible

and rigid credit duration is 21 days (99 vs. 78) compared to 10 days under the base case (91 vs. 81).We summarize the

following finding.

 14685957, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/jbfa.12786 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [19/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



18 KOUSSIS AND SILAGHI

F IGURE 6 Sensitivity with respect to capacity constraints (η): Higher capacity constraints.We consider the
following base case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0,w = 7, PS = 5, 𝜎 = 0.15, x = 8.5, k = 5, 𝜂 = 2.2,
b= 0, ε= 0. In this figure, we varymwith increments of 0.1 andminimum (1/m= 0.1) andmaximummaturity (1/m) of
1 year.Q is optimally chosen by the buyer firm. The increment forQ search is 0.01. “Thresholds” in the above figures
refer to the bankruptcy thresholds xBr and xBf for the rigid and flexible firm, respectively. The vertical lines in the
trade credit figure show the optimal maturities of the flexible and rigid firm, respectively.

Result 5 (Capacity constraints).Withmore significant capacity constraintswe observe a larger difference between

extending duration for the flexible versus the inflexible firm.

Figure 7 explores the impact of a higher recovery rate of supplier value in the event of default (b). When recovery

rates are higher, the buyer orders higher quantities and postpones default. This results in an increase in trade credit

value. However, the impact of extending trade credit maturity on optimal order quantities becomes less important.

Thus, the trade credit value is maximized at shorter credit durations (see also Table 1).

Result 6 (Recovery value). As recovery becomes more significant trade credit value increases and the supplier will

optimally select shorter maturities irrespective of flexibility levels.

The positive effect of recovery values on trade credit is consistent with evidence in Costello (2013), who shows

that an improvement in suppliers’ rights to the liquidation value of collateral results in an increase in the amount of

credit. This is also broadly in line with Petersen & Rajan’s (1997) results who find higher levels of trade credit value

when buyers have higher credit ratings (as it is reasonable to assume that higher recovery values would improve

ratings).

Figure 8 shows the impact of lowering the variable production costs w. We observe that extensions in trade credit

duration create a significant impact on firms’ values, however, the marginal impact appears more important for short
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KOUSSIS AND SILAGHI 19

F IGURE 7 Sensitivity with respect to recovery rate in default (b): Higher recovery value.We consider the
following base case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0,w = 7, PS = 5, 𝜎 = 0.15, x = 8.5, k = 5, 𝜂 = 2,
b= 0.2, ε= 0. In this figurewe varymwith increments of 0.1 andminimum (1/m= 0.1) andmaximummaturity (1/m) of
1 year.Q is optimally chosen by the buyer firm. The increment forQ search is 0.01. “Thresholds” in the above figures
refer to the bankruptcy thresholds xBr and xBf for the rigid and flexible firm, respectively. The vertical lines in the
trade credit figure show the optimal maturities of the flexible and rigid firm, respectively.

maturities. This results in a shortening of the trade credit maturity for both the flexible and rigid firm as can be seen

from Table 1.

Hence, we summarize the following:

Result 7 (Profit margin of the buyer firm). When profit margins of the buyer increase (w gets lower), the optimal

credit duration is shorter for both the flexible and rigid firm and their differences become less important.

In untabulated results, we observe a similar effect when we analyze a higher x that has a similar effect on gross

profit (operating) margins.

Figure 9 shows the impact of higher capacity holding cost (h). A higher holding cost of capacity reduces installed

capacity and order quantities for both the flexible and rigid buyer firms. Extending trade credit duration mit-

igates the impact on order quantities and we thus observe that the supplier firm will extend credit duration

(see Table 1).

The capacity holding cost is a fixed cost that will be incurred by both the flexible and rigid firm, thus despite the

flexible firm’s ability to truncate variable costs in the idle mode this cost will still need to be incurred by the flexible

firm.We thus observe:

Result 8 (Higher capacity holding cost). Thematurity differences in the trade credit horizonbecome less significant

between the rigid and flexible firm the higher the capacity holding costs.
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20 KOUSSIS AND SILAGHI

F IGURE 8 Sensitivity with respect to variable production costsw: Lower variable costs.We consider the
following base case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0,w = 5, PS = 5, 𝜎 = 0.15, x = 8.5, k = 5, 𝜂 = 2,
b= 0, ε= 0. In this figure, we varymwith increments of 0.1 andminimum (1/m= 0.1) andmaximummaturity (1/m) of
1 year.Q is optimally chosen by the buyer firm. The increment forQ search is 0.01. “Thresholds” in the above figures
refer to the bankruptcy thresholds xBr and xBf for the rigid and flexible firm, respectively. The vertical lines in the
trade credit figure show the optimal maturities of the flexible and rigid firm, respectively.

In Table 2, we discuss the effect of demand elasticity. To show the implications of our results for different type of

products, note that the elasticity of demand is usually defined as
1|𝜀| showing the percentage reduction in quantity for

a percentage increase in price. Thus, the higher the absolute value of ε themore inelastic the demand. This reflects the

case of a necessity product where a given change in prices brings smaller changes in quantities. The results imply then

that for more inelastic demand products buyers install lower capacity and suppliers provide longer credit horizons.

These effects hold for both the flexible and rigid firms. However, we observe that the extension of credit difference

between flexible and rigid firms becomes more pronounced for very inelastic products. We summarize the following

result regarding the effect of elasticity of demand on trade credit maturity.

Result 9 (Elasticity of demand). The maturity differences in the trade credit horizon become more significant

between the rigid and flexible firm for more inelastic products.

4 EXTENSIONS

In this section, we extend the benchmark model to account for several alternative modeling assumptions and exten-

sions. First,we include switching costs into the framework for the flexible firmwhen switching fromactive to idlemode
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KOUSSIS AND SILAGHI 21

F IGURE 9 Sensitivity with respect to fixed holding costs h: Higher holding costs.We consider the following base
case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0.5,w = 7, PS = 5, 𝜎 = 0.15, x = 8.5, k = 5, 𝜂 = 2, b= 0, ε= 0. In this
figure, we varymwith increments of 0.1 andminimum (1/m= 0.1) andmaximummaturity (1/m) of 1 year.Q is
optimally chosen by the buyer firm. The increment forQ search is 0.01. “Thresholds” in the above figures refer to the
bankruptcy thresholds xBr and xBf for the rigid and flexible firm, respectively. The vertical lines in the trade credit
figure show the optimal maturities of the flexible and rigid firm, respectively.

and the reverse. Second, we extend the benchmark model to account for the optimal entry timing of firms. Third, we

consider debt financing together with trade credit and analyze their interaction. Finally, we model a non-cooperative

Nash bargaining game between the buyer and supplier, as an alternative to the Stackelberg leader–follower game.

4.1 Switching costs

So far, we have assumed that the flexible firm can switch between the active and the idle mode without any costs. We

now introduce switching costs into the framework. Our analysis in this section extends other real optionsmodels with

switching costs by adding finite horizon trade credit (e.g., Dixit &Pindyck, 1994, ch.7; Charalambides&Koussis, 2018).

Switching costs from idle to active mode may reflect costs related to restoring operations and re-establishing cus-

tomer royalty and brand-namewhile costs from active to idle modemay reflect legally binding termination payments,

for example, compensation for terminating contracts to workers (see Charalambides & Koussis, 2018). We have the

following adjustments to the previous framework. The flexible firm starts production at x > xH and then may tem-

porarily stop production when the demand shock reaches the threshold xL. When switching to this lower region, the

buyer firm needs to incur a switching cost 𝜀10. While being in this operating mode, the firm has the option to resume
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22 KOUSSIS AND SILAGHI

TABLE 2 Flexible and rigid firm solutions: The effect of elasticity of demand.

Buyer (Net) Trade Q Maturity (1/m) Maturity (in days) xB Lev Price

Flexible

Base case 485.388 71.654 14.51 0.250 91 4.308 0.125 8.50

ε=−0.02 312.266 62.305 12.65 0.303 111 4.622 0.166 8.08

ε=−0.04 175.649 53.894 10.96 0.333 122 5.039 0.235 7.72

ε=−0.06 74.354 46.183 9.44 0.417 152 5.442 0.383 7.43

Rigid

Base case 433.275 68.390 13.83 0.222 81 4.805 0.136 8.50

ε=−0.02 265.301 58.780 11.9 0.244 89 5.167 0.181 8.09

ε=−0.04 142.616 50.363 10.23 0.303 111 5.499 0.261 7.75

ε=−0.06 48.590 42.844 8.72 0.313 114 5.942 0.469 7.46

Note: We consider the following base case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0, w = 7, PS = 5, 𝜎 = 0.15 ,

x = 8.5, k = 5, 𝜂 = 2, b = 0. Buyer (Net) denotes buyer value net of capacity cost. Q is optimally chosen by the buyer firm.

The increment forQ search is 0.01.We varymwith increments of 0.1 and minimum (1/m= 0.1) and maximummaturity (1/m)
of 1 year. The optimal maturity (trade credit horizon) is chosen by the supplier firm bymaximizing trade credit value.Maturity

(days) is calculated bymultiplying (1/m) with 365 and rounded to the integer. xB denotes the bankruptcy threshold. Lev. shows
leverage ratio defined as trade credit relative to the sum of net of capacity value of buyer plus trade credit.

full-scale operations when the demand shock increases and reaches xH (from below). In this case, the firm starts pro-

ducing at full capacity again, and incurs a switching cost 𝜀01. On the contrary, if the demand shock falls further, the firm

may default, thus xB < xL < xH.10 The zone between xH and xL is the hysteresis zone in the presence of trade credit

becausewithin that region the firm remains active if previously in the activemode or idle if previously in the idlemode

(e.g., see Dixit & Pindyck, 1994, chapter 7, for the simpler cases without trade credit). This is intuitive because the

firm postpones entering a differentmode to avoid incurring the switching costs involved. Compared to the framework

without switching costs, the switching thresholds satisfy xL < w < xH. Themathematical details of themodel including

boundary conditions and buyer value are provided in Appendix B.

In Figure 10, we investigate a casewith positive switching costs 𝜀10 = 𝜀01 = 20. Indeed, the results show that when

switching costs are positive there is a hysteresis zone created due to the difference between xH and xL. The firm enters

the idle mode once x first crosses xL from above. If x crosses xL again from below, the firm remains in the idle mode

until xH is now reached from below.

We summarize the following result:

Result 10a (Fixed switching costs with varying trade credit horizon). The operating policies of the firm regarding

the utilization of operating flexibility remain unchanged irrespective of the trade horizon, that is, xH and xL do not

depend on m. The flexible firm in the presence of switching costs only adjusts the default trigger as the trade credit

horizon is altered similarly to the changes taking place for the fully flexible firm.

Compared to the fully flexible firm (no switching costs), the flexible firm with positive switching costs has slightly

lower order quantities and trade credit. The differences between the flexible firm with positive switching costs and

the rigid firm thus remain (albeit become smaller).

Figure 11 shows sensitivity results of the model with switching costs in the special case where the switching costs

are zero (𝜀01 = 𝜀10 = 0). The results confirm that in the case that switching costs are zero we obtain an identical

10 Theoretically, it is also possible that xB > xL if PS is sufficiently high. In this case, the firm never reduces scale temporarily and operational flexibility is not

used. Therefore, the appropriate firm value is given by the value of the rigid firm. In our analysis below, we focus on the casewhere xB < xL , that is, the flexible

firm defaults at a value where the firm is operating in idle mode.
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KOUSSIS AND SILAGHI 23

F IGURE 10 Flexible versus rigid firmwith positive switching costs.We consider the following base case
parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0,w = 7, PS = 5, 𝜎 = 0.15, x = 8.5, k = 5, 𝜂 = 2, b= 0, ε= 0. The flexible
firm corresponds to the firmwith switching costs 𝜖01 and 𝜖10. In this figure, we set 𝜖01 = 𝜖10 = 20. In this figure, we
varymwith increments of 0.1 andminimum (1/m= 0.1) andmaximummaturity (1/m) of 1 year.Q is optimally chosen
by the buyer firm. The increment forQ search is 0.01with solutions satisfying xH > xL and xL > xB.

solution to the flexible model because the optimal switching threshold is xH = xL = w. We thus obtain the solutions of

the fully flexible firm of the previous section.

Figure 12 explores the effect of varying the switching costs for a given trade credit maturity.11 We summarize the

following result.

Result 10b (The effect of switching costs for given trade credit horizon). At higher switching costs the hystere-

sis zone widens, the value of trade credit and order quantities decreases and the flexible firm value decreases and

converges to the rigid firm value.

Result 10b summarizes the findings relating the effect of switching costs. First, as the level of switching costs

increases the hysteresis zone widens. This is intuitive because with higher switching costs the flexible firm post-

pones switching modes to avoid incurring the higher switching cost level. Second, higher switching costs decrease

the value of trade credit and order quantities. However, note that the flexible firm retains higher trade credit

and quantities even when switching costs are high. Third, we observe that the flexible firm value converges

to the rigid firm value for a certain high level of switching costs. Notice that at that point of convergence of

11 As our goal is to investigate the effect of switching costs, without loss of generalitywe fix the rollover parameterm=6which fixes the trade creditmaturity

to (1/m) equal to 2months across all sensitivities. Qualitatively similar results are obtained if we fix the trade horizon at a different level.
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24 KOUSSIS AND SILAGHI

F IGURE 11 Flexible versus rigid firmwith zero switching costs.We consider the following base case parameters:
r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0,w = 7, PS = 5, 𝜎 = 0.15, x = 8.5, k = 5, 𝜂 = 2, b= 0, ε= 0. The flexible firm
corresponds to the firmwith switching costs 𝜖01 and 𝜖10. In this figure, we set 𝜖01 = 𝜖10 = 0. In this figure, we varym
with increments of 0.1 andminimum (1/m= 0.1) andmaximummaturity (1/m) of 1 year.Q is optimally chosen by the
buyer firm. The increment forQ search is 0.01.

the flexible firm value to the rigid firm value, the idle threshold for the flexible firm converges to the default

threshold.12

4.2 Entry timing of firms

In this section, we consider a rigid or flexible firm’s optimal timing to enter the market at a threshold xI. Post entry,

the rigid firm’s trade credit and buyer values are those described in Subsection 2.2. For the flexible firm, we focus on

the case with no switching costs, and hence post entry values are those provided in Subsection 2.3.2. Note that at the

timing of entry, the flexible firm could enter either the idle or activemode.However, it is reasonable to assume that the

firm starts in activemode because starting in idlemode, the firm incurs the capacity investment cost and also needs to

incur the per-period operational cost Cb without generating any revenue. Therefore, investment can only take place

in the full capacity region (active mode). When demand is so low that the firm suspends production (idle mode), it is

better for the firm to wait, thus no investment takes place, as the firm saves on investment expenses.13

12 In the figurewe vary only the switching costs from idle to activemode.Whenwe vary both switching costs, we observe a similar widening of the hysteresis

zone and a similar effect of switching costs on trade credit and quantities (albeit this is triggered at lower switching costs levels because both switching costs

are varied).

13 Similarly, in Hagspiel et al. (2016) the flexible firm can only invest in active mode, and not in idle mode. In active mode, the firm can invest such that right

after the moment of investment it operates either below or at full capacity, as they allow for varying utilization rates of capacity. As our focus is on modeling

entry decisions in the presence of trade credit, to keep the model tractable we assume only two regions (either active mode operating at full capacity or idle

mode).
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KOUSSIS AND SILAGHI 25

F IGURE 12 The effect of varying switching costs.We consider the following base case parameters: r = 0.05,
𝛿 = 0.03, cf = 30, ch = 0,w = 7, PS = 5, 𝜎 = 0.15, x = 8.5, k = 5, 𝜂 = 2, b= 0, ε= 0.We usem= 6 (1/m= 2months) for
all cases. The flexible firm corresponds to the firmwith switching costs 𝜖01 and 𝜖10. In this figure, we set vary the
switching cost from idle to active (𝜖01). MaximummaturityQ is optimally chosen by the buyer firm. The increment for
Q search is 0.01.

Following standard steps in real options setting (e.g., seeDixit & Pindyck, 1994), the value of the option to enter the

market BI(x) (for either the rigid or flexible firm) satisfies the following second-order ordinary differential equation:

rBI (x) =
𝜎2

2
x2B

′′

I (x) + (r − 𝛿) xB′I (x) (24)

The general solution of the above claimBI(x) can be expressed as a linear combination of two independent solutions

(see Dixit & Pindyck, 1994, p. 142):

BI (x) = A
1
x𝛽1 + A

2
x𝛽2 . (25)

For the flexible firm, the boundary conditions that need to be satisfied for the option to invest are the following:

BfI (0) = 0, (26)

BfI (xI) = B1 (xI) − kQ𝜂. (27)
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26 KOUSSIS AND SILAGHI

TABLE 3 A comparison of entry decision of the flexible and rigid firm.

Buyer (Option) Q Maturity (1/m) Maturity (in days) xI xB

Flexible

2845.396 316 0.247 90 95.170 5.428

Rigid

2737.183 250 0.247 90 79.347 4.444

Note:Weconsider the followingbase caseparameters: r = 0.05,𝛿 = 0.03, cf = 30, ch = 0,w = 7,PS = 5,𝜎 = 0.08, x = 8.5,

k = 5, 𝜂 = 2, b = 0, 𝜀 = 0. Buyer (Net) denotes buyer value net of capacity cost.Q is optimally chosen by the buyer firm. The

increment for Q search is 1 unit. We set m = 0.247 the implied maturity in days is about 90 days where maturity (days) is

calculated bymultiplying (1/m) with 365 and rounded to the integer. xB denotes the bankruptcy threshold.

Note that B1(xI) is the value of the flexible firm given by Equation (18a). Using the boundary condition in Equa-

tion (26) we obtain that A2 = 0 and using (27) we obtain that A1 = (B1(xI) − kQ𝜂) (
1

xI
)
𝛽1
. Thus, the value of the

investment option of the flexible firm, denoted as BfI (x):

BfI (x) = (B1 (xI) − kQ𝜂 )

(
x
xI

)𝛽1

. (28)

To determine the optimal timing xI we need to solve the following:

Bf′I (xI) = B′
1 (xI) . (29)

To optimize the quantity level, we run a numerical search for variousQ levels that satisfies (29) and choose the one

that maximizes buyer’s firm value in (28).

Using a similar reasoning as above, the rigid firm value with optimal timing to invest is given by:

BrI (x) = (Br (xI) − kQ𝜂 )

(
x
xI

)𝛽1

. (30)

To determine the optimal timing xI we use:

Br′I (xI) = B′r (xI) . (31)

And to optimize the quantity level we run a numerical search for variousQ levels that satisfies (31) and choose the

one that maximizes buyer’s firm value in (30).

Table 3discusses a numerical exercise comparing the flexible and rigid firms’ decisions regarding the timingof entry.

For the sensitivity results, we assume a lower volatility of 8%, compared to that of the base case (whichwas of 15%), to

allow for a more reasonable entry level. It is well-known in this setting of capacity choice, starting with Dangl (1999)

(see also the discussion in Hagspiel et al., 2016), that investment thresholds explode quite rapidly with increasing

volatility levels. The lower volatility level is also in line with our model’s assumption of operating at full capacity upon

entry, as shown in Hagspiel et al. (2016). Indeed, lower volatility makes it more likely that flexible firms enter at full

capacity. For sensitivity analysis, we also assume a common trade credit maturity offered by the supplier firm for both

the rigid and flexible firms of 90 days.14

14 In additional nontabulated sensitivity analysis, our findings reveal that, in the context of high demand levels triggering investment, both flexible and rigid

firms result in supplier requesting early payment tilting solutions to short maturity. This outcome is mostly driven by the extensive delay of investment inher-

ent in these frameworks and yields no particularly new insights. We have thus opted to study the entry timing and capacity of the flexible and rigid firm for a

fixedmaturity horizon.
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KOUSSIS AND SILAGHI 27

The results indicate that the flexible firm delays investment more compared to the rigid firm. This allows the

flexible firm to install higher capacity, which is in line with our previous findings that the flexible firm can operate

at higher quantities. Our framework extends of the model of Hagspiel et al. (2016) by incorporating trade credit.

In line with them, we find that the flexible firm delays more investment than the inflexible firm and installs higher

capacity.

Result 11 (Entry timingof flexible and rigid firm for given trade credit horizon). The flexible firmdelays investment

more compared to the rigid firm and installs higher capacity upon entry to themarket.

In addition to the above, we find that the flexible firm’s default rate is set at slightly higher levels than the rigid

firm, but accounting for the relatively higher value of revenues upon entrymakes the flexible firm less likely to default.

Finally, we note that accounting for the timing of entry to the market shows that a flexible firm can have a 4%markup

on its value compared to a rigid firm counterpart.

4.3 Interactions of trade credit with debt

A recent literature points to the importance of jointly analyzing trade credit and debt both for understanding default

risk (e.g., Cathcart et al., 2020;McGuinness et al., 2018;Molina & Preve, 2012) and for jointly determining the level of

debt and trade credit, considering their interactions (e.g., see Shenoy&Willliams, 2017). In this section,we thus extend

ourmodel to incorporate interactions between debt financing and trade credit.We focus on the rigid firm and provide

some insights on the impact of flexibility at the end of the section.

Assume that in addition to trade credit, the firm considers issuing long-term debt with coupon R. To introduce the

incentives for the firm to use debt for tax shield purposes we introduce corporate taxes 𝜏 on corporate profits. Define

xD as the bankruptcy threshold that is optimally chosen by the buyer firm. Following the stricter covenant require-

ments placed by lenders compared to trade creditors, we assume that debt holders have priority over trade creditors

over the firm’s assets in the event of bankruptcy (Zhang, 2019). Thus, in the event of bankruptcy, debt holders recover

theminimumof the fractionbD ofunleveredassets or the remaining (perpetual) valueof coupons, that is, at bankruptcy

they recover:

Lr (xD) = min

(
bDVD,

R
r

)
, (32)

where bD captures proportional recovery value of unlevered assets in the event bankruptcy, and VD represents the

value of unlevered assets (see Equation 34).15 Thus, following Leland (1994), the value of debt Lr(x) is a contingent

claim on the firm’s cash flows and its value is given by:

Lr (x) =
R
r
+

(
Lr (xD) −

R
r

)(
x
xD

)𝛽2

, (33)

where 𝛽2 was given in Equation (11a). Following the capital structure literature, we assume that debt holders recover

a fraction bD of the value of unlevered assets VD defined as:

VD = max

((
xDQ𝜀+1

𝛿
−

wQ + CsQ + Cb
r

)
(1 − 𝜏) ,0

)
. (34)

15 For consistency with the previous sections, we define a recovery value parameter instead of proportional bankruptcy costs as typically in the capital

structure literature. Recovery defined above is simply oneminus the proportional bankruptcy costs incurred.
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28 KOUSSIS AND SILAGHI

Note that in (34), we introduce the per unit operating cost Cs for the firm to be able to obtain goods after default

(assumednowtobepaid in cashwithno credit).16 Toavoidnegative liquidation values, note that ifVD < 0debt holders’

recovery is zero.

Trade creditors’ recovery value in the event of default is as follows:

Dr (xD) = bD VD − Lr (xD) . (35)

Combined with (32) that describes the recovery value of debt holders, (35) implies thatDr (xD) = 0 when Lr (xD) =

bD VD. Under this scenario all assets are obtained by debt holders and trade creditors receive zero. On the other hand,

with sufficient recovery value to repay debt holders, that is, when Lr (xD) =
R

r
in (32) we obtainDr (xD) = bDVD −

R

r
>

0.

Like beforewe assume trade creditors can choose thematurity of debt repayment in an effort to obtain the highest

trade credit value. Following similar steps as in Section 2, trade credit value is given by:

Dr (x) =
mPSQ
r +m

+

(
Dr (xD) −

mPSQ
r +m

)(
x
xD

)𝛾2

. (36)

In comparison with Equation (8) derived earlier with no debt, now Dr(xD) includes the recovery value of trade

creditors assuming that debt holders have priority in the event of default.

4.3.1 Buyer value and interactions of debt and trade credit

The rigid buyer value Br(x) satisfies the following second-order ordinary differential equation:

rBr (x) =
𝜎2

2
x2B

′′

r (x) + (r − 𝛿) xB′r (x) +
(
xQ𝜀+1 − wQ − Cb − R

)
(1 − 𝜏) + 𝜏PsQ −m (PsQ − Dr (x)) . (37)

Note that compared to Section 2 we are now subtracting the coupon payment from the firm’s cash flows and also

considering taxes. Note the additional tax savings the firm obtains from purchased goods each period (term 𝜏PsQ).17

The buyer value can then be obtained as follows:

Br (x) =
(

xQ𝜀+1

𝛿
−

wQ+Cb+R

r

)
(1 − 𝜏) +

𝜏PsQ

r
− Dr (x) + Dr (xD)

(
x

xD

)𝛽2
+

(
wQ+Cb+R

r
−

xDQ
𝜀+1

𝛿

)
(1 − 𝜏)

(
x

xD

)𝛽2
−

𝜏PsQ

r

(
x

xD

)𝛽2
.

(38)

xD is obtained by applying the following smooth pasting condition (see Appendix C for its analytical expression):

𝜕Br
𝜕x

|x =xD = 0. (39)

16 Note that CS and PS are not directly comparable, as CS is a flow of operating costs while PS is like a principal payment. We set CS = 0.25 because CS∕r

implies a similar reduction in buyer value as
mPS
r+m

for the low trade credit maturities 1∕m (high enoughm) used in practice.

17 Note that the firm receives the full amount PsQ on credit. As this is part of the cost of goods sold that is tax deductible, this implies a tax benefit related

to purchases from supplier of 𝜏PsQ per period. The rollover of credit involves the repayment of trade credit with paymentsmPsQ that have no additional tax

implications because taxes have already been considered at the time of purchase under accrual accounting (seeDesai et al., 2016). Thus, although trade credit

is an interest free loan that does not provide interest tax shield, the purchase of goods from the supplier (on credit or in cash) provides the firm tax shields

through the tax deductibility of purchased products.
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KOUSSIS AND SILAGHI 29

The total firm value of the buyer at t = 0 includes the proceeds from debt and it is hence optimized by the buyer

firm by choosing the optimal coupon R and capacityQ:

Fr (x) = argmax
R,Q

(Br (x) + Lr (x) − 𝜅Q𝜂) . (40)

Given the nonlinearity of firm value, the above maximization problem is solved numerically. For different values of

Rwe run a dense grid search ofQ choices for the buyer. Among the grid ofQ choices createdwe then select the choice

that maximizes the firm value (40). We then repeat the process for different R and among all solutions we select the

(R,Q) pair that provides themaximum firm value.

Table 4 provides some sensitivity results of the above setting. Our base case parameters are like before, assuming

a tax rate τ= 0.25. In our base case, debt leverage (debt proportion relative to net firm value plus trade credit) stands

at 18%. This relatively low ratio contrasts with the high leverage ratios found in the capital structure literature and is

driven by trade credit’s indirect tax benefits, that is, the tax deductibility of purchased products (see Equation 38, the

term
𝜏PsQ

r
). These results highlight the importance of accounting for debt-trade credit interactions (e.g., see Shenoy

& Williams, 2017). Our model explains the empirically observed low debt leverage ratios (Strebulaev & Yang, 2013),

attributed to debt-trade credit interactions, complementing explanations by Ju et al. (2005), such as dynamic financing

considerations and finite debt maturity. Furthermore, our analysis reveals that, even in the presence of debt, trade

credit constitutes approximately 14% of financing in the base case (ranging from 11% to 14% across parameters),

aligning with evidence from Petersen and Rajan (1997) andMolina & Preve (2012).

Result 12 (Interactions of debt with trade credit). Trade credit reduces debt leverage due to the tax-deductibility

of purchased products, which improves with increased trade credit.

For comparison, we illustrate in Table 4 the case with no debt in the presence of corporate taxes. We can see that

the firm’s buyer value decreases, forgoing some tax benefits. Reduced tax benefits modestly impact installed capac-

ity, partly compensated by a slight extension of trade credit. This suggests that debt’s overall impact on trade credit

remains limited due to the relatively small proportion of optimal debt financing.

Additionally, we illustrate the sensitivity with respect to volatility. Our results challenge the conventional notion of

lower debt leveragewith increased volatility. Instead, they reveal that higher volatilitymay increase debt leverage due

to higher real option upside potential, benefiting all stakeholders. Debt increases as the buyer firm expands capacity

and suppliers extend credit duration, both effects contributing to enhancing debt capacity.

Result 13 (The effect of volatility in the presence of debt and trade credit). Higher volatility increases trade credit

and debt values, as well as credit duration.

Although many banks and debt holders enjoy covenant protection, only a small proportion of trade creditors do

(Costello, 2013). Consequently, we explore agency conflicts between debt holders and trade creditors when debt

holders impose positive net worth covenants. These covenants require debt holders to recover a specified portion

of debt par value in default (see, e.g., Zhang, 2019). To obtain the default threshold xD in the case of debt with a

covenant restriction, we solve for xD satisfying the following positive net worth restriction on recovery value at

default: bDVD (xD) = rec
R

r
, where rec denotes the required recovery of par at default by debt holders. To facilitate

comparisons with previous studies, we assume a recovery rate of 40% similar to that used in Correia et al. (2018),

Ericsson et al. (2015) and Lovreta & Silaghi (2020), among others, which is also consistent with the average historical

recovery rate on senior unsecured bonds of 37.4% as reported byMoody’s (2015).

Our results (see last panel of Table 4) demonstrate that positive net worth covenants significantly constrain buyer

value. With these covenants, the buyer defaults earlier due to covenant violations, compared to the endogenous

default timing optimally chosen by the buyer in the absence of covenants. This is in line with evidence showing that

technical defaults due to covenant violations occur frequently (Dichev & Skinner, 2002). Despite the higher default

threshold, debt value remains similar to the base case due to the higher recovery value for debt holders. Earlier default

coupledwith zero recovery for trade creditors (see Equation 35) results in a significant downward adjustment of trade
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KOUSSIS AND SILAGHI 31

credit maturity with the supplier requesting early payment of credit. This prediction of ourmodel is in line with Zhang

(2019) demonstrating a debt holder–supplier conflict channel. Based on this analysis we summarize the following

results:

Result 14a (The effect of covenants on buyer value). Debt covenant restrictions significantly reduce buyer value.

Result 14b (The effect of covenants on trade credit). Debt covenant restrictions cause earlier default and

significantly reduce trade credit maturity.

Our analysis focuseson rigid firms, however,wecandrawsome implications for flexible firmsbasedon insights from

our earlier analysis.Ourbenchmarkmodel has revealed (see earlier sections) that flexible firmsorder higher quantities

and have greater trade credit values.We hence conjecture that trade creditmay crowd out debtmore significantly for

flexible firms. Their incentives to leverage trade credit for tax benefits and quantity enhancement are thus expected

to lead flexible firms having lower debt ratios, aligning with findings by Ritchken &Wu (2021).

4.4 The non-cooperative Nash bargaining game

In this section, we consider an alternative design of trade credit terms, assuming that the interaction between the

supplier and buyer firm follows a non-cooperative Nash bargaining game instead of a Stackelberg leader–follower

game. Considering the non-cooperativeNash bargaining game is important in order to understand how the bargaining

power of the members of the supply chain and their potential threat of not entering a trade agreement affect the

values of each party in the supply chain, the produced quantities as well as the resulting trade credit maturity.

For tractability, we focus on the case with no operational flexibility for the buyer and provide implications for the

flexible buyer case based on the insights from our previous analysis. For simplicity, we assume that supplier value, S(x),

is equivalent to trade credit value, that is, S(x) = D(x) given by Equation (18) for the rigid firm.18

The outcome of the Nash bargaining game depends on the parties’ threat points and on their relative bargaining

power. The threat points reflect the status quo between the negotiating parties. This status quo represents the utility

gained by the parties if the bargaining breaks down (Binmore et al., 1986). Let ΓS and ΓB be the status quo of the sup-

plier and thebuyer, respectively,which reflects theexternal valueeachpartyobtains if thebargainingbreaksdown. For

example, the buyer might internalize procurement to its own subsidiaries (ΓB > 0) or may face significant disruptions

that will stop production (ΓB = 0). Relatedly, the supplier might have the potential for alternative customers (ΓS > 0)

or could lose the business entirely if it does not grant trade credit (ΓS = 0). On the other hand, the bargaining power

of each party will depend on their market power, size and the competition they are facing (Fabbri & Klapper, 2016;

Klapper et al., 2012). Let 𝜂B denote the buyer’s bargaining power and 𝜂S = 1 − 𝜂B, the one of the supplier. Define the

total network value net of capacity cost to beN (m,Q) = B(m,Q) + S(m,Q) − kQ𝜂 .

Under the Nash bargaining game, the buyer obtains Bnet (m,Q ) = B(m,Q) − kQ𝜂 = 𝜃∗ N(m,Q) in negotiation, while

the supplier gets S (m,Q) = (1 − 𝜃∗)N(m,Q), where 𝜃∗ is a parameter that reflects the sharing rule and depends on the

bargaining power, 𝜂B and on the status quo of the parties, ΓS and ΓB. The Nash solution is then characterized by:

𝜃∗ = argmax
𝜃

{𝜃N (m,Q) − ΓB}
𝜂B {(1 − 𝜃)N (m,Q) − ΓS}

1−𝜂B . (41)

The solution of this game results in the following sharing rule 𝜃∗ obtained by the buyer firm:

𝜃∗ = 𝜂B −
𝜂BΓS − (1 − 𝜂B)ΓB

N (m,Q)
. (42)

18 One could incorporate a per unit cost for the supplier,CS,which could imply that supplier value is S(x) = D(x) −
CSQ

r
+

CSQ

r
(
x
xB

)
𝛽2 . However, incorporating

this per unit costs would simply scale down supplier’s value. Without loss of generality, and as in the previous extension, we thus assume in our simulations

that CS = 0.We have also conducted sensitivity results assuming CS > 0without changing the insights we provide below.
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TABLE 5 Nash bargaining solutions with varying buyer market power (𝜼B).

Panel A: Nash bargaining game

ηB Maturity (1/m) Maturity (in days) Q xB Buyer (Net) Supplier Network

0.2 0.313 114 23.037 4.298 28.353 113.410 141.763

0.4 0.323 118 22.530 4.300 73.907 110.861 184.769

0.6 0.345 126 21.500 4.304 158.516 105.677 264.193

0.8 0.476 174 18.258 4.308 356.639 89.160 445.799

Panel B: Comparisonwith Stackelberg game

Maturity (1/m) Maturity (in days) Q xB Buyer (Net) Supplier Network

0.222 81 13.830 4.805 433.275 68.390 501.665

Note: We consider the following base case parameters: r = 0.05, 𝛿 = 0.03, cf = 30, ch = 0, w = 7, PS = 5, 𝜎 = 0.15,

x = 8.5, k = 5, 𝜂 = 2, b = 0. In Panel A,Q andm are optimally chosen tomaximize network value among the pairs that satisfy

equation (x4). The increment for Q search is 0.01. We varymwith increments of 0.1 and minimum (1/m = 0.1) and maximum

maturity (1/m) of 1 year.Maturity (days) is calculated bymultiplying (1/m) with 365 and rounded to the integer. xB denotes the
bankruptcy threshold. Buyer (Net) denotes buyer value net of capacity cost. In Panel B, we provide the optimal pair (m∗ , Q∗)

resulting from the Stackelberg game, where the optimal maturity was chosen by the supplier firm and the optimal quantity

was chosen by the buyer.

Note that for ΓS = ΓB = 0, we get 𝜃∗ = 𝜂B , that is, when the parties’ status quo is zero, the total network value is

split according to the bargaining power of the parties.

The optimal sharing rule implies a Nash equilibrium relationship between the quantities Q and the trade credit

maturity 1∕m. Focusing on the buyer’s stake that is equal to Bnet (m,Q ) = B(m,Q) − kQ𝜂 = 𝜃∗ N(m,Q), and plugging in

the expressions for the optimal sharing rule 𝜃∗ and for the network valueN(m,Q), we obtain the following relationship:

𝜂B S (m,Q) − (1 − 𝜂B)B (m,Q) + (1 − 𝜂B) k Q𝜂 = 𝜂B ΓS − (1 − 𝜂B)ΓB. (43)

There is an infinite number of pairs (m,Q) satisfying this relationship. Among these pairs, the optimal one is the

one that maximizes network value. In Table 5, we illustrate the optimal pairs (m,Q) that maximize network value, for

different values of buyer bargaining power 𝜂B varying between 0.2 and 0.8, assuming ΓS = ΓB = 0.19 The optimal

default threshold, the values for the buyer, supplier and total network value are also presented.

As expected, Table 5, Panel A, shows that the higher the buyer market power, the larger the buyer value and the

smaller the supplier value. Moreover, with higher market power of the buyer, the buyer orders a smaller quantity and

defaults slightly sooner, while network value increases. Intuitively, when the buyer hasmoremarket power it hasmore

power to internalize the costly capacity decision, thus installs a lower capacity (avoiding costly excess capacity). In

addition, Table 5 shows that the supplier extends larger trade credit maturities when the buyer has higher market

power. This result is in line with empirical evidence by Ellingsen et al. (2016), Fabbri & Klapper (2016), Giannetti et al.

(2011) and Klapper et al. (2012), who find that contracts to the largest buyers, buyers with a larger share of the sup-

plier’s sales or with more suppliers entail longer maturities (net days). We summarize the following result relating the

effect of the impact of market power:

Result 15 (The effect of market power on buyer, supplier and network value and on trade maturity). For higher

levels of buyer market power, buyer value grows larger while supplier value diminishes, and network value increases.

With higher buyer market power, suppliers extend longer trade credit durations.

19 Our implications are robust to different choice of ΓS and ΓB . Our sensitivity analysis of varying ΓS and ΓB has shown they have the same directional effects

as the effects of 𝜂S and 𝜂B respectively.
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We now compare the Nash bargaining model with our benchmark model based on a Stackelberg game in which

the supplier being the leader chooses m subject to the buyer choosing Q. Compared to the optimal pair (m∗, Q∗) that

solves the Stackelberg game (see panel B), we can see that the Nash bargaining game results in higher trade credit

maturities and higher quantities. Intuitively, in the Stackelberg game, quantities are decided by the buyer firm that

totally internalizes the costly capacity installation decision, thus resulting in lower quantities compared to the Nash

bargaining game. Regarding trade credit maturity, this is optimally decided by the supplier in the Stackelberg game,

hence resulting in lower maturities compared to the Nash bargaining game, where maturities increase with buyer

bargaining power. We summarize the following result relating the comparison of the Nash bargaining game with the

Stackelberg game of the benchmarkmodel:

Result 16 (Comparison of the Nash bargaining game with Stackelberg game). The Nash bargaining game leads to

higher trade credit maturities and quantities compared to the Stackelberg game’s optimal values.

Finally, we provide some implications for the flexible firm. First, just like in the case of inflexibility, we expect that

when the flexible firm has more bargaining power, it can better internalize capacity costs and, thus, adjust capacity

downward, which will be beneficial for the overall network value. From our earlier analysis (see result 1), we found,

however, that a flexible firm obtains higher order quantities than the inflexible one. Thus, we anticipate that the down-

ward adjustment of capacity will be smaller for the flexible firm compared to the inflexible one when the buyer has

higher bargaining power.We also showed earlier that the flexible buyer firm defaults later than the inflexible firm (see

Table 1). Therefore, with more market power, the degree of acceleration of default would be less significant for the

flexible buyer compared to the case of the inflexible firm. Finally, we determined that the flexible buyer firm obtains a

longer trade credit duration from the supplier (result 1). Thus, we expect that when the flexible buyer firm has more

bargaining power, the extension of the duration it would obtain will bemore significant than that of the inflexible firm.

5 CONCLUSIONS

This paper investigates the effect of operational flexibility on trade credit values, order quantities and trade credit

maturity. We find that firms that have the ability to temporarily shut down will order higher quantities and have

larger trade credit values. Moreover, suppliers will extend larger trade credit maturities to flexible firms. Our analy-

sis shows however, that trade credit as a proportion of buyer firm value is higher for the inflexible firm because flexible

firm’s value increasesmore rapidly than the associated increase in trade credit. This result may be useful for empirical

researchers usually focusing on ratios rather than levels.

We provide a number of predictions such as that the effect of flexibility on trade credit and credit durations is

more significant in more uncertain environments, in industries with less intense competition between suppliers and

in downstream markets with higher capacity constraints, lower recovery rates, lower gross profit margins or lower

capacity holding costs.

We extend the basic setup to account for several important issues such as switching costs, entry timing of firms,

interactions of debt with trade credit or Nash bargaining between parties. When introducing switching costs for the

flexible firm switching between idle and active mode, we find a hysteresis (inaction) zone where the buyer firm does

not switch modes to avoid incurring the switching costs. This zone of inaction is not affected by trade credit horizon

provided by the supplier, however, higher levels of switching costs widen the zone of inaction and decrease the value

of trade credit and order quantity. Regarding the entry timing of firms, we show that, for a given trade credit horizon,

the flexible firm delays investmentmore than the rigid firm and invests in higher capacity.When trade credit interacts

with standard debt, we show that trade credit reduces debt leverage due to the tax-deductibility of purchased prod-

ucts.Moreover, in thepresenceof debt covenants causing earlier default, trade creditmaturity is significantly reduced.

Finally, under non-cooperativeNash bargaining, buyerswith higher bargaining power obtain longer trade creditmatu-

rities, in line with empirical evidence. Moreover, the Nash bargaining game leads to higher trade credit maturities and

quantities compared to the Stackelberg game’s optimal values.
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There are some factors that we have overlooked in our analysis and provide the basis for future extensions. First,

although our analysis provides for some adjustments in production, it would be interesting to investigate how the

framework can be adjusted to incorporate capacity utilization, so that production can be upscaled and downscaled in

relation to demand. Second, we have assumed a single buyer and supplier and it would thus be interesting to investi-

gate competitive interactions in the supplier or/and the buyermarkets. Finally, we analyze a single product sold by the

buyer firmwhile in many cases firms operate andmanagemultiple products.
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APPENDIX A: DETAILS ON THE DERIVATION OF BUYER’S VALUE

In this appendix, we provide details on our derivation of the buyer value for both the inflexible and the flexible cases.

Inflexible buyer value

To derive the particular solution in Equation (10) of the buyer, we proceed by applying the solution:

B (x) = B + C0x + C1x𝛾2 (A1)

that satisfies differential Equation (9) obtaining the following solutions for C0, C1 and B:

B =
m
r
mPSQ
r +m

−
mPSQ + wQ + Cb

r
, C0 =

Q𝜀+1

𝛿
, C1 = −AD

2
. (A2)

We note that to derive C1 we have used the fact that m = −(r − (r − 𝛿)𝛾2 −
1

2
𝛾2(𝛾2 − 1)𝜎2) which simplifies the

presentation of the solution. Note also that unlike the standard particular solution, the term C1x𝛾2 in (A1) is used to

capture trade credit value in the differential Equation (9) (which as seen in Equation (8) depends on 𝛾2 term).
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Replacing solutions of constants C0, C1 and B from (A2) back in (A1) and noting that

mPSQ
r

−
m
r

mPSQ
r +m

=
mPSQ
r +m

, (A3)

one can verify first two terms in Equation (10).

Next, we note that as 𝛽1 > 0 applying (12a) to Equation (10) implies that:

A
1
= 0. (A4)

Applying the boundary condition (12b) to Equation (10), we obtain that:

A2 = −

[(
xBrQ𝜀+1

𝛿
−

mPSQ + wQ + Cb
r

)
+

m
r
mPSQ
r +m

−

(
VB −

mPSQ
r +m

)]
(xBr)

−𝛽2 .

Using (A3), we can further simplify A
2
andwe obtain that:

A2 = −

[(
xBrQ𝜀+1

𝛿
−

wQ + Cb
r

)
− VB

]
(xBr)

−𝛽2 . (A5)

Replacing (A4) and (A5) into Equation (10) together with the particular derived above, we thus derive the final

solution for the buyer value in Equation (13).

The optimal quantity ordered by the buyer maximizes buyer value. From Equation (16), we obtain the implicit

equation forQ:

(𝜀+1)Q𝜀x

𝛿
−

w

r
−

mPS
r+m

−
(
bPS −

mPS
r+m

) (
x

xBr (Q)

)𝛾2
+

𝛾2

xBr (Q)

(
bPSQ −

mPSQ

r+m

) (
x

xBr (Q)

)𝛾2 𝜕xBr (Q)
𝜕Q

+

[
bPS −

(𝜀+1)Q𝜀xBr (Q)

𝛿
−

Q𝜀+1

𝛿

𝜕xBr (Q)

𝜕Q
+

w

r

]
(

x

xBr (Q)

)𝛽2
−

𝛽2

xBr (Q)

[
bPSQ −

xBr (Q)Q
𝜀+1

𝛿
+

wQ+Cb
r

] (
x

xBr (Q)

)𝛽2 𝜕xBr (Q)
𝜕Q

− » 𝜂Q𝜂−1 = 0,

where we have used the fact that recovery value is given by VB = bPSQ.

Flexible buyer value

The constants A3, A4, A5 determined from the boundary conditions are given by the following expressions:

A4 =
1

𝛽2 − 𝛽1

1

x̄𝛽1

(
(𝛽2 − 1) x̄Q𝜀+1

𝛿
−
𝛽2wQ
r

)
,

A5 = x−𝛽2Bf

(
Cb
r
+ VB − A4x

𝛽1
Bf

)
,

A3 = A5 +

(𝛽1−1)x̄Q𝜀+1

𝛿
−

𝛽1wQ

r

(𝛽2 − 𝛽1) x̄𝛽2
.
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38 KOUSSIS AND SILAGHI

APPENDIX B: FLEXIBLE BUYER VALUE WITH SWITCHING COSTS

The buyer value has two operating regions:

B1 (x) =
xQ𝜀+1

𝛿
−

wQ
r

−
Cb
r
− Df (x) + A3x𝛽2 , x > xH, (A6a)

B0 (x) = −
Cb
r
− Df (x) + A4x𝛽1 + A5x𝛽2 , x ≤ xL, (A6b)

where Df (x) =
mPSQ

r+m
− (VB −

mPSQ

r+m
)(

x

xBf
)
𝛾
2 . The constants A

3
, A

4
and A

5
, and the optimal thresholds xH, xL and xBf are

determined from the following valuematching and smooth pasting conditions:

B0 (xH) = B1 (xH) − 𝜀01, (A7a)

B1 (xL) = B0 (xL) − 𝜀10, (A7b)

B0
(
xBf

)
= 0, (A7c)

B′
0 (xH) = B′

1 (xH) , (A8a)

B′
1 (xL) = B′

0 (xL) , (A8b)

B′
0 (xB) = 0. (A8c)

The expressions of the constants A3, A4 and A5 are given by:

A4 =
x1−𝛽1H

𝛽1

Q𝜀+1

𝛿

⎛⎜⎜⎝1 +
x1−𝛽1L − x1−𝛽1H

x𝛽2−𝛽1H − x𝛽2−𝛽1L

x𝛽2−1H

⎞⎟⎟⎠ ,

A5 = −
𝛽1

𝛽2
A4x

𝛽1−𝛽2
Bf −

(
VB −

mPSQ
r +m

)
𝛾2
𝛽2

x−𝛽2Bf ,

A3 = A5 +
Q𝜀+1

𝛿𝛽2

x1−𝛽1L − x1−𝛽1H

x𝛽2−𝛽1H − x𝛽2−𝛽1L

.

The optimal thresholds are the implicit solutions of the following equations:

A4x
𝛽1
H + (A5 − A3) x

𝛽2
H + 𝜖01 =

(
xHQ𝜀+1

𝛿
−

wQ
r

)
,
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KOUSSIS AND SILAGHI 39

A4x
𝛽1
L + (A5 − A3) x

𝛽2
L − 𝜖01 =

(
xLQ𝜀+1

𝛿
−

wQ
r

)
,

A4x
𝛽1
Bf + A5x

𝛽2
Bf =

Cb
r
+ VB.

APPENDIX C: ANALYTICAL DERIVATION OF xD IN THE PRESENCE OF DEBT IN

SUBSECTION 4.3

As Lr (xD) implies aminimum and this affectsDr(xD), we will have two solutions.

Case 1: Ifmin(bDVD,
R

r
) = bD VD, thenDr (xD) = 0.Note that for this to be the case itmust be that bDVD <

R

r
which

implies a condition on xD, namely:

xD <

(
R

rbD (1 − 𝜏)
+

wQ + CSQ + Cb
r

)
𝛿

Q𝜀+1
(A9)

that will have to be satisfied by the solution.

Applying the smooth pasting condition, we get following solution in this case:

xD (Q) =
𝛿

Q𝜀+1 (1 − 𝛽2) (1 − 𝜏)

[
−𝛾2

mPSQ
r +m

− 𝛽2

(
wQ + Cb + R

r
(1 − 𝜏) − 𝜏

PSQ
r

)]
,

which has to satisfy inequality (A9).

Case 2: If min(bDVD,
R

r
) =

R

r
thenDr (xD) = bD VD −

R

r
. Note that for this to be the case it must be that bDVD >

R

r
which implies a condition on xD, namely:

xD >

(
R

rbD (1 − 𝜏)
+

wQ + CSQ + Cb
r

)
𝛿

Q𝜀+1
(A10)

that will have to be satisfied by the solution.

Applying the smooth pasting condition, we get the following solution in this case:

xD (Q) =
𝛿

Q𝜀+1(1−𝛽2+(𝛽2−𝛾2)bD)(1−𝜏)[
−𝛾2

mPSQ

r+m
+

wQ+Cb+R

r
(1 − 𝜏) ((𝛽2 − 𝛾2) bD − 𝛽2) + 𝛽2𝜏

PSQ

r
+ (𝛽2 − 𝛾2)

R

r

]
,

which has to satisfy inequality (A10).

Although case 2 is theoretically plausible, our numerical results show that it is never reached.
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