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#### Abstract

We show that the Hankel transform of a general monotone function converges uniformly if and only if the limit function is bounded. To this end, we rely on an Abel-Olivier test for realvalued functions. Analogous results for cosine series are derived as well. We also show that our statements do not hold without the general monotonicity assumption in the case of cosine integrals and series.
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## 1 Introduction

In this paper we consider the Hankel transform of order $\alpha \geq-1 / 2$,

$$
\begin{equation*}
H_{\alpha} f(u)=\int_{0}^{\infty} t^{2 \alpha+1} f(t) j_{\alpha}(u t) d t \tag{1.1}
\end{equation*}
$$

where $j_{\alpha}$ is the normalized Bessel function of order $\alpha$. We are interested in studying the conditions on $f$ that are equivalent to the uniform convergence and boundedness (as a function of $u$ ) of (1.1). By uniform convergence of (1.1), we mean that the partial integrals

$$
\begin{equation*}
\int_{0}^{N} t^{2 \alpha+1} f(t) j_{\alpha}(u t) d t \tag{1.2}
\end{equation*}
$$

converge to $H_{\alpha} f$ uniformly in $u$ as $N \rightarrow \infty$.
As is well known, the Hankel transform of order $\alpha=d / 2-1$ (with $d \in \mathbb{N}$ ) appears as the Fourier transform of a radial function defined on $\mathbb{R}^{d}$. More precisely, for a radial function $F(x)=f_{0}(|x|)$ defined on $\mathbb{R}^{d}$, one has (cf. [16])

$$
\widehat{F}(y)=\left|\mathbb{S}^{d-1}\right| \int_{0}^{\infty} t^{d-1} f_{0}(t) j_{d / 2-1}(2 \pi|y| t) d t
$$

where $\left|\mathbb{S}^{d-1}\right|$ denotes the area of the unit sphere $\mathbb{S}^{d-1}=\left\{x \in \mathbb{R}^{d}:|x|=1\right\}$. If $d=1$, we take $\left|\mathbb{S}^{0}\right|=2$, and $H_{-1 / 2} f_{0}$ corresponds to the cosine transform of the even function $f_{0}$. Note that if $F$ is radial, then $\widehat{F}$ is also radial.

The study of the convergence of Fourier transforms (or series) often requires monotonicitytype assumptions on the functions (or sequences) involved (see [4, 6, 7, 8, 11, 17] and the references therein). We also refer the reader to the classical paper [2], where the problem of uniform convergence and boundedness of sine series was first considered for monotone sequences (see also [19, Ch. V]). In the present paper the so-called general monotonicity (cf. [13, 18]) will play a central role. From now on, all the functions we consider will be locally integrable, locally of bounded variation on $(0, \infty)$, and vanishing at infinity. We denote $\mathbb{R}_{+}:=[0,+\infty)$. The integral (1.1) as well as the integrals over infinite intervals are understood as improper Riemann integrals.
Definition 1.1. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{C}$. We say that $f$ is general monotone, written $f \in G M$, if there exist constants $C, \lambda>1$ such that for every $x>0$,

$$
\int_{x}^{2 x}|d f(t)| \leq C \int_{x / \lambda}^{\lambda x} \frac{|f(t)|}{t} d t
$$

We define the general monotone sequences likewise. We say that a complex-valued sequence $\left\{a_{n}\right\} \in G M S$ if there exist constants $C, \lambda>1$ such that for every $n$,

$$
\sum_{k=n}^{2 n}\left|a_{k}-a_{k+1}\right| \leq C \sum_{k=n / \lambda}^{\lambda n} \frac{\left|a_{k}\right|}{k}
$$

We assume, without loss of generality, that the constant $\lambda$ from the definitions of $G M$ and $G M S$ is a natural number of the form $2^{\nu}, \nu \in \mathbb{N}$.

If we denote by $M$ the class of (nonnegative) monotone functions, it is clear that $M \subsetneq$ $G M$. In this paper we are mainly concerned about real-valued GM functions. Those have shown to preserve several desired properties of monotone functions, not only when they are nonnegative, but also in the general real-valued case (see [4, 7, 8, 11]). Here we go one step further and prove Abel-Olivier's test for GM functions (see also [14]).

Theorem 1.2. Let $f \in G M$ be real-valued. If the integral

$$
\begin{equation*}
\int_{0}^{\infty} f(t) d t \tag{1.3}
\end{equation*}
$$

converges, then

$$
t f(t) \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

If $f \geq 0$, then the convergence of (1.3) is equivalent to $f \in L^{1}\left(\mathbb{R}_{+}\right)$, and the statement of Theorem 1.2 follows easily from known estimates for $G M$ functions (see Lemma 4.1 in Section 4).

Theorem 1.2 can be easily improved to an "if and only if" statement.
Corollary 1.3. Let $f \in G M$ be real-valued and $\nu \in \mathbb{R} \backslash\{0\}$. If $t^{\nu} f(t) \rightarrow 0$ as $t \rightarrow 0$, then $\int_{0}^{\infty} t^{\nu-1} f(t) d t$ converges if and only if

$$
t^{\nu} f(t) \rightarrow 0 \text { as } t \rightarrow \infty \quad \text { and } \quad \int_{0}^{\infty} t^{\nu} d f(t) \text { converges },
$$

and moreover,

$$
\int_{0}^{\infty} t^{\nu-1} f(t) d t=-\frac{1}{\nu} \int_{0}^{\infty} t^{\nu} d f(t)
$$

The main goal of this paper is to show that if $f \in G M$ the boundedness of the function $H_{\alpha} f$ is equivalent to the uniform convergence of the partial integrals (1.2), which is not true in general. In fact, in Section 4 we discuss the general case in detail for the cosine transform (as well as for the cosine series), and show the sharpness of our main results with respect to the general monotonicity assumption.

It is known that if $f \in G M$ and $t^{2 \alpha+1} f(t) \in L^{1}(0,1)$, then the uniform convergence of (1.2) is equivalent to the convergence of $\int_{0}^{\infty} t^{2 \alpha+1} f(t) d t$ (see [4], where such a statement has been proved under the assumption that Theorem 1.2 is true). Our main result reads as follows.

Theorem 1.4. Let $\alpha \geq-1 / 2$. Let $f \in G M$ be real-valued and such that $t^{2 \alpha+1} f(t) \in$ $L^{1}(0,1)$. The following are equivalent:
(i) The integral $\int_{0}^{\infty} t^{2 \alpha+1} f(t) d t$ converges.
(ii) The partial integrals $\int_{0}^{N} t^{2 \alpha+1} f(t) j_{\alpha}(u t) d t$ converge uniformly in $u \in \mathbb{R}_{+}$as $N \rightarrow \infty$.
(iii) The function $H_{\alpha} f(u)=\int_{0}^{\infty} t^{2 \alpha+1} f(t) j_{\alpha}(u t) d t$ is bounded on $\mathbb{R}_{+}$.

Moreover, in any of those cases, $M_{2 \alpha+2}(f):=\sup _{t \in \mathbb{R}_{+}} t^{2 \alpha+2}|f(t)|$ is finite and for every $N \in \mathbb{R}_{+}$, the estimate

$$
\begin{align*}
\left|\int_{0}^{N} t^{2 \alpha+1} f(t) j_{\alpha}(u t) d t\right| \leq & \left|\int_{0}^{N} t^{2 \alpha+1} f(t) d t\right|+\frac{1}{\alpha+1} N^{2 \alpha+2}|f(N)| \\
& +\frac{C \lambda(2 \lambda)^{2 \alpha+2}}{2 \alpha+2}\left(\frac{\lambda^{4}}{2(\alpha+2)}+\frac{S_{\alpha}}{\alpha+3 / 2}\right) M_{2 \alpha+2}(f) \\
& +\sup _{0 \leq a<b \leq \infty}\left|\int_{a}^{b} \frac{t^{2 \alpha+2}}{2 \alpha+2} d f(t)\right| \tag{1.4}
\end{align*}
$$

holds, where $S_{\alpha}:=\sup _{x \geq 1} x^{\alpha+1 / 2}\left|j_{\alpha}(x)\right|$.
Note that for any $0 \leq a<b$, the boundedness of the integral $\int_{a}^{b} t^{2 \alpha+2} d f(t)$ in (1.4) follows from the convergence of $\int_{0}^{\infty} t^{2 \alpha+1} f(t) d t$ and Corollary 1.3.

It is obvious from the estimates for the Bessel function given in Section 2 that the conclusion Theorem 1.4 holds if $f \geq 0$.

As an important example we mention the cosine transform, which is the Hankel transform of order $\alpha=-1 / 2$. For the sake of completeness, we give its corresponding version of Theorem 1.4.

Corollary 1.5. Let $f \in G M$ be real-valued and such that $f \in L^{1}(0,1)$. The following are equivalent:
(i) The integral $\int_{0}^{\infty} f(t) d t$ converges.
(ii) The partial integrals $\int_{0}^{N} f(t) \cos u t d t$ converge uniformly in $u \in \mathbb{R}_{+}$as $N \rightarrow \infty$.
(iii) The function $\widehat{f}_{\cos }(u)=\int_{0}^{\infty} f(t) \cos u t d t$ is bounded on $\mathbb{R}_{+}$.

Moreover, in such case, $\sup _{t \in \mathbb{R}_{+}} t|f(t)|$ is finite and the estimate

$$
\begin{aligned}
\left|\int_{0}^{N} f(t) \cos u t d t\right| \leq & \left|\int_{0}^{N} f(t) d t\right|+2 N|f(N)|+2 C \lambda^{2}\left(\frac{\lambda^{4}}{3}+1\right) \sup _{t \in \mathbb{R}_{+}} t|f(t)| \\
& +\sup _{0 \leq a<b \leq \infty}\left|\int_{a}^{b} t d f(t)\right|
\end{aligned}
$$

holds.
We are also interested in the discrete part of Corollary 1.5. In [17], Tikhonov mentioned the following.

Theorem A. Let $\left\{a_{n}\right\} \in G M S$ be such that $n\left|a_{n}\right| \rightarrow 0$. Then the cosine series

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{n} \cos n x \tag{1.5}
\end{equation*}
$$

converges uniformly on $[0,2 \pi]$ if and only if the series

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{n} \tag{1.6}
\end{equation*}
$$

converges.
By means of a discrete version of Theorem 1.2 we are able to improve the statement of Theorem A by dropping the hypothesis $n\left|a_{n}\right| \rightarrow 0$, and eventually allows us to obtain equivalent conditions similarly as in Theorem 1.4.

Theorem 1.6. Let $\left\{a_{n}\right\} \in G M$ be real-valued. The following are equivalent.
(i) The series $\sum_{n=0}^{\infty} a_{n}$ converges.
(ii) The series $\sum_{n=0}^{N} a_{n} \cos n x$ converges uniformly as $N \rightarrow \infty$.
(iii) The function $\sum_{n=0}^{\infty} a_{n} \cos n x$ is bounded.

Observe Theorem 1.6 is trivial if $a_{n} \geq 0$.
The paper is organized as follows. In Section 2, we state some of the basic properties of the Bessel functions $j_{\alpha}$ that we use later. We also prove upper and lower estimates for $j_{\alpha}(t)$, valid for small $t$. In Section 3, we prepare the machinery needed to prove Theorem 1.4. In particular, Theorem 1.2 and its analogue for $G M S$ are proved, as well as Corollary 1.3. Finally, in Section 4 we prove Theorems 1.4 and 1.6, and describe which implications do and do not hold in the general case.

## 2 Bessel functions

We first present some known properties of the Bessel functions (which can be found in [9,
Ch. VII]), as well as an auxiliary lemma that will be useful later. Throughout this section
we let $x \in \mathbb{R}_{+}$. For $\alpha \geq-1 / 2$, the normalized Bessel function of order $\alpha$ is defined as the power series

$$
\begin{equation*}
j_{\alpha}(x)=\Gamma(\alpha+1) \sum_{n=0}^{\infty} \frac{(-1)^{n}(x / 2)^{2 n}}{n!\Gamma(n+\alpha+1)}, \tag{2.1}
\end{equation*}
$$

where $\Gamma$ denotes the Euler gamma function. Such series converges uniformly and absolutely on any bounded interval. We recall that $j_{-1 / 2}(x)=\cos x$.

The following property concerning the derivatives of $j_{\alpha}$ is satisfied:

$$
\begin{equation*}
\frac{d}{d x}\left(x^{2 \alpha+2} j_{\alpha+1}(x)\right)=(2 \alpha+2) x^{2 \alpha+1} j_{\alpha}(x) \tag{2.2}
\end{equation*}
$$

For any $\alpha \geq-1 / 2$ and any $x \geq 0$, one has

$$
\left|j_{\alpha}(x)\right| \leq j_{\alpha}(0)=1
$$

Finally, we have the following estimate for $x \geq 1$ :

$$
\begin{equation*}
\left|j_{\alpha}(x)\right| \leq S_{\alpha} x^{-\alpha-1 / 2} \tag{2.3}
\end{equation*}
$$

Remark 2.1. We refer the reader to [15], where sharp upper bounds for $S_{\alpha}$ are obtained. It is known that for $\alpha>1 / 2, S_{\alpha}$ is strictly increasing to infinity as a function of $\alpha$ and the supremum is attained at the first maximum of the function $x^{\alpha} j_{\alpha}(x)$ (see [12]). Also, it is shown in [15] that

$$
\lim _{\alpha \rightarrow \infty} \frac{S_{\alpha}}{\alpha^{1 / 6} 2^{\alpha} \Gamma(\alpha+1)}=0.6748 \ldots
$$

We now prove upper and lower estimates for the Bessel function near the origin, based on its expansion as power series.

Lemma 2.2. Let $\alpha \geq-1 / 2$. For every $x \leq 2 \sqrt{\alpha+1}$ and every $m \in \mathbb{N} \cup\{0\}$ there holds

$$
\Gamma(\alpha+1) \sum_{n=0}^{2 m+1} \frac{(-1)^{n}(x / 2)^{2 n}}{n!\Gamma(n+\alpha+1)} \leq j_{\alpha}(x) \leq \Gamma(\alpha+1) \sum_{n=0}^{2 m} \frac{(-1)^{n}(x / 2)^{2 n}}{n!\Gamma(n+\alpha+1)} .
$$

Proof. The proof relies on the fact that for every alternating series $\sum_{n=0}^{\infty}(-1)^{n} a_{n}$ with terms $a_{n}$ decreasing to zero, the estimate

$$
\sum_{n=0}^{2 m+1}(-1)^{n} a_{n} \leq \sum_{n=0}^{\infty}(-1)^{n} a_{n} \leq \sum_{n=0}^{2 m}(-1)^{n} a_{n}
$$

holds for every $m \in \mathbb{N} \cup\{0\}$. Thus, the result follows if we just prove that for any fixed $x \leq 2 \sqrt{\alpha+1}$, the terms of the series (2.1) are decreasing to zero (in absolute value). That is equivalent to say

$$
\frac{(x / 2)^{2 n}}{n!\Gamma(n+\alpha+1)}-\frac{(x / 2)^{2 n+2}}{(n+1)!\Gamma(n+\alpha+2)} \geq 0
$$

Routine simplifications show that the above inequality is equivalent to

$$
x \leq 2 \sqrt{(n+1)(n+\alpha+1)}
$$

and the latter holds for every $n \in \mathbb{N} \cup\{0\}$ if and only if it holds for $n=0$, i.e., if and only if $x \leq 2 \sqrt{\alpha+1}$.

## 3 Abel-Olivier test for $G M$ functions and sequences

In order to prove Theorem 1.2 we adapt two lemmas obtained by Dyachenko and Tikhonov in [8] to the framework of $G M$ functions. Let us define, for any function $f$ and any $n \in \mathbb{N}$,

$$
\begin{aligned}
A_{n} & :=\sup _{2^{n} \leq t \leq 2^{n+1}}|f(t)|, \\
B_{n} & :=\sup _{2^{n-2 \nu} \leq t \leq 2^{n+2 \nu}}|f(t)| .
\end{aligned}
$$

For $n \in \mathbb{N} \cup\{0\}$, we say that $n$ is a good number if either $n=0$ or $B_{n} \leq 2^{4 \nu} A_{n}$. The rest of natural numbers consists of bad numbers. Recall the parameter $\nu$ comes from the $G M$ condition.

To illustrate such definitions we give a couple of examples. On the one hand, if $f(t)=$ $1 / t^{2}$ for $t \geq 1$, since

$$
A_{n}=\frac{1}{2^{2 n}}, \quad B_{n}=\frac{1}{2^{2 n-4 \nu}}
$$

then $B_{n}=2^{4 \nu} A_{n}$, and all natural numbers $n$ (associated to $f$ ) are good. On the other hand, if $f(t)=1 / t^{3}$ for $t \geq 1$, since

$$
A_{n}=\frac{1}{2^{3 n}}, \quad B_{n}=\frac{1}{2^{3 n-6 \nu}}
$$

then $B_{n}=2^{6 \nu} A_{n} \not \leq 2^{4 \nu} A_{n}$, thus all natural numbers $n$ are bad. More generally, if $f$ decreases rapidly enough (faster than $1 / t^{2}$, as for instance $1 / t^{3}$ or $e^{-t}$ ), then all numbers $n \neq 0$ associated to $f$ are bad.

Lemma 3.1. Let $f$ be a GM function. For any good number $n>0$, there holds

$$
\begin{equation*}
\left|E_{n}\right|:=\left|\left\{x \in\left[2^{n-\nu}, 2^{n+\nu}\right]:|f(x)|>\frac{A_{n}}{8 C 2^{2 \nu}}\right\}\right| \geq \frac{2^{n}}{8 C 2^{5 \nu}} \tag{3.1}
\end{equation*}
$$

where $|E|$ denotes the Lebesgue measure of $E$ and $C$ is the constant from the $G M$ condition.
Proof. The proof just consists on rewriting that of [8, Lemma 2.1] (dealing with sequences) in the context of functions. Assume (3.1) does not hold for $n>0$. Let us define $D_{n}:=$ $\left[2^{n-\nu}, 2^{n+\nu}\right] \backslash E_{n}$. Then, since $n$ is good,

$$
\begin{aligned}
\int_{2^{n-\nu}}^{2^{n+\nu}} \frac{|f(x)|}{x} d x & =\int_{D_{n}} \frac{|f(x)|}{x} d x+\int_{E_{n}} \frac{|f(x)|}{x} d x \\
& \leq \frac{2^{n+\nu} A_{n}}{8 C 2^{2 \nu} 2^{n-\nu}}+\frac{2^{n} B_{n}}{8 C 2^{5 \nu} 2^{n-\nu}}=\frac{B_{n}}{8 C 2^{4 \nu}}+\frac{A_{n}}{8 C} \leq \frac{A_{n}}{4 C}
\end{aligned}
$$

The $G M$ condition implies that for any $x \in\left[2^{n}, 2^{n+1}\right]$,

$$
|f(x)| \geq A_{n}-\int_{2^{n}}^{2^{n+1}}|d f(t)| \geq A_{n}-C \int_{2^{n-\nu}}^{2^{n+\nu}} \frac{|f(t)|}{t} d t \geq A_{n}-\frac{A_{n}}{4}>\frac{A_{n}}{2}
$$

which contradicts our assumption.
Before stating the next lemma, let us introduce the following notation:

$$
E_{n}^{+}:=\left\{x \in E_{n}: f(x)>0\right\}, \quad E_{n}^{-}:=\left\{x \in E_{n}: f(x) \leq 0\right\} .
$$

Lemma 3.2. Let $f \in G M$ be real-valued. For any good number $n>0$ there is an interval $\left(\ell_{n}, m_{n}\right) \subset\left[2^{n-\nu}, 2^{n+\nu}\right]$ such that at least one of the following holds:

1. for any $x \in\left(\ell_{n}, m_{n}\right)$, there holds $f(x) \geq 0$ and

$$
\left|E_{n}^{+} \cap\left(\ell_{n}, m_{n}\right)\right| \geq \frac{2^{n}}{256 C^{3} 2^{15 \nu}}
$$

2. for any $x \in\left(\ell_{n}, m_{n}\right)$, there holds $f(x) \leq 0$ and

$$
\left|E_{n}^{-} \cap\left(\ell_{n}, m_{n}\right)\right| \geq \frac{2^{n}}{256 C^{3} 2^{15 \nu}},
$$

where $C$ is the constant from the $G M$ condition.
Proof. First of all, note that by Lemma 3.1 one has that either $\left|E_{n}^{+}\right| \geq \frac{2^{n}}{16 C 2^{5 \nu}}$ or $\left|E_{n}^{-}\right| \geq$ $\frac{2^{n}}{16 C 2^{5 \nu}}$. We assume the former, and prove that item 1 . holds.

Let us construct a system of disjoint intervals $\left\{I_{j}=\left[s_{j}, t_{j}\right]\right\}_{j=1}^{p_{n}}$ in $\left[2^{n-\nu}, 2^{n+\nu}+\frac{2^{n}}{256 C^{3} 2^{15 \nu}}\right]$, as follows: Let $s_{1}=\inf E_{n}^{+}$, and

$$
\tau_{1}=\inf \left\{x \in\left[s_{1}, 2^{n+\nu}\right]: f(x) \leq 0\right\}
$$

If such $\tau_{1}$ does not exist, then we simply let $t_{1}=2^{n+\nu}$ and finish the process. Contrarily, we define

$$
t_{1}=\tau_{1}+\frac{2^{n}}{256 C^{3} 2^{15 \nu}}
$$

Once we have the first interval $I_{1}=\left[s_{1}, t_{1}\right]$, if $\left|E_{n}^{+} \backslash I_{1}\right|>0$, we let $s_{2}=\inf E_{n}^{+} \backslash I_{1}$, and define $\tau_{2}$ similarly as above, thus obtaining a new interval $I_{2}=\left[s_{2}, t_{2}\right]$. We continue this process until our collection of intervals is such that

$$
\left|E_{n}^{+} \backslash\left(I_{1} \cup I_{2} \cup \cdots \cup I_{p_{n}}\right)\right|=0
$$

By construction, for any $1 \leq j \leq p_{n}-1$, we can find $y_{j} \in\left[s_{j}, \tau_{j}\right]$ such that $y_{j} \in E_{n}^{+}$, and $z_{j} \in\left[\tau_{j}, t_{j}\right]$ such that $f\left(z_{j}\right) \leq 0$. Thus,

$$
\int_{I_{j}}|d f(t)|=\int_{s_{j}}^{t_{j}}|d f(t)| \geq f\left(y_{j}\right)-f\left(z_{j}\right) \geq f\left(y_{j}\right)>\frac{A_{n}}{8 C 2^{2 \nu}}
$$

Hence,

$$
\int_{2^{n-\nu}}^{2^{n+\nu}}|d f(t)| \geq \sum_{j=1}^{p_{n}-1} \int_{I_{j}}|d f(t)| \geq\left(p_{n}-1\right) \frac{A_{n}}{8 C 2^{2 \nu}}
$$

On the other hand, the GM property and the fact that $n$ is good imply that

$$
\begin{aligned}
\int_{2^{n-\nu}}^{2^{n+\nu}}|d f(t)| & \leq C 2 \nu \int_{2^{n-2 \nu}}^{2^{n+2 \nu}} \frac{|f(x)|}{x} d x \leq C 2 \nu B_{n} \int_{2^{n-2 \nu}}^{2^{n+2 \nu}} \frac{1}{x} d x \\
& =C 2 \nu B_{n} \log 2^{4 \nu} \leq C 2^{4 \nu} 8 \nu^{2} A_{n} \log 2 \leq C 2^{7 \nu} A_{n}
\end{aligned}
$$

We can deduce from the above estimates that

$$
p_{n} \leq 8 C^{2} 2^{9 \nu}+1 \leq 8 C^{2} 2^{10 \nu}
$$

By the pigeonhole principle (or Dirichlet's box principle), there is an integer $j$ such that

$$
\left|E_{n}^{+} \cap I_{j}\right| \geq \frac{2^{n}}{128 C^{3} 2^{15 \nu}}
$$

Given this $j$, we set $\left(\ell_{n}, m_{n}\right)=\left(s_{j}, t_{j}-\frac{2^{n}}{256 C^{3} 2^{15 \nu}}\right)=\left(s_{j}, \tau_{j}\right) \subset\left[2^{n-\nu}, 2^{n+\nu}\right]$, and we are done.

We are in a position to prove Theorem 1.2.
Proof of Theorem 1.2. Recall that the convergence of (1.3) is equivalent to

$$
\left|\int_{M}^{N} f(t) d t\right| \rightarrow 0 \quad \text { as } N>M \rightarrow \infty
$$

We distinguish two cases, namely if there are finitely or infinitely many good numbers. Assume first there are infinitely many.

For any good number $n>0$, it follows from Lemma 3.2 that

$$
2^{n} A_{n} \frac{1}{2048 C^{4} 2^{17 \nu}}<\left|\int_{\ell_{n}}^{m_{n}} f(t) d t\right|
$$

and moreover $f(x) \geq 0($ or $f(x) \leq 0)$ for all $x \in\left(\ell_{n}, m_{n}\right) \subset\left[2^{n-\nu}, 2^{n+\nu}\right]$. Since the integrals $\int_{\ell_{n}}^{m_{n}} f(t) d t$ vanish as $n \rightarrow \infty$ (by the convergence of (1.3)) we deduce that

$$
\begin{equation*}
2^{n} A_{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty, n \text { good. } \tag{3.2}
\end{equation*}
$$

We now prove that $2^{n} A_{n}$ also vanishes as $n \rightarrow \infty$ whenever $n$ is bad. If $n$ is a bad number, then $A_{n}<2^{-4 \nu} B_{n}$, and $B_{n}=A_{s_{1}}$, with $\left|n-s_{1}\right| \leq 2 \nu$. Let us first suppose that $s_{1}<n$ and find the largest good number $m$ which is smaller than $n$. If there is any good number in the set $\left\{s_{1}, s_{1}+1, \ldots, n-1\right\}$, we just choose $m$ to be the largest good number from such a set and conclude the procedure. On the contrary, $s_{1}$ is a bad number. Then there exists $s_{2}$ satisfying $\left|s_{1}-s_{2}\right| \leq 2 \nu$ such that $A_{s_{1}}<2^{-4 \nu} B_{s_{1}}=2^{-4 \nu} A_{s_{2}}$. Also, note that $s_{2}<s_{1}$; the opposite is not possible, as it would imply $A_{s_{1}}<B_{n}$, which is a contradiction. Similarly as before, if there is any good number in $\left\{s_{2}, s_{2}+1, \ldots, s_{1}-1\right\}$, we choose $m$ to be the largest good number from such a set and we are done.

Repeating this process, we arrive at a finite sequence $n=s_{0}>s_{1}>\cdots>s_{j-1}>s_{j}, j \geq$ 1 , where all the numbers in the set $\left\{s_{j-1}, s_{j-1}+1, \ldots, s_{0}\right\}$ are bad, and there exists a good number $m$ satisfying $s_{j} \leq m<s_{j-1}$ (fix it to be the largest from $\left\{s_{j}, s_{j}+1, \ldots, s_{j-1}-1\right\}$ ). Note that $A_{s_{k}}<2^{-4 \nu} A_{s_{k+1}}$ and $\left|s_{k}-s_{k+1}\right| \leq 2 \nu$ for any $0 \leq k \leq j-1$, thus $n \leq s_{j}+2 j \nu$. Also, the number $m$ obtained by this procedure tends to infinity whenever $n \rightarrow \infty$, since there are infinitely many good numbers. Then, since $m$ is good,

$$
2^{n} A_{n}<2^{n-4 \nu} A_{s_{1}}<\cdots<2^{n-4 j \nu} A_{s_{j}} \leq 2^{s_{j}-2 j \nu} A_{s_{j}} \leq 2^{m-2 j \nu} A_{m} \leq 2^{2 \nu} 2^{m} A_{m} \rightarrow 0
$$

as $n \rightarrow \infty$, by (3.2).
Suppose now that $n<s_{1}$. Then either there is a good number $m$ such that $n<m \leq s_{1}$, or $s_{1}$ is bad, in which case we can find $s_{2}<s_{1}$ such that $\left|s_{2}-s_{1}\right| \leq 2 \nu$ and $A_{s_{1}}<2^{-4 \nu} A_{s_{2}}$
(note that the case $s_{2}<s_{1}$ is not possible, since it leads to a contradiction as above). Similarly as before, we iterate the procedure until we find a set $\left\{s_{j-1}, s_{j-1}+1, \ldots, s_{j}\right\}$ that contains at least one good number. Since there are infinitely many good numbers, we arrive at a finite sequence $n=s_{0}<s_{1}<\cdots<s_{j-1}<s_{j}$, where the numbers in the set $\left\{s_{0}, s_{0}+1, \ldots s_{j-1}\right\}$ are bad, and there is a good number $m$ such that $s_{j-1}<m \leq s_{j}$. Fix $m$ to be any good number from $\left\{s_{j-1}+1, s_{j-1}+2, \ldots, s_{j}\right\}$. Since $n<m$, we have

$$
2^{n} A_{n}<2^{n-4 \nu} A_{s_{1}}<\cdots<2^{n-4 j \nu} A_{s_{j}}<2^{m-4 j \nu} B_{m} \leq 2^{m} A_{m} \rightarrow 0
$$

as $n \rightarrow \infty$, by (3.2).
Assume now there are finitely many good numbers $n$. Assume that $N \in \mathbb{N}$ is such that $m \leq N$ for all good numbers $m$. If $n>N$, then $n$ is a bad number, so that $A_{n}<2^{-4 \nu} B_{n}$, and $B_{n}=A_{s_{1}}$ for some $s_{1}$ satisfying $\left|n-s_{1}\right| \leq 2 \nu$. If $s_{1}<n$, one can find, in a similar way as above, a sequence $n=s_{0}>s_{1}>\cdots>s_{j-1}>s_{j}$, where $s_{0}, s_{1}, \ldots, s_{j-1}$ are bad and $s_{j}$ is good, and moreover $n \leq s_{j}+2 j \nu$. Since $s_{j} \leq N$,

$$
\begin{equation*}
j \geq \frac{n-s_{j}}{2 \nu} \geq \frac{n-N}{2 \nu} \tag{3.3}
\end{equation*}
$$

and we deduce

$$
2^{n} A_{n}<2^{n-4 \nu} A_{s_{1}}<\cdots<2^{n-4 j \nu} A_{s_{j}} \leq 2^{s_{j}-2 j \nu} A_{s_{j}} \leq 2^{N-2 j \nu} \max _{0 \leq k \leq N} A_{k}
$$

The latter vanishes as $n \rightarrow \infty$, since in such a case $j \rightarrow \infty$, by (3.3).
Finally, we are left to investigate the case $s_{1}>n$. We actually show that this case is not possible. Let $n$ be such that $A_{n}>0$ (if this $n$ does not exist, our assertion follows trivially). If $s_{1}>n$, then there is an infinite sequence of bad numbers $n=s_{0}<s_{1}<s_{2}<\cdots$ such that $A_{s_{j}}<2^{-4 \nu} B_{s_{j}}=2^{-4 \nu} A_{s_{j+1}}$ for every $j \geq 0$. Hence,

$$
\frac{A_{s_{j+1}}}{A_{s_{j}}}>2^{4 \nu} \quad \text { for all } j \geq 0
$$

i.e., the sequence $A_{s_{k}}$ does not vanish as $k \rightarrow \infty$. This contradicts the hypothesis of $f$ vanishing at infinity, showing the case $s_{1}>n$ is not possible and thus completing the proof.

A version of Theorem 1.2 for $G M S$ can be derived easily:
Corollary 3.3. Let $\left\{a_{n}\right\} \in G M S$ be real-valued. If the series $\sum_{n=0}^{\infty} a_{n}$ converges, then

$$
n a_{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Proof. Let

$$
f(x)=a_{n}, \quad x \in(n, n+1], n \in \mathbb{N} \cup\{0\}
$$

It is clear that $f \in G M$ if and only if $\left\{a_{n}\right\} \in G M S$. Moreover, the convergence of (1.6) is equivalent to the convergence of (1.3). Applying Theorem 1.2, we derive that $x f(x) \rightarrow 0$ as $x \rightarrow \infty$, or in other words, $n\left|a_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$.

Proof of Corollary 1.3. First we note that if $f \in G M$, then $t^{\nu} f(t) \in G M$ for every $\nu \in \mathbb{R}$. Integration by parts along with the condition $t^{\nu} f(t) \rightarrow 0$ as $t \rightarrow 0$ implies that for any $N \in \mathbb{R}_{+}$,

$$
\int_{0}^{N} t^{\nu-1} f(t) d t=\frac{1}{\nu} N^{\nu} f(N)-\frac{1}{\nu} \int_{0}^{N} t^{\nu} d f(t)
$$

Letting $N \rightarrow \infty$ yields the desired result, where we apply Theorem 1.2 to prove the "only if" part.

An analogous result to Corollary 1.3 holds for $G M S$. This can be easily proved by combining Corollary 3.3 and Abel's summation formula.

Remark 3.4. A multidimensional version of Corollary 1.3 for the so-called weak monotone sequences (which are not comparable to $G M S$ ) is proved in [5].

## 4 Proofs

Let us now prove Theorems 1.4 and 1.6. We also show that in the general case, the assertions of Corollary 1.5 and Theorem 1.6 are not true, or in other words, these results are sharp with respect to the general monotonicity condition. However, some of the implications of Corollary 1.5 and Theorem 1.6 remain true even in the general case, as we will see.

We remark that the main contribution of this paper is the proof that (i) implies (ii) in both theorems, since the rest was already known or is rather trivial. In fact, that (i) implies (ii) in Theorem 1.4 was known to be true under the assumption

$$
\begin{equation*}
t^{2 \alpha+2} f(t) \rightarrow 0 \quad \text { as } t \rightarrow \infty \tag{4.1}
\end{equation*}
$$

see [3, 6]. The fact that (i) implies (ii) in Theorem 1.6 under the assumption

$$
\begin{equation*}
n a_{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{4.2}
\end{equation*}
$$

is included in the statement of Theorem A. Theorem 1.2 and Corollary 3.3 allow us to show that (4.1) and (4.2) are redundant if $\int_{0}^{\infty} t^{2 \alpha+1} f(t) d t$ and $\sum_{n=0}^{\infty} a_{n}$ converge, respectively, with $f \in G M$ and $\left\{a_{n}\right\} \in G M S$.

We emphasize that we deal with real-valued $G M$ functions and $G M S$, since in the non-negative case, the problems discussed are trivial.

Before proving Theorem 1.4, we need to show that $M_{2 \alpha+2}(f)$ is finite given the hypotheses of Theorem 1.4. To prove this, we use the following known estimate for $G M$ functions (see [13]):

Lemma 4.1. Let $f \in G M$. The estimate

$$
|f(t)| \lesssim \int_{t / \lambda}^{\lambda t} \frac{|f(s)|}{s} d s
$$

holds for every $t>0$.
Lemma 4.2. Let $f \in G M$ be real-valued and $\alpha \in \mathbb{R}$. If $t^{2 \alpha+1} f(t) \in L^{1}(0,1)$ and $\int_{0}^{\infty} t^{2 \alpha+1} f(t) d t$ converges, then $M_{2 \alpha+2}(f)=\sup _{t \in \mathbb{R}_{+}} t^{2 \alpha+2}|f(t)|<\infty$.

Proof. On the one hand, the fact that $t^{2 \alpha+2} f(t) \rightarrow 0$ as $t \rightarrow 0$ follows from $t^{2 \alpha+1} f(t) \in$ $L^{1}(0,1)$ and the estimate given in Lemma 4.1. On the other hand, $t^{2 \alpha+2} f(t) \rightarrow 0$ as $t \rightarrow \infty$ follows from the convergence of $\int_{0}^{\infty} t^{2 \alpha+1} f(t) d t$ and Theorem 1.2 (recall that $t^{2 \alpha+1} f(t) \in$ $G M$ provided that $f \in G M)$. Finally, since $f$ is locally of bounded variation, $t^{2 \alpha+2}|f(t)|$ is bounded on any compact set, which yields the desired result.

Proof of Theorem 1.4. It was proved in [3] that (i) and (ii) are equivalent provided that Theorem 1.2 is true.

We now prove that (i) and (iii) are equivalent. That (iii) implies (i) is clear even in the general case, since if $H_{\alpha} f(u)$ is bounded, then $H_{\alpha} f(0)=\int_{0}^{\infty} t^{2 \alpha+1} f(t) d t$ converges. So we are left to prove that if $f \in G M$, then (i) implies (iii). It suffices to prove estimate (1.4), and the claim follows by letting $N \rightarrow \infty$.

Let $u>0$ (the case $u=0$ is trivial, since $j_{\alpha}(0)=1$ ). First of all, we write

$$
\left|\int_{0}^{N} t^{2 \alpha+1} f(t) j_{\alpha}(u t) d t\right| \leq\left|\int_{0}^{N} t^{2 \alpha+1} f(t) d t\right|+\left|\int_{0}^{N} t^{2 \alpha+1} f(t)\left(1-j_{\alpha}(u t)\right) d t\right|
$$

Applying integration by parts to the second integral on the right hand side of the latter together with (2.2) and the fact that $\left|j_{\alpha}(t)\right| \leq 1$ for all $t \geq 0$, we get

$$
\begin{aligned}
\left|\int_{0}^{N} t^{2 \alpha+1} f(t)\left(1-j_{\alpha}(u t)\right) d t\right| & \left.\leq\left|\frac{t^{2 \alpha+2}}{2 \alpha+2}\left(1-j_{\alpha+1}(u t)\right) f(t)\right|_{t=0}^{N} \right\rvert\, \\
& +\left|\int_{0}^{N} \frac{t^{2 \alpha+2}}{2 \alpha+2}\left(1-j_{\alpha+1}(u t)\right) d f(t)\right| \\
\leq & \frac{1}{\alpha+1} N^{2 \alpha+2}|f(N)| \\
& +\left|\int_{0}^{N} \frac{t^{2 \alpha+2}}{2 \alpha+2}\left(1-j_{\alpha+1}(u t)\right) d f(t)\right|
\end{aligned}
$$

where in the last inequality we have used that $t^{2 \alpha+2} f(t) \rightarrow 0$ as $t \rightarrow 0$, which follows from $t^{2 \alpha+1} f(t) \in L^{1}(0,1), f \in G M$, and Lemma 4.1.

Assume now that $u \leq 1 / N$. By Lemma 2.2, we have $j_{\alpha+1}(u t) \geq 1-(u t)^{2} /(4(\alpha+2))$ for $t \leq N$, and therefore

$$
\left|\int_{0}^{N} \frac{t^{2 \alpha+2}}{2 \alpha+2}\left(1-j_{\alpha+1}(u t)\right) d f(t)\right| \leq \frac{1}{B_{\alpha} N^{2}} \int_{0}^{N} t^{2 \alpha+4}|d f(t)|
$$

where $B_{\alpha}=4(\alpha+2)(2 \alpha+2)$.
Let $n_{0}=\min \left\{k \in \mathbb{Z}: 2^{k} \geq N\right\}$. Using the $G M$ condition, we have

$$
\begin{align*}
\frac{1}{B_{\alpha} N^{2}} \int_{0}^{N} t^{2 \alpha+4}|d f(t)| & \leq \frac{2^{2\left(1-n_{0}\right)}}{B_{\alpha}} \sum_{k=-\infty}^{n_{0}} 2^{(2 \alpha+4) k} \int_{2^{k-1}}^{2^{k}}|d f(t)| \\
& \leq \frac{C 2^{2\left(1-n_{0}\right)}}{B_{\alpha}} \sum_{k=-\infty}^{n_{0}} 2^{(2 \alpha+4) k} \int_{2^{k-1} / \lambda}^{\lambda 2^{k-1}} \frac{|f(t)|}{t} d t \\
& \leq \frac{C 2^{2\left(1-n_{0}\right)}(2 \lambda)^{(2 \alpha+4)}}{B_{\alpha}} \sum_{k=-\infty}^{n_{0}} \int_{2^{k-1} / \lambda}^{\lambda 2^{k-1}} t^{2 \alpha+3}|f(t)| d t \\
& \leq \frac{C 2^{2\left(1-n_{0}\right)}(2 \lambda)^{(2 \alpha+5)}}{2 B_{\alpha}} M_{2 \alpha+2}(f) \int_{0}^{\lambda 2^{n_{0}-1}} t d t \\
& =\frac{C(2 \lambda)^{(2 \alpha+7)}}{16 B_{\alpha}} M_{2 \alpha+2}(f) . \tag{4.3}
\end{align*}
$$

Assume now $u>1 / N$. Then

$$
\left|\int_{0}^{N} \frac{t^{2 \alpha+2}}{2 \alpha+2}\left(1-j_{\alpha+1}(u t)\right) d f(t)\right|=\left|\left(\int_{0}^{1 / u}+\int_{1 / u}^{N}\right) \frac{t^{2 \alpha+2}}{2 \alpha+2}\left(1-j_{\alpha+1}(u t)\right) d f(t)\right| .
$$

On the one hand, using the estimate (4.3) we get

$$
\left|\int_{0}^{1 / u} \frac{t^{2 \alpha+2}}{2 \alpha+2}\left(1-j_{\alpha+1}(u t)\right) d f(t)\right| \leq \frac{C(2 \lambda)^{(2 \alpha+7)}}{16 B_{\alpha}} M_{2 \alpha+2}(f)
$$

On the other hand,

$$
\begin{aligned}
\left|\int_{1 / u}^{N} \frac{t^{2 \alpha+2}}{2 \alpha+2}\left(1-j_{\alpha+1}(u t)\right) d f(t)\right| \leq & \left|\int_{1 / u}^{N} \frac{t^{2 \alpha+2}}{2 \alpha+2} d f(t)\right| \\
& +\int_{1 / u}^{N}\left|\frac{t^{2 \alpha+2}}{2 \alpha+2} j_{\alpha+1}(u t) d f(t)\right|
\end{aligned}
$$

The first integral on the right hand side of the latter is less than or equal to

$$
\sup _{0 \leq a<b \leq \infty}\left|\int_{a}^{b} \frac{t^{2 \alpha+2}}{2 \alpha+2} d f(t)\right|
$$

which is finite due to the convergence of $\int_{0}^{\infty} t^{2 \alpha+2} d f(t)$, by Corollary 1.3. Finally, let $n_{1}=\max \left\{k \in \mathbb{Z}: 2^{k} \leq 1 / u\right\}$. Using the $G M$ condition and estimate (2.3), we derive

$$
\begin{aligned}
\left|\int_{1 / u}^{N} \frac{t^{2 \alpha+2}}{2 \alpha+2} j_{\alpha+1}(u t) d f(t)\right| & \leq \frac{S_{\alpha+1}}{u^{\alpha+3 / 2}} \int_{1 / u}^{\infty} \frac{t^{\alpha+1 / 2}}{2 \alpha+2}|d f(t)| \\
& \leq \frac{2^{\left(n_{1}+1\right)(\alpha+3 / 2)} S_{\alpha+1}}{2 \alpha+2} \sum_{k=n_{1}}^{\infty} 2^{(k+1)(\alpha+1 / 2)} \int_{2^{k}}^{2^{k+1}}|d f(t)| \\
& \leq \frac{C 2^{\left(n_{1}+1\right)(\alpha+3 / 2)} S_{\alpha+1}}{2 \alpha+2} \sum_{k=n_{1}}^{\infty} 2^{(k+1)(\alpha+1 / 2)} \int_{2^{k} / \lambda}^{\lambda 2^{k}} \frac{|f(t)|}{t} d t .
\end{aligned}
$$

Since

$$
\begin{aligned}
\sum_{k=n_{1}}^{\infty} 2^{(k+1)(\alpha+1 / 2)} \int_{2^{k} / \lambda}^{\lambda 2^{k}} \frac{|f(t)|}{t} d t & \leq \lambda(2 \lambda)^{\alpha+1 / 2} \int_{2^{n_{1} / \lambda}}^{\infty} t^{\alpha-1 / 2}|f(t)| d t \\
& \leq \lambda(2 \lambda)^{\alpha+1 / 2} M_{2 \alpha+2}(f) \int_{2^{n_{1} / \lambda}}^{\infty} t^{-\alpha-5 / 2} d t \\
& =\frac{2^{\alpha+1 / 2} \lambda^{2 \alpha+3}}{\alpha+3 / 2} 2^{-n_{1}(\alpha+3 / 2)} M_{2 \alpha+2}(f)
\end{aligned}
$$

we conclude that

$$
\left|\int_{1 / u}^{N} \frac{t^{2 \alpha+2}}{2 \alpha+2} j_{\alpha+1}(u t) d f(t)\right| \leq \frac{C \lambda(2 \lambda)^{2 \alpha+2} S_{\alpha}}{(\alpha+3 / 2)(2 \alpha+2)} M_{2 \alpha+2}(f)
$$

Collecting the above estimates, we arrive at (1.4).

Remark 4.3. Although the proof of Theorem 1.4 can be done in a much simpler way if we disregard the estimate (1.4) (as in Theorem 1.6), we prefer to include it to show its dependence on the parameter $\alpha$.

In order to prove Theorem 1.6, we need the following observation.
Remark 4.4. In the proof of Theorem A, the hypothesis $n\left|a_{n}\right| \rightarrow 0$ is only used to prove the "if" part, whilst the "only if" part only requires the convergence of (1.6).

Proof of Theorem 1.6. The convergence of (1.6) implies $n\left|a_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$, by Corollary 3.3. Therefore, according to Remark 4.4, the equivalence of (i) and (ii) follows by applying Theorem A, since we have shown the hypothesis $n\left|a_{n}\right| \rightarrow 0$ is redundant in order to prove the "if" part. Also, as we observed in the Introduction, the uniform convergence of the partial sums $\sum_{n=0}^{N} a_{n} \cos n x$ implies the boundedness of the limit function $\sum_{n=0}^{\infty} a_{n} \cos n x$, i.e., (ii) implies (iii). Finally, (iii) trivially implies (i) by choosing $x=0$.

Sharpness. To conclude, let us discuss what implications of Corollary 1.5 and Theorem 1.6 hold in the general case and which ones do not. We start with the cosine transform. For a given $f \in L^{1}(0,1)$, since $\widehat{f}_{\cos }(0)=\int_{0}^{\infty} f(t) d t$, the convergence of the integral (1.3) is necessary for the (pointwise, and therefore also uniform) convergence and boundedness of $\widehat{f}_{\text {cos }}$, but not sufficient. Indeed, consider the integral (cf. [10, pp. 7-8])

$$
\widehat{f}_{\cos }(u)=\int_{0}^{\infty} t^{-1 / 2} \cos t \cos u t d t=\frac{\sqrt{\pi}}{2 \sqrt{2}}\left(\frac{1}{\sqrt{u+1}}+\frac{1}{\sqrt{u-1}}\right), \quad u>0
$$

It is clear that, for $0<u \leq 1, \widehat{f}_{\text {cos }}(u)$ does not even converge, and moreover it tends to infinity as $u \rightarrow 1^{+}$, although, as is well known, the integral $\int_{0}^{\infty} t^{-1 / 2} \cos t d t$ converges (see Fresnel integrals, [1, pp. 300-301]). We also show that uniform convergence implies the boundedness of the limit function, but not vice-versa. Certainly, if $\widehat{f}_{\text {cos }}$ converges uniformly, for a fixed $\varepsilon>0$ we can find $N \in \mathbb{R}_{+}$such that

$$
\left|\int_{M_{1}}^{M_{2}} f(t) \cos u t d t\right|<\varepsilon, \quad \text { if } N \leq M_{1}<M_{2}
$$

and hence,

$$
\left|\int_{0}^{\infty} f(t) \cos u t d t\right| \leq \int_{0}^{N}|f(t)| d t+\varepsilon<\infty
$$

since $f \in L^{1}(0,1)$ is locally integrable on $(0, \infty)$. To see the contrary is not true, we just take

$$
f(t)= \begin{cases}e^{-t}, & \text { if } 0 \leq t \leq 1 \\ 0, & \text { if } t>1\end{cases}
$$

It can be easily shown, integrating by parts twice, that

$$
g(u):=\widehat{f}_{\cos }(u)=\frac{1-e^{-1} \cos u+e^{-1} u \sin u}{1+u^{2}}
$$

Since $f$ is piecewise smooth and integrable, we have that $\widehat{g}_{\cos }(t)=f(t)$ almost everywhere in $t \in \mathbb{R}_{+}$. In particular, $\widehat{g}_{\text {cos }}$ is bounded and converges to a discontinuous function, thus the convergence cannot be uniform, since the partial integrals $\int_{0}^{N} g(u) \cos u t d u$ are continuous.

In the case of cosine series, the situation is analogous. The convergence of $\sum_{n=0}^{\infty} a_{n}$ is necessary but not sufficient to guarantee the uniform convergence and boundedness of $\sum_{n=0}^{\infty} a_{n} \cos n x$. Indeed, the necessity part is trivial, as for the sufficiency part let us consider $a_{n}=\frac{\cos n}{n}, n \geq 1$. By the well known Dirichlet test for series convergence, it follows that $\sum_{n=1}^{\infty} \frac{\cos ^{n} n}{n}$ converges. However, the cosine series

$$
\sum_{n=1}^{\infty} \frac{\cos n}{n} \cos n x
$$

diverges at $x=1$, thus it is not bounded neither its partial sums converge uniformly. Indeed, to see this we first observe that

$$
\sum_{n=1}^{N} \cos ^{2} n=\sum_{n=1}^{N}\left(\frac{e^{i n}+e^{-i n}}{2}\right)^{2}=\frac{N}{2}+\sum_{n=1}^{N} \frac{e^{2 i n}+e^{-2 i n}}{4}=\frac{N}{2}+\frac{D_{N}(2)-1}{4}
$$

where $D_{N}(x)$ denotes the Dirichlet kernel (see [19])

$$
D_{N}(x)=\sum_{n=-N}^{N} e^{i k x}=\frac{\sin (N+1 / 2) x}{\sin x / 2} .
$$

Applying Abel's transformation, we obtain

$$
\sum_{n=1}^{\infty} \frac{\cos ^{2} n}{n}=\frac{1}{N} \sum_{n=1}^{N} \cos ^{2} n-\sum_{k=1}^{N-1} \frac{1}{k} \sum_{n=1}^{k} \cos ^{2} n
$$

Joining the above equalities, it readily follows that the series $\sum_{n=1}^{\infty} n^{-1} \cos ^{2} n$ diverges.
The fact that the uniform convergence of partial sums of a cosine series imply its boundedness may be proved in the same way as the analogue for cosine integrals we showed above. One may also apply the following argument: since the partial sums are continuous, the limit function $g(x)=\sum a_{n} \cos n x$ is continuous, because continuity is preserved by the uniform convergence. The function $g(x)$ is periodic, thus its boundedness follows, since a periodic continuous function must be bounded. Finally, we prove the boundedness of a cosine series does not imply its partial sums converge uniformly. Indeed, consider the function

$$
g(x)= \begin{cases}1, & \text { if } x \in[\pi / 2,3 \pi / 2] \\ 0, & \text { otherwise }\end{cases}
$$

If we extend $g$ periodically to be defined on $\mathbb{R}$ is not hard to show that the Fourier series of $g$, say $G$, is actually a cosine series, since $g$ is even, and

$$
G(x)=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{2 n-1} \cos ((2 n-1) x)
$$

Since $g(x) \in L^{1}(0,2 \pi)$ and it is piecewise smooth, $G(x)=g(x)$ almost everywhere in $x \in[0,2 \pi)$. Since the continuous partial sums

$$
\sum_{n=1}^{N} \frac{(-1)^{n}}{2 n-1} \cos ((2 n-1) x)
$$

converge almost everywhere to a discontinuous function as $N \rightarrow \infty$, the convergence cannot be uniform.
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