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LA NUEVA HUIDA DEL DERECHO ADMINISTRATIVO
ATRAVES DE LA INTELIGENCIA ARTIFICIAL:
LOS SISTEMAS DE ARMAS AUTONOMOS LETALES

Roser Martinez Quirante*

INTRODUCCION
LA INTELIGENCIA ARTIFICIALY EL DERECHO

El Estado de derecho en la nueva sociedad algoritmica tiene el reto
de garantizar la interrelacién entre el derecho a la seguridad huma-
nay el derecho a la informacién. Para ello debe enfrentarse a una
profunda transformacién, reordenando juridicamente sus estructu-
ras y sus conceptos clasicos, como consecuencia del desarrollo y avan-
ce de la inteligencia artificial en todos los campos de nuestra vida
(Skinner, 2018).

Sabemos que la inteligencia artificial (IA) es una combinacién
de algoritmos creados con el propésito de crear sistemas computa-
cionales que alcancen capacidades humanas (independientes del
humano) a través de un proceso que incluye aprendizaje (adquisicién
de informacion, datos y reglas), razonamiento, autocorreccion y, en
ultimo término, automejora (Tegmark, 2018).

Pero para el derecho hay dos tipos basicos de IA. En primer lugar,
la que utiliza la16gica a través de algoritmos que usan los principios
racionales del pensamiento humano. En segundo lugar, la que se
basa en redes neuronales artificiales que también funcionan con al-
goritmos pero que estdn disefiadas para que el sistema aprenda re-
cursivamente (Deep learning o aprendizaje profundo) y pueda tomar
decisiones que evolucionen en el tiempo.

* Profesora titular de Derecho Administrativo, Universidad Auténoma de
Barcelona. Correo electrénico: <roser.martinez@uab.es>.

[53]
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Actualmente, la mayoria de los proyectos de IA que utiliza la
administracién publica para llevar a cabo sus fines en el orden social
se basan en algoritmos del primer tipo, destinados a resolver pro-
blemas a través del procesamiento de capas y capas de informacién
que son objeto de tratamiento mds veloz y mas eficiente que el que
podria llevar a cabo un ser humano. La Comisién de la UE asi lo
aconseja en su Comunicacién sobre IA de 2018 segtn la cual es
necesario poner “el poder de la IA al servicio del progreso humano”
(COM [2018] 237-final, de 25 de abril de 2018).

Sin embargo, aunque al parecer la IA profunda (la que puede evo-
lucionar con el tiempo y automejorarse recursivamente) no estd imple-
mentada ain de forma extensa, si empezamos a ver dmbitos ptblicos
donde se estd probando su eficacia.

Ciertamente, los poderes publicos utilizan cada dia mds este tipo
de operaciones cibernéticas complejas para tomar decisiones regla-
das y automdticas, equivalentes, en lo sustancial, a la manera en que
los seres humanos procesamos la realidad y la transformamos (Ra-
mi6, 2019).

El derecho debe contemplar este nuevo escenario y asumir las
nuevas implicaciones y consecuencias “del empleo de estas capacida-
des de inteligencia artificial para delegar en ella la toma de decisio-
nes en su integridad a medida que se vayan mostrando mejores, mas
eficientes y capaces que las tomadas por inteligencias humanas tra-
dicionales” (Boix, 2020). Deberemos estar alertas porque se va a
tratar de una nueva “huida”, en este caso no del derecho administra-
tivo, sino de la decisién humana en pro de la aplicacién de un algo-
ritmo o de la utilizacién de redes neuronales artificiales.

El problema surge sobre todo cuando las decisiones que toman
los poderes publicos no son regladas o automiticas, sino que requie-
ren la intervencién de reconocimientos de voz, reconocimientos
faciales, de patrones, etc. y pueden derivar en consecuencias irrever-
sibles. Nos referimos a la posibilidad de que el gobierno, investido
de potestades discrecionales para la defensa nacional, delegue pode-
res exorbitantes como la de acabar con vidas humanas, a sistemas
artificialmente inteligentes “huyendo” de sus competencias inhe-
rentes que son irrenunciables e indelegables. Se trata de la intro-
duccién de nuevos agentes inteligentes a través del uso de los SAAL
(0 LAWS, Lethal Autononomous Weapons Systems, por sus siglas en inglés)
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méquinas de matar que pueden llegar a actuar sin control humano

significativo (Martinez y Rodriguez, 2018).

LA APARICION DE LOS SAAL SIN CONTROL HUMANO SIGNIFICATIVO

La definicién de SAAL no estd internacionalmente acordada ni re-
gulada® pero vendria a ser toda aquella arma que, con 14, selecciona,
ataca y destruye objetivos que cumplen con unos pardmetros predefinidos,
Y que una vez activada la orden no existe posibilidad humana de dete-
nerla.

Los sistemas auténomos letales desarrollados hasta el momento,
en forma de artefacto volador (dron), terrestre (robot) o acudtico, de-
berian depender de la supervisién o del juicio humano previo en al
menos alguna de sus fases criticas (seleccién de objetivos, ataque o
anulacién de la orden de eliminar el objetivo). Los humanos debe-
rian desempeiiar sin lugar a duda un papel crucial en el proceso de
seleccién de objetivos y toma de decisiones cuando se utiliza un ar-
ma, por mucha inteligencia (artificial) que se le atribuya.

Sin embargo, escudindose en un uso militar de defensa nacional,
se investigan y se desarrollan sistemas letales con autonomia total
que podrian llegar a crear un panorama Black Mirror, puesto que
ya no se trata de analizar el uso de armas automdticas o de sistemas
comandados por control remoto, sino que se trata de armas que po-
drin decidir basados en los datos que en cada momento manejen.

Actualmente prevalece una situacién de préictica arregulacion de
estas armas auténomas robotizadas, lo que permite, por inactividad
de los Estados anémicos (Waldman, 2006), una suerte de carrera
competitiva sin ley entre potencias frente a la que los juristas no po-
demos permanecer como meros espectadores esperando un desas-
tre anunciado.

! El Convenio de la ONU sobre ciertas armas convencionales en vigor desde
1983 (CCW) tiene el objetivo de restringir o prohibir diferentes clases de armas
que puedan considerarse excesivamente nocivas o que puedan producir efec-
tos indiscriminados, y a pesar de la oposicién de las grandes potencias arma-
mentisticas, seria el marco regulatorio més adecuado para delimitar los usos
y el alcance de este tipo de tecnologia.
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Este desarrollo tecnolégico en armas inteligentes sin control hu-
mano significativo no s6lo amenaza el equilibrio ya de por si inesta-
ble de la seguridad global, en un contexto en el que el derecho ain
no se ha pronunciado de forma vinculante para la comunidad in-
ternacional, sino que puede amenazar a la misma seguridad interna
de un pais, como veremos mds adelante (Scharre, 2018).

{PORQUE LA UTILIZACION DE LOS SAAL ES TAN ATRACTIVA
PARA LOS PODERES PUBLICOS?

Los SAAL con control humano significativo pueden tener evidentes
ventajas militares puesto que analizan capas de datos con mayor ra-
pidez, y su respuesta es mds precisa e instantdnea (p. ¢j. los sistemas
de defensa Phalanx, Mantis o Iron Drome). Los sistemas letales no
tripulados pueden ampliar el campo de batalla sin arriesgar la vida
de los propios soldados, sin que les afecten los factores fisicos, emo-
cionales o morales y ademds son mds rapidos y econémicos que los
despliegues militares convencionales (p. ¢j. dron Loyal Wingman).
Es decir, la distancia espacial entre el campo de batalla y los co-
mandantes con competencias operacionales reduce costes personales
y materiales y, ademads, la ausencia de sentimientos de venganza,
odio o miedo de una maquina puede ofrecer una ventaja tictica en
el combate.

Sin embargo, se estd demostrando que estos sistemas inteligen-
tes letales son propensos al error porque los entornos en los que
operan son complejos (no siempre se requieren acciones automati-
cas); lo acontecido en Yemen, Irak y Pakistin nos muestra lo trigica
que puede llegar a ser la decisién de un algoritmo en un proceso
automatico si no interviene el juicio de un humano.

En este sentido, deben tenerse en cuenta los mitos de la IA que
describe Rodriguez Alvarez para no atribuir mas ventajas que las
que realmente tiene esta tecnologia (Rodriguez, 2018). Entre las fa-
lacias que el autor destaca estd la de que la IA puede tomar decisio-
nes de forma mds efectiva, mds fiable, mas ecudnime y justa que un
humano. Es totalmente erréneo, porque la IA reproduce por emula-
cién los sesgos cognitivos de sus creadores, es decir tiende a repro-
ducir la falta de imparcialidad que, de forma inconsciente, trasmite
la persona que construye el sistema computacional algoritmico. La
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experta Cathy O’Neil en su obra Armas de destruccion matematica
alert6 en su dia que creer en la infalibilidad de los algoritmos pue-
de llevarnos a resultados dramdticos (O’Neil, 2017). Ademis, se ha
hablado incluso de los riesgos de desarrollar en quienes manejan
estas armas una mentalidad Playstation cuando se trata de proceder
al ataque, que deshumaniza el conflicto y convierte la muerte en algo
banal (Gutiérrez y Cervell, 2013).

Por otro lado, la facilidad para cometer abusos ha llevado a eje-
cuciones selectivas extrajudiciales, sumarias o arbitrarias por parte
de algunos ejércitos de grandes potencias mundiales a través de esta
tecnologia. Y lo hardn mds ain en una sociedad donde los SAAL
sean de uso dominante por parte de nuestros gobiernos a través de
sus politicas militares.

Hasta ahora los sistemas armados ya disponen de hardware y soft-
ware especifico para funcionar. Su automatizacién proviene de algo-
ritmos bien desarrollados que permiten operar de forma mds rapida
que un humano porque procesan la informacién mucho mds rapi-
damente.

Pero el nuevo escenario se dard cuando estas armas, debido a un
avance en la IA, dispongan de redes neuronales complejas y tengan
la capacidad de aprender de los datos que obtienen “en la nube” para
automejorarse. El autoaprendizaje de los sistemas armados compor-
ta que emulen el funcionamiento del cerebro y se alimenta conti-
nuamente con nuevos datos, creando nuevas conexiones.

Por tanto, los SAAL se estdn comenzando a considerar “agentes
racionales” dotados de inteligencia artificial que les permite adap-
tarse a contextos cambiantes, aprender durante el ciclo de su exis-
tencia y realizar tareas con diferentes grados de autonomia (Russel
et al.,2010).

En este caso, a estos “agentes inteligentes” ¢se les puede atribuir
la capacidad de decidir en entornos complejos cuando la potestad es
consustancialmente discrecional?

Para responder a esta pregunta, hemos de ver si hay verdadera-
mente un acto administrativo discrecional de decisién de acabar con
la vida de otro en un conflicto bélico o el control humano significa-
tivo se refiere a un conjunto de decisiones conexas con diferente
naturaleza juridica segin sea un comandante, un politico o un
simple soldado el responsable de ello.
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CONTROL HUMANO SIGNIFICATIVO VERSUS
DECISION AUTONOMA DE ATACAR

El grupo de expertos gubernamentales de la Convencién de Armas
Convencionales (CCW) que nos reunimos desde 2014 en la sede de
Naciones Unidas en Ginebra para aprobar un instrumento vincu-
lante que limite esta tecnologia, no hemos podido encontrar ain
un significado exacto al concepto de “control humano significativo”,
que gira en torno a la accién directa que puede ejercer el operador
sobre el arma en el momento de una ejecucién bélica.

Hemos de tener en cuenta que aparecen dos términos importan-
tes en este complejo dmbito decisorio: el mando y el control.

El mando hace referencia a la autoridad de las Fuerzas Armadas
de dirigir, coordinar, asignacién de tareas y control de las fuerzas mi-
litares. E] mando despliega decisiones estratégicas globales.

Por otro lado, el control se refiere a la autoridad de un oficial so-
bre una parte de las actividades militares y aqui se suelen desplegar
las decisiones operacionales y ticticas. En este nivel, el oficial tiene
el objetivo de transformar los objetivos establecidos por el mando
superior en operaciones concretas. Posteriormente, el nivel ticti-
co concreta el uso especifico de las fuerzas militares.

En todos esos niveles se puede establecer la decisién de desple-
gar un sistema auténomo letal de un modo u otro, e incluso podemos
decir que el control humano significativo deberia exigirse en los tres
niveles: estratégico, operacional y tictico, mediante el factor de co-
municacién bidireccional. Sin embargo, esa misma complejidad a
la hora de establecer cuindo y cémo, estd haciendo dificil el acuerdo
no sélo internacional, sino para una regulacién interna en los dife-
rentes estados.

LA DECISION DE DISPARAR A PARTIR DE UN ALGORITMO:
LA RELACION ENTRE LA ADMINISTRACION CIVILY LA MILITAR

Como hemos visto, en las fases operacionales y ticticas se pueden
producir situaciones complejas en las que el humano no puede actuar
con la rapidez que se requiere. Por ello, a veces se acude a sistemas
armados automatizados, y otras veces a sistemas semiauténomos, au-
ténomos supervisados y completamente auténomos, que gracias a
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algoritmos procesan la informacién a una velocidad imposible para
el hombre. E1 Comité Internacional de la Cruz Roja, en el dltimo
censo realizado en 2018, contabilizé unos 130 sistemas de armamen-
to auténomo en el mundo (Roff, 2016), aunque otros recuentos los
aproximan a 300 (Rodriguez ez al, 2019). Entre éstos se incluirian
sistemas armamentisticos semi-auténomos (puesto que estarian so-
metidos a supervisién humana en algunas fases clave como la selec-
ci6n de objetivos) como podrian ser los misiles Patriot, o drones como
el modelo Reaper, pero muchos de ellos con posibilidades de llegar
a tener autonomia total.

Asi pues, segtin Scharre el rol del militar puede ser mds o menos
importante segin sea:

1) El operador esencial en un sistema armado: la mdquina no
puede operar sin el humano. La deteccién, persecucién y fi-
jacién del objetivo estd automatizada por los algoritmos, pero
el comandante es quien toma la decisién de verificar el objeti-
vo y autoriza el ataque en un tiempo determinado (p. ej. C-RAM
para la proteccién de bases aéreas, o el sistema antiaéreo MAN-
TIS, que detecta drones y misiles).

2) Un fail-safe: el hombre fija las amenazas que deberian ata-
carse y las que deberian ignorarse, supervisa la operacién y
la puede cancelar, pero la maquina actia de forma auténoma
gracias a los algoritmos desde la deteccién e identificacién del
objetivo, hasta el ataque (p. ej. Phalanx, sistema de armamen-
to de proximidad contra misiles antibuque; el 7hophy que de-
tecta misiles y granadas propulsadas o el Arena contra misiles
antiblindaje).

3) Agente moral: el hombre s6lo toma una decisién general de ac-
tivar el sistema y éste decide a través del anilisis de los datos
que va adquiriendo de forma auténoma puesto que no hay co-
municacién entre ellos (p. ¢j. el dron israeli Harpy, con mu-
nicién merodeadora para atacar defensas aéreas, es capaz de
identificar personas y atacarlas o no si las considera comba-
tientes y sus sensores evalian los dafios posteriormente; tam-
bién el robot centinela Samsung SGR-A1l puede detectar
soldados enemigos y les puede disparar sin intervencién hu-
mana) (Scharre, 2018).
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4) Un mero espectador: cuando el sistema armado estd compues-
to por algoritmos y redes neuronales artificiales que lo capa-
citan para ser completamente auténomo para decidir cuindo,
cémo y dénde estd el objetivo que se va a abatir. Un sistema
asi podrd crear o/y modificar sus objetivos, incorporando la ob-
servacién de su entorno y la comunicacién con otros agentes.
Sus capacidades son: autodeterminacién, autocompromiso, co-
municacién auténoma con otros sistemas, automodificacién de
objetivos basada en informacién adquirida de fuentes auté-
nomas, planificacién de objetivos, aprendizaje y adaptacién
constante.

Enlos casos segundo y tercero, si la decisién no es automitica, sino
que existe un componente discrecional y ademas ésta se delega a un
sistema auténomo, pudiendo escoger el sistema entre varias solu-
ciones posibles y vilidas, entonces debemos advertir un problema
para el derecho que no estd preparado para regular las consecuencias
de dichas acciones. Ahora bien, en el supuesto cuarto, el problema
ya no se centra sdlo en el derecho, sino que amenaza la propia super-
vivencia de nuestra sociedad.

Se trata de la posible quiebra de los principios mas basicos de las
potestades publicas, porque se estaria atribuyendo a un ser compu-
tacional artificial, sin humanidad, la potestad de decidir, en un
conflicto, a quién abatir basado en el “interés general”. Se le estaria
atribuyendo una /Zicencia para matar que en caso de conflicto bélico
es exclusiva del poder publico y para la defensa nacional en circuns-
tancias excepcionales.

Asi, ¢se hace necesaria una revisién del derecho de la adminis-
tracion civil o de la militar?

RELACION ENTRE LA ADMINISTRACION CIVILY LA MILITAR
EN LA ATRIBUCION DE POTESTADES EXORBITANTES DISCRECIONALES

Hasta ahora, el uso de SAAL se justifica en la potestad de defensa
nacional que tiene atribuida el Estado. Desde esta perspectiva la ad-
ministracién militar, como rama especifica de la administracién pui-
blica, bebe del derecho constitucional en cuanto a sus principios
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programiticos y del derecho administrativo en cuanto a su organi-
zacion y caracteres entre los cuales estd la “especial discrecionalidad
de sus potestades” (Guaita, 1960).

En este sentido, la administracién civil realiza actos de gestién
de los intereses publicos y la militar, actos de fuerza, de imperio por
“hombres de armas”, concepto cldsico reconocido por la doctrina.
Respecto de estos dltimos hay que analizar su alcance y hasta qué
punto sus decisiones deben quedar en manos humanas.

El especialista en derecho militar, Guaita, destacé en su dia que

[...]la Administracién militar (auxiliar de la civil) [...] debe asegu-
rar y hacer posible que se presten y se satisfagan las necesidades ge-
nerales con las garantias constitucionales [...] Las decisiones mds
graves, que se salen del marco de los simples actos administrativos para
constituir actos politicos, como la declaracién de guerra, la firma de
paz, etc. se confian al Parlamento. [...] Pero cuando hay una crisis ju-
ridico-politica, [...] y se declara en el pais el estado de guerra, todo
lo concerniente al orden publico y a la seguridad interna pasa a ser
(en virtud de un fenémeno de ésmosis juridica) de la competencia
de la administracién militar, a la que queda sometida en esta mate-
ria y por completo la administracién civil (Guaita, 1960).

Entre la doctrina administrativa es unidnime hasta ahora la idea
de que “la defensa nacional requiere una maquinaria humana”, por-
que las complejas y exorbitantes potestades discrecionales que se le
atribuyen requieren de una rendicién de cuentas muy jerarquizada.

En palabras de Guaita

[...] entendemos nosotros, con Lépez Rodé que la potestad discre-
cional no implica, como decia Merkl, la ejecucién de una norma
superior [...] sino un criterio de valoracién, de oportunidad, en suma,
de discrecién, que nadie como la Administracion, perito del interés
publico, puede tener. [...] Esta discrecionalidad, que de hecho es con-
sustancial a la idea misma de Administracién, estd mucho mas acen-
tuada en la militar que en la civil. [...] La Administracién militar
es el reducto irreductible donde la discrecionalidad continda tenien-
do un gran campo de aplicacién (Guaita, 1960).

Los ejércitos son institutos armados, con lo cual, el principio je-
rirquico es un principio orgénico insoslayable para la administracién
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militar. La desobediencia o insubordinacién de un funcionario mi-
litar hacia su superior puede revestir de una gran gravedad, aspectos
que se deben tener en cuenta cuando aparece en escena un nuevo
elemento distorsionador: un sistema armado auténomo que tenga la
posibilidad de decidir cémo actuar, y en el fondo, que pueda llegar
a autodeterminarse (Frischmann y Selinger, 2018).

LA MUERTE A MANOS DE UN DRON AUTONOMO CON IA
NO ES UNA MUERTE DIGNA

En los conflictos armados, derecho a la vida significa derecho a no
ser asesinado de forma arbitraria o caprichosa, inexplicable o inhu-
mana o como dafio colateral, es decir, se protege el derecho a la dig-
nidad humana. Se puede decir que la dignidad humana es un derecho
mids importante que el derecho a la vida, porque éste puede perderse
o soslayarse mds ficilmente: en una sociedad civilizada puede haber
ejecuciones legales, pero éstas deben ser humanas y dignas (Lin ez al.,
2017).

Alemania posee una de las concepciones legales més desarrolla-
das respecto a la dignidad humana: el articulo 1 de su Constitucién
establece que la dignidad humana es inviolable e incluso mas impor-
tante que el derecho a la vida incluido en el articulo 2, que puede
perderse bajo ciertas condiciones. Segtn la Carta Magna alemana, la
dignidad humana es intangible, por lo que respetarla y protegerla es
obligacién de todo poder publico. En 2005, 1a ley de Seguridad del
Transporte Aéreo de ese pais autorizé a sus fuerzas armadas a derri-
bar aviones comerciales sospechosos de haber sido secuestrados por
terroristas. Si un avién fuese con rumbo a colisionar con un edifi-
cio, derribar el avién y sacrificar a los pasajeros se consideraria un
mal menor con respecto a permitir que el vuelo continuara y mata-
ra a miles de personas en tierra. Pero en 2006 el Tribunal Consti-
tucional Federal anul6 esta ley por inconstitucional, ya que trataba
a las personas como objetos; como parte del propio avién y no como
individuos que merecen respeto y consideracién. Tal y como apun-
ta Lin, “la ley también habria tratado a las personas como nimeros
o estadisticas, predeterminando sus muertes por la posibilidad de
salvar un mayor nimero de vidas no identificadas. Y hay algo malo
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—algo irrespetuoso y deshumanizador— en hacer ética solo por ni-
meros” (Lin (2017). Los sistemas auténomos letales no reconocen
a las personas como seres humanos, sino como simples objetos o,
peor atin, como bytes de informacién; y el tribunal alemdn conside-
16 de forma contundente que la sociedad civilizada no podia tratar-
las del mismo modo.

El temor a un futuro dist6pico parece una razén legitima para una
prohibicién total o una moratoria de las armas auténomas letales me-
diante la aplicacién del principio de precaucién, pero a fin de defen-
der esa posicién deben fortalecerse previamente la nocién de dignidad
humana y la clausula Martens, asi como los conceptos relacionados
con el control humano significativo (Lin, 2017). Recordemos que la
aplicacion de la Clausula Martens implica que las tecnologias emer-
gentes sean juzgadas segun los principios de la humanidad y los
dictados de la conciencia ptblica cuando no estén ya cubiertas por
otras disposiciones de los tratados.

Aunque esta tecnologia pudiera llegar a ofrecer resultados me-
jores basados en un célculo de coste-beneficio o llegara a conseguir
comportamientos humanos, debe prohibirse por razones éticas y le-
gales. Heyns, que tiene la misma opinidn, la fundamenta en la con-
cepcién de Kant de la dignidad humana, segtn la cual las personas
tienen derecho inherente a ser tratadas como seres humanos tni-
cos y completos, especialmente cuando sus vidas estin en juego. Esa
dignidad humana quedaria negada si las victimas que quisieran ape-
lar a la humanidad de su verdugo no pudieran por tratarse de un ser
artificial. El Poder Ejecutivo debe ofrecer el debido respeto a la dig-
nidad de la persona considerando su caso concreto y haciendo valo-
raciones y ajustes constantes. Y nada de ese /aw enforcement con las
caracteristicas de las capacidades humanas pueden asegurarlo las ar-
mas auténomas, ya que faltaria el juicio humano adecuado en su
actuacion.

ESTADO DE EXCEPCION ALGORITMICO: LA SOLUCION PASA
POR LA REGULACIONY EL CONTROL DE LOS ALGORITMOS

McQuillan (2015) advierte con acierto que el andlisis, la vigilancia
y la acumulacién masiva y pormenorizada de datos a través de
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sistemas inteligentes estdn conduciendo a cambios en la gobernan-
za y dafios en el nucleo de la sociedad civil. Se refiere a ello como “la
implantacién de estados de excepcién algoritmicos” (Heyns, 2016).

Vivimos, y no nos damos cuenta, en un Estado policial artificial-
mente inteligente. Hasta el mismo Mark Zuckerberg, CEO de Face-
book, reconocié implicitamente ante el Congreso estadounidense
que estamos ante un Estado anémico y que es preciso uno regulador
que no lo fie todo al libre mercado: “That federal regulation of Face-
book and other Internet companies is inevitable” (Kang y Roose, 2018).
Serd a través de esta legislacion federal estadounidense que se pro-
duzca una proyeccién internacional y, al final, una globalizacién, ya
que podria tener efectos extraterritoriales sobre otros paises, como
ha ocurrido con la Foreign Corrupt Practices Act de 1977 (FCPA).

Sin embargo, hasta el momento no existen instrumentos interna-
cionales legalmente vinculantes o incluso leyes nacionales que prohi-
ban el desarrollo, produccién y uso de los llamados robots asesinos.

Los fallos del mercado hicieron que el derecho interviniera, y esa
necesidad vuelve a ser acuciante. La Ginica garantia de progreso y sos-
tenimiento de los derechos ciudadanos ante la inteligencia artificial
en los drones auténomos es la regulacién.

Pero 1a regulacién no sélo de las funciones de los sistemas sino
también de los algoritmos y de sus limitaciones. Se ha defendido que
los algoritmos empleados en los sistemas armados por parte de la ad-
ministracion publica civil o militar (en sus funciones de garantizar
la seguridad) para la adopcién de decisiones letales, podrian consi-
derarse reglamentos. En este sentido, los algoritmos cumplirian “una
funcién material estrictamente equivalente a la de las normas juri-
dicas, al reglar y predeterminar la actuacién de los poderes ptblicos”
(Boix, 2020). Pero si es asi, deberian cumplir con las mismas garan-
tias que cualquier otra norma de rango reglamentario, es decir, ser
inalterables, ser publicos y ser recurribles. Y lo cierto es que no es
asi. Los sistemas dotados de inteligencia artificial evolucionan por-
que se enriquecen de los datos que ofrece la nube, tienen un efecto
black box, resultan ser indescifrables y los destinatarios no pueden
recurrirlos.

Los sistemas de computacién actuales utilizados en el mundo
del derecho van a afectar las bases de la misma ordenacién juridica.
Boix Palop ya alerté de los riesgos derivados de utilizar algoritmos
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en la toma de decisiones publicas bajo el argumento de una mayor
eficiencia (Boix, 2007).

Sélo podremos regular los SAAL si conocemos las implicaciones
de estas nuevas posibilidades algoritmicas, su funcionamiento y sus
consecuencias (deseadas y previstas... o no).

Boix ha alertado de la utilizacién de los algoritmos para la toma
de decisiones de este tipo

[...] dadala magnitud del riesgo en cuestion, que puede tener conse-
cuencias extintivas para la especie humana, y la irreversibilidad de la
pérdida de control sobre estas inteligencias a partir de un determi-
nado momento del proceso. Por ello quizis no sélo haya que atender
al principio de precaucion en su declinacién mds tradicional, sino
ir mds alld e integrar la propia nocién de precaucién en una formu-
lacién mads radical adaptada a todas las necesidades y exigencias del
nuevo entorno (Boix, 2020).

NO CABE DELEGAR LA POTESTAD DISCRECIONAL DE MATAR
A LOS DRONES AUTONOMOS LETALES

Por todo lo expuesto, el derecho debe valorar la prohibicién de los
sistemas auténomos letales, ya que una vez activados podrian selec-
cionar objetivos y acabar con la vida de las personas, de forma irrevo-
cable y sin intervencién humana, lo que supondria el otorgamiento
de una facultad administrativa contraria al ordenamiento juridi-
co nacional e internacional.

La supresién de una vida humana sélo se puede justificar legal o
moralmente si no es arbitraria. Pero para no ser considerado arbitra-
rio, el acto letal del agente debe basarse en una decision informada
y en un juicio humano cognitivo, pues sélo la toma humana de de-
cisiones garantiza el pleno reconocimiento del valor de la vida indi-
vidual y de la importancia de su pérdida. Sélo en ella entran en juego
todos los complejos estindares modernos del derecho humanitario:
proporcionalidad, compasién, utilizacién de métodos menos gra-
vosos o restrictivos, cuidado constante, caballerosidad... y del de-
recho administrativo. En consecuencia, las acciones de los SAAL no
son legitimas ni moralmente justificables y deberian estar prohibi-
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das con arreglo al principio de dignidad humana y al ius cogens, que
como norma imperativa contiene las normas fundamentales del de-
recho humanitario (Bhuta e a/, 2016). Pero, ademas, el derecho ad-
ministrativo en su concepcién mds amplia no deberfa permitir su
utilizacién como armamento convencional de su personal civil o
militar, porque no cabe delegar a un algoritmo que tenga una aplica-
cién discrecional, la potestad de acabar con la vida de seres humanos.

LOS DRONES CARECEN DE INTUICION

El derecho, por otro lado, no pone como requisito un elemento cogni-
tivo fundamental, la intuicién humana, cuando regula las facultades
publicas discrecionales en la toma de decisiones, quiza porque da por
hecho que son los seres humanos quienes las llevan a cabo. Pero los
SAAL pueden ser destinatarios hipotéticos de dichas atribuciones, por
lo que debe analizarse si disponen de las capacidades que el derecho
reclama y si por lo tanto pueden ejercer tales potestades cuando estd
en juego la vida de una persona.

Sea como sea, la intuicién forma parte de nuestra misma esencia
como humanos y de la de todas nuestras acciones, y ha jugado siem-
pre un papel fundamental en la resolucién de los conflictos violen-
tos. Y los drones auténomos pueden estar dotados de mecanismos
de imitacién e incorporar procesos de tipo integrativo y cognitivo,
pero no fenomenolégicos. No podrin ser nunca intuitivos ni sentir
emociones, sino s6lo replicarlas (Howard, Zhang y Horvitz, 2017).
Como sefiala el neurocientifico G. Rizzolatti, descubridor de las neu-
ronas espejo, “los robots pueden imitar, no sentir” (Rodella, 2018).
Y si es asi, si los algoritmos incluidos en drones, o en otro tipo de
tecnologia robética, no pueden alcanzar las caracteristicas humanas
necesarias para tomar decisiones discrecionales trascendentales refe-
ridas al ejercicio de la fuerza legitima contra las personas, no deberia
aceptarse el traspaso de tales competencias a los sistemas auténomos.

La potestad no ya de defender al Estado que los ha creado de ata-
ques exteriores de otras naciones, sino de decidir que el enemigo
estd dentro del mismo Estado y que debe combatirlo segando vidas,
reviste tanto imperium que no puede ser otorgada a seres artificiales
sin emociones, sin intuicién, humanas.



LA NUEVA HUIDA DEL DERECHO ADMINISTRATIVO 67

LA PERDIDA DE HUMANIDAD EN LAS FUNCIONES DE DEFENSA
DE LA SEGURIDAD: DRONES AUTONOMOS LETALES

Es también necesario profundizar en nuevas formas de convivencia
teniendo en cuenta que la deshumanizacién provocada ya por los
sistemas auténomos con control humano en los conflictos bélicos deja
en papel mojado todo lo que se habia aprendido en la Primera Gue-
rra Mundial acerca de la cooperacién y la dignidad humana (Axelrod,
1984) sobre comunicacién no verbal y sobre la relacién humana entre
combatientes. El progreso en la comunicacién no verbal humanita-
ria se detiene y hasta retrocede cuando se utilizan SAAL en tiempo
de paz (preventivamente) o de guerra. En palabras de Sparrow, “de-
bemos mantener una relacién interpersonal con otros seres humanos
incluso durante la guerra” o de lo contrario no estaremos respetando
los mismos fundamentos del derecho (Sparrow, 2016). El avance
enorme que, por ejemplo, supuso la Tregua Dei a partir del siglo XI
(una convencién segtn la cual los sacerdotes, las mujeres y la pobla-
cién de menor edad no debian recibir muerte en ninguna circuns-
tancia) s6lo se podia conseguir entre humanos. Las zonas de seguridad
reservadas tampoco se habrian conseguido sin los componentes de
humanidad y reciprocidad (Martinez, 2003).

Los defensores de estos nuevos sistemas de armamento, obviando
la necesidad de este componente de humanidad, les atribuyen nume-
rosas ventajas: reduccién de los costes de los operativos, potencial
unico para desarrollar determinadas tareas més rapidamente que los
humanos, capacidad de impactar sobre un objetivo incluso cuan-
do los enlaces de comunicacién se ven afectados... Arkin sefiala de
ellos que

[...] pueden ser disefiados para aceptar los riesgos mds altos; pueden
tener los mejores sensores; no se tambalearan ante emociones como
el miedo o la célera, que pueden incitar a seres humanos a actuar de
manera inmoral; no padecerdn prejuicios cognitivos que afectan al
ser humano [...] e incluso pueden distinguir legitima y fiablemen-
te los blancos legitimos de los ilegitimos (Sparrow, 2016).

Se trata de ventajas ciertas que no deben ser despreciadas, pero
tampoco deben serlo, llevados de un utilitarismo exacerbado, los pro-
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blemas serios que todo esto supone en el nivel tanto teérico como
prictico, y sobre todo legal; ni el hecho de que en numerosas oca-
siones ha sido justamente el factor humano, la emocién humana (Fis-
cher y Shapiro, 2008), 1a negociacién (Uri, 2005),1o que ha impedido
procesos de escalada bélica: existen numerosos ejemplos de hom-
bres y mujeres de toda clase y condicién que en un momento dado
se negaron a apretar el botén que hubiera desencadenado uno (Ro-
driguez-Arana, 1993). Las guerras pudieron ir siendo mas humanas
porque la comunicacién no verbal de la guerra de trincheras permi-
tia momentos de tregua y baja letalidad sin que los soldados conten-
dientes hubieran recibido ninguna orden en ese sentido (Axelrod,
1984).

En este sentido,los SAAL estdn contribuyendo a tener una visién
deshumanizada de los conflictos bélicos, pero, ademads, por ser tec-
nologia de doble uso, también pueden deshumanizar la resolucién
de conflictos en tiempos de paz, cuando se utilizan para la seguridad
interna. Al igual que se ha reconocido que los ejércitos no deben uti-
lizarse como herramienta comun para solucionar conflictos ciuda-
danos, los SAAL no deberian utilizarse en ningun caso por parte de
la Administracién como recurso para sustituir la decision de las au-
toridades de actuar preventivamente.

LA SEGUNDA ENMIENDA:
EL PELIGRO DE LA EXPANSION DE LOS SAAL

En Estados Unidos se garantiza constitucionalmente la autodefen-
sa armada de sus ciudadanos y la milicia (Guardia Nacional de cada
estado) a través de la Segunda Enmienda de la Constitucién federal,
segun la cual “el derecho del pueblo a tener y llevar armas no puede
ser infringido”.

Las sentencias de la Corte Suprema Distrito de Columbia vs. He-
ller (2008) y McDonald ws. Chicago (2010) establecieron una juris-
prudencia segtn la cual a los ciudadanos estadounidenses no sélo se
les reconoce el derecho fundamental a poseer, en su hogar, cualquier
tipo de arma (incluso automadtica o militar) que se considere nece-
saria para su seguridad. Y es que se dice que, segtn el significado
original, la segunda enmienda garantiza al ciudadano el poder de
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combatir tanto la criminalidad comin como la posible tirania del
poder publico, por lo que ni la Federacién ni los estados podrian res-
tringir ese derecho excepto ante delincuentes, enfermos mentales o
en ciertos espacios como escuelas y recintos gubernamentales. El
autor del fallo de Columbia wvs. Heller fue el juez Scallia, segun el
cual esta enmienda recoge un derecho individual y no colectivo, por
lo que el ciudadano no tiene por qué pertenecer a una milicia para
portar armas.

Por esa razén, cabe la posibilidad de una vis expansiva de la inter-
pretacién de las armas que pueden estar en poder de los ciudadanos
para su defensa personal, considerando la posibilidad de disponer de
SAAL, de robots o drones auténomos para la defensa personal de los
ciudadanos americanos y de sus Guardias Nacionales formadas en
50% por voluntarios. Ciertamente, podrian reclamar la posesion y
tenencia de un dron o un minidron auténomo con inteligencia arti-
ficial para su propia seguridad, lo cual podria conllevar una nueva
epidemia de destruccién y muertes indiscriminadas en tiempo de
paz y sin declaracién de guerra, ni aplicacién del DIH ni del ius be//i.

Las armas mds peligrosas van a ser las armas con IA mds peque-
fias debido a su poder de ocultacién, letalidad y descontrol por parte
de los poderes publicos. Y cuanto mds imperceptibles para el ojo hu-
mano sean con la mds sofisticada tecnologia, serd mas dificil repeler
o proteger a las victimas inocentes contra su ataque. Los mini SAAL
domésticos serdn una nueva amenaza si su posesién se generaliza
entre la poblacién civil en forma de drones armados. Pero, adems,
esta situacién puede tener un denominado “efecto imitacién” sobre
los ciudadanos de otros paises que, sin tener derecho constitucional a
armarse, pueden pretender equiparse con esta tecnologia para garan-
tizar su derecho constitucional a la vida y a su legitima defensa.

Como sefiala Kreps, “la revolucién de los drones ya ha cambiado
la guerray pronto se convertird en una herramienta comuin también
en el contexto civil. Estd claro que la tecnologia de los drones ha lle-
gado para quedarse” (Kreps y Fuhrmann, 2016).

Ahora bien, a pesar del minimalismo judicial estadounidense y
de la alegalidad imperante respecto a los SAAL en todo el mundo,
lo cierto es que existe un activo movimiento ciudadano a favor de la
prohibicién de dicha tecnologia militar, que estd intentando trans-
formar el horizonte de la seguridad global.
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Sin embargo, dichos movimientos sélo tienen el objetivo de que
los Estados prohiban los SAAL para fines militares. No advierten
que el terror no sélo puede provenir de estados irresponsables, co-
rruptos o totalitarios, o de grupos terroristas, o de backers que se
vendan al mejor postor o a su ego, sino de ciudadanos libres de cual-
quier sospecha, pero que, teniendo derecho a armarse, como los es-
tadounidenses, deciden hacerlo con sistemas auténomos de este tipo,
que pueden provocar una auténtica escalada de accidentes, muertes
y terror descontrolado.

Silas armas tradicionales de autodefensa (automdticas y semiau-
tomadticas) hoy suman diez veces mds victimas en sociedades arma-
das como Estados Unidos que en Europa, imaginense lo que pasaria
si estos ciudadanos, amparados por su Constitucién, fueran equipa-
dos con armas letales auténomas con IA para su seguridad privada
si no hay un claro pronunciamiento en este sentido.

Esta polémica ya existe con las armas automaticas, y el fallo del
juez federal del distrito de Massachusetts del 5 de abril de 2018
deja claro que las armas de asalto AR-15 no estin comprendidas en
la garantia de la segunda enmienda y pueden ser prohibidas, con lo
que le dalarazén ala fiscal general del Estado, Mauren Healey, quien
defendid la legalidad de las politicas estatales restrictivas (<https://
www.mass.gov/enforcing-the-massachusetts-assault-weapons-ban>).

Para proponer argumentos definitivos hay que tener en cuenta la
cifra de 30 mil victimas al afio por armas de fuego (entre homicidios,
asesinatos, accidentes y suicidios) en Estados Unidos a causa de
la Segunda Enmienda y su amplia interpretacién. Las masacres o las
victimas anénimas diarias por disparos de armas convencionales en
las manos de los ciudadanos en tiempos de paz son una tragedia dia-
ria desde los afios ochenta, con casi 100 muertos al dia.Y son armas
que estan fisicamente vinculadas a una persona y son responsabili-
dad de quien aprieta el gatillo. No disparan si no hay un humano
que lo haga. Sin embargo, la llegada de mini SAAL podria llevar a una
proliferacién de armas de autodefensa con IA que pueden decidir
de forma independiente a quién disparar.

En lugar de los 300 millones de armas cortas y largas, automati-
cas y semiautomdticas que circula hoy en dia en Estados Unidos,
podriamos enfrentarnos a 300 millones de drones letales con IA para
la defensa personal de sus duefios, pero descontrolados, alienados fi-
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sicamente de ellos (puesto que su actividad serd independiente de los
movimientos de sus “duefios”) y con una multiplicacién exponencial
de victimas inocentes.

Por otro lado, deberemos tener en cuenta la influencia de la “Doc-
trina del Castillo” en Estados Unidos (Martinez,2003). Es una linea
interpretativa segun la cual se designa el domicilio como un lugar
en el que la persona tiene protecciones e inmunidades que le permi-
ten, en determinadas circunstancias, utilizar la fuerza letal para de-
tenderse de un intruso y queda libre de enjuiciamiento legal por las
consecuencias de la fuerza empleada. Su vestigio permanece de ma-
nera sobresaliente como un conjunto de principios que se incorporan
en diferentes grados tanto a través de la ley como de la jurispru-
dencia. Si a esto le sumamos la interpretacién amplia de la Segunda
Enmienda, la regulacién de los SAAL es claramente urgente por la
proyeccién internacional que puede tener su uso en manos de priva-
dos una vez sean asequibles y de tamafio doméstico. De lo contrario
podrian convertirse en armas de destruccién masiva individualizada
(ADMI). Los ciudadanos americanos (y por emulacién en el resto
de los paises) van a sentirse empujados ya no s6lo a armarse con un
arma convencional, una pistola o un arma de asalto automdtica como
la AK46, sino a utilizar una pocket-dron gun para su seguridad. Los
autores alertan de que pasaremos de una amenaza militar a una ame-
naza de armas de destruccién masiva o selectiva en manos de indi-
viduos libres de toda sospecha inicial.

El derecho no puede huir de sus responsabilidades. La regulacién
debe impedir la creacién de estas ADMI antes de que sea demasiado
tarde y debe forzar a que aflore la informacién que estd en poder
de los diferentes agentes involucrados (investigadores, empresas, go-
biernos, etc.) sobre este nuevo peligro de nivel mundial para que su
I+D+I no sea dar un cheque en blanco a la tecnologia letal con inte-
ligencia artificial. Seria un atractivo negocio que la industria arma-
mentistica en combinacién con la industria tecnoldgica especializada
en IA no dejaria de aprovechar. Pero ello comportaria un descontrol
inadvertido atn, indescriptible e impredecible.

Antes de que sea demasiado tarde, no deleguemos potestades in-
delegables a la tecnologia letal o la humanidad va a sufrir un duro
golpe de forma inesperada.
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