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Se trata de alertar sobre la aparicion de los Sistemas Auténomos letales (SAAL) con
capacidad de seleccionar y eliminar objetivos sin control humano. Se analizan las nuevas
amenazas que provienen de la delegacion de potestades letales a estos sistemas dotados de
inteligencia artificial (IA) supuestamente mas eficaces y eficientes que los seres humanos.
Estas armas obvian la dimension racional, cooperativa, intuitiva, moral y ética de las
decisiones humanas, contradicen el DIH, el DIDH, las leyes de la guerra e, internamente, el
derecho administrativo dado que el monopolio de la violencia legitima estd en manos del

Estado.

Los sistemas letales de armas autonomas deberian depender de la supervision o juicio
humano en, al menos, algunas de sus fases criticas (seleccion de objetivos o cancelacion de
la orden). El “control humano significativo” debe estar en la base de cualquier proceso

auténomo que utilice la IA sobre todo cuando esta trate de acciones letales.

LaIA'y el derecho

El Estado de derecho en la nueva sociedad algoritmica tiene el reto de
garantizar la interrelacion entre el derecho a la seguridad humana y el derecho
a la informacioén. Para ello debe enfrentarse a una profunda transformacion,

reordenando juridicamente sus estructuras y sus conceptos clasicos, como
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consecuencia del desarrollo y avance de la inteligencia artificial en todos los

campos de nuestra vida (Skinner, 2018).

Sabemos que la Inteligencia Artificial (IA) es una combinacién de algoritmos
creados con el proposito de crear sistemas computacionales que alcancen
capacidades humanas (independientes al humano) a través de un proceso que
incluye aprendizaje (adquisicion de informacidén, datos y reglas),
razonamiento, autocorreccion y, en ultimo término, automejora (Tegmark,

2018).

Pero para el Derecho hay dos tipos basicos de IA. En primer lugar, la que
utiliza la 16gica a través de algoritmos que usan los principios racionales del
pensamiento humano. En segundo lugar, la que se basa en redes neuronales
artificiales que también funcionan con algoritmos pero que estidn disefiadas
para que el sistema aprenda recursivamente (Deep learning o aprendizaje

profundo) y pueda tomar decisiones que evolucionen en el tiempo.

Actualmente, la mayoria de proyectos de IA que utiliza la Administracion
publica para llevar a cabo sus fines en el orden social se basan en algoritmos
del primer tipo, destinados a resolver problemas a través del procesamiento
de capas y capas de informacion que son objeto de tratamiento mas veloz y
mas eficiente que el que podria llevar a cabo un ser humano. La Comision de
la UE asi lo aconseja en su Comunicacion sobre IA de 2018 segln la cual es
necesario poner “el poder de la IA al servicio del progreso humano” (COM

(2018) 237 final, de 25.04.2918).

Sin embargo, aunque al parecer la IA profunda (la que puede evolucionar con
el tiempo y automejorarse recursivamente) no estd implementada aun de
forma extensa, si empezamos a ver ambitos publicos donde se esta probando

su eficacia.



Ciertamente, los poderes publicos utilizan cada dia mas este tipo de
operaciones cibernéticas complejas para tomar decisiones regladas y
automaticas, equivalentes, en lo sustancial, a la manera en que los seres

humanos procesamos la realidad y la transformamos (Ramio, 2019).

El Derecho debe contemplar este nuevo escenario y asumir las nuevas
implicaciones y consecuencias “del empleo de estas capacidades de
inteligencia artificial para delegar en ella la toma de decisiones en su
integridad a medida que se vayan mostrando mejores, mas eficientes y mas
capaces que las tomadas por inteligencias humanas tradicionales” (Boix,
2020). Deberemos estar alerta porque se va a tratar de una nueva “huida”, en
este caso no del derecho administrativo, sino de la decision humana en pro de
la aplicacion de un algoritmo o de la utilizaciébn de redes neuronales

artificiales.

El problema sobre todo surge cuando las decisiones que toman los poderes
publicos no son regladas o automaticas sino que requieren la intervencion de
reconocimientos de voz, reconocimientos faciales, de patrones, etc. y pueden
derivar en consecuencias irreversibles. Nos referimos a la posibilidad de que
el Gobierno, investido de potestades discrecionales para la defensa nacional,
delegue poderes exorbitantes como la de acabar con vidas humanas, a
sistemas artificialmente inteligentes ‘“huyendo” de sus competencias
inherentes que son irrenunciables e indelegables. Se trata de la introduccion
de nuevos agentes inteligentes a través del uso de los SAAL (o LAWS, Lethal
autononomous weapons systems, por sus siglas en inglés) maquinas de matar
que pueden llegar a actuar sin control humano significativo (Martinez y

Rodriguez, 2018).



2. La aparicion de los SAAL sin control humano significativo

La definicion de SAAL no esta internacionalmente acordada ni regulada’,
pero vendria a ser toda aquella arma que, con IA, selecciona, ataca y destruye
objetivos que cumplen con unos parametros predefinidos, y que una vez

activada la orden no existe posibilidad humana de detenerla.

Los sistemas autonomos letales desarrollados hasta el momento, en forma de
artefacto volador (dron), terrestre (robot) o acuatico, deberian depender de la
supervision o del juicio humano previo en, al menos, alguna de sus fases
criticas (seleccion de objetivos, ataque o anulacion de la orden de eliminar el
objetivo). Los humanos deberian desempenar sin lugar a dudas un papel
crucial en el proceso de seleccion de objetivos y toma de decisiones cuando

se utiliza un arma, por mucha inteligencia (artificial) que se le atribuya.

Sin embargo, escuddndose en un uso militar de defensa nacional, se
investigan y se desarrollan sistemas letales con autonomia total que podrian
llegar a crear un panorama Black Mirror, puesto que ya no se trata de analizar
el uso de armas automaticas o de sistemas comandados a través de control
remoto, sino que se trata de armas que podran decidir en base a los datos que

en cada momento manejen.

Actualmente existe una situacion de practica arregulacion de estas armas
autobnomas robotizadas lo que permite, por inactividad de los Estados

andémicos (Waldman, 2006), una suerte de carrera competitiva sin ley entre

' El Convenio de la ONU sobre ciertas armas convencionales en vigor desde 1983 (CCW)
tiene el objetivo de restringir o prohibir diferentes clases de armas que puedan considerarse
excesivamente nocivas o que puedan producir efectos indiscriminados, y a pesar de la
oposicion de las grandes potencias armamentisticas, seria el marco regulatorio mas adecuado
para delimitar los usos y alcance de este tipo de tecnologia.



potencias frente a la que los juristas no podemos permanecer como meros

espectadores esperando un desastre anunciado.

Este desarrollo tecnologico en armas inteligentes sin control humano
significativo no solo puede poner en peligro el equilibrio ya de por si inestable
de la seguridad global, en un contexto en el que el derecho ain no se ha
pronunciado de forma vinculante para la comunidad internacional, sino que
puede amenazar a la misma seguridad interna de un pais, como veremos mas

adelante (Scharre, 2018).

JPorqué la utilizacion de los SAAL es tan atractiva para los poderes
publicos?

Los SAAL con control humano significativo pueden tener evidentes ventajas
militares puesto que analizan capas de datos con mayor rapidez, y su respuesta
es mas precisa e instantanea (p.ej. los sistemas de defensa Phalanx, Mantis o
Iron Drome). Los sistemas letales no tripulados pueden ampliar el campo de
batalla sin arriesgar la vida de los propios soldados, sin que les afecten los
factores fisicos, emocionales o0 morales y ademas siendo mas rapidos y menos
costosos econdmicamente que los despliegues militares convencionales (p.ej.
dron Loyal Wingman). Es decir, la distancia espacial entre el campo de batalla
y los comandantes con competencias operacionales reduce costes personales
y materiales y, ademads, la ausencia de sentimientos de venganza, odio o

miedo de una maquina puede ofrecer una ventaja tactica en el combate.

Sin embargo, estos sistemas inteligentes letales estan demostrando que son
propensos al error porque los entornos en los que operan son complejos (no
siempre se requieren acciones automaticas) y ya hemos visto en Yemen, Irak
y Pakistan como de tragica puede llegar a ser la decision de un algoritmo en

un proceso automatico si no interviene el juicio de un humano.



En este sentido, los mitos de la IA que describe claramente Rodriguez
Alvarez, deben ser tenidos en cuenta para no atribuir mas ventajas que las que
realmente tiene esta tecnologia (Rodriguez, 2018). Entre las falacias que el
autor destaca esta la de que IA puede tomar decisiones de forma mas efectiva,
mas fiable, mas ecudnime y mas justa que un humano. Es totalmente erréneo,
porque la IA reproduce por emulacion los sesgos cognitivos de sus creadores,
es decir tiende a reproducir la falta de imparcialidad que, de forma
inconsciente, trasmite la persona que construye el sistema computacional
algoritmico. La experta Cathy O’Neil en su obra Armas de destruccion
matematica alertd en su dia sobre que el creer en la infalibilidad de los
algoritmos puede llevarnos a resultados dramaticos (O’Neil, 2017). Ademas,
se ha hablado incluso de los riesgos de desarrollar en quienes manejan estas
armas una mentalidad Playstation cuando se trata de proceder al ataque, que
deshumaniza el conflicto y convierte la muerte en algo banal (Gutiérrez y

Cervell, 2013).

Por otro lado, la facilidad para cometer abusos ha llevado a ejecuciones
selectivas extrajudiciales, sumarias o arbitrarias por parte de algunos ejércitos
de grandes potencias mundiales a través de esta tecnologia. Y mas aun lo van
a ser en una sociedad donde los SAAL sean de uso dominante por parte de

nuestros gobiernos a traveés de sus politicas militares.

Hasta ahora los sistemas armados ya disponen de hardware y software
especifico para funcionar. Su automatizacion proviene de algoritmos bien
desarrollados que permiten operar de forma mas rapida que un humano

porque procesan la informacion mucho mas rapidamente.

Pero el nuevo escenario se da cuando estas armas, debido un avance en la 1A,

van a disponer de redes neuronales complejas y van a tener la capacidad de



aprender de los datos que obtienen “en la nube” y automejorarse. El
autoaprendizaje de los sistemas armados comporta que emulen el
funcionamiento del cerebro y alimentandose continuamente con nuevos datos

creando nuevas conexiones.

Por tanto, los SAAL se estdin comenzando a considerar “agentes racionales”
dotados de inteligencia artificial que les permite adaptarse a contextos
cambiantes, aprender durante el ciclo de su existencia y realizar tareas con

diferentes grados de autonomia (Russel, S.ef al., 2010).

En este caso, a estos “agentes inteligentes” ;se les puede atribuir la capacidad
de decidir en entornos complejos cuando la potestad es consustancialmente

discrecional?

Para contestar a esa pregunta, hemos de ver si hay verdaderamente un acto
administrativo discrecional de decision de acabar con la vida de otro en un
conflicto bélico o el control humano significativo se refiere a un conjunto de
decisiones conexas con diferente naturaleza juridica segun sea un

comandante, un politico o un simple soldado el responsable de ello.

Control humano significativo versus decision autonoma de atacar

El Grupo de expertos gubernamentales de la Convencion de armas
convencionales (CCW) que nos reunimos desde 2014 en la sede de Naciones
Unidas en Ginebra para aprobar un instrumento vinculante que limite esta
tecnologia, no hemos podido encontrar aun un significado exacto al concepto
de “control humano significativo” que gira en torno a la accion directa que

puede ejercer el operador sobre el arma en el momento de una ejecucion



bélica.

Hemos de tener en cuenta que aparecen dos términos importantes en este
complejo ambito decisorio: el mando y el control.

El mando hace referencia a la autoridad de las Fuerzas Armadas de dirigir,
coordinar, asignacion de tareas y control de las fuerzas militares. El mando
despliega decisiones estratégicas globales.

Por otro lado, el control se refiere a la autoridad de un oficial sobre una parte
de las actividades militares y aqui se suelen desplegar las decisiones
operacionales y tacticas. En este nivel, el oficial tiene el objetivo de
transformar los objetivos establecidos por el mando superior en operaciones
concretas. Posteriormente, el nivel tactico concreta el uso especifico de las

fuerzas militares.

En todos esos niveles se puede establecer la decision de desplegar un sistema
auténomo letal de un modo u otro, e incluso podemos decir que el control
humano significativo deberia exigirse en los tres niveles, estratégico,
operacional y tactico mediante el factor de comunicacion bidireccional. Sin
embargo, esa misma complejidad a la hora de establecer cuando y cémo, esté
haciendo dificil el acuerdo no soélo internacional, sino una regulacion interna

en los diferentes estados.

La decision de disparar a partir de un algoritmo: la relacion entre la

administracion civil y la militar

Como hemos visto, en las fases operacionales y tacticas, se pueden producir

situaciones complejas en las que el humano no puede actuar con la rapidez



que se requiere. Por ello, se acude a sistemas armados automatizados a veces,
semiautonomos, autonomos supervisados y autonomos completamente otras
veces, que gracias a algoritmos procesan la informacidon a una velocidad
imposible para el hombre. El Comité Internacional de la Cruz Roja, en el
ultimo censo realizado en 2018, contabilizé unos 130 sistemas de armamento
auténomo en el mundo (Roff, 2016), aunque otros recuentos los aproximan a
los 300 (Rodriguez, J. et al., 2019). Entre estos, se incluirian sistemas
armamentisticos semi-autbnomos (puesto que estarian sometidos a
supervision humana en algunas fases clave como la seleccion de objetivos)
como podrian ser los misiles Patriot, o drones como el modelo Reaper, pero

muchos de ellos con posibilidades de llegar a tener autonomia total.

Asi pues, segtn Scharre el rol del militar puede ser mds o menos importante

segun sea:

el operador esencial en un sistema armado: la maquina no puede operar sin el
humano. La deteccion, persecucion y fijacion del objetivo estd automatizada
por los algoritmos, pero el comandante es quien toma la decision de verificar
el objetivo y autoriza el ataque en un tiempo determinado (p.ej. C-RAM para
la proteccion de bases aéreas o el sistema antiaéreo MANTIS que detecta
drones y misiles)

un fail-safe: el hombre fija las amenazas que deberian atacarse y las que
deberian ignorarse, supervisa la operacion y la puede cancelar, pero la
maquina actia de forma autonoma gracias a los algoritmos desde la deteccion
e identificacion del objetivo, hasta el ataque (p.ej. Phalanx, sistema de
armamento de proximidad contra misiles antibuque; el Thophy que detecta
misiles y granadas propulsadas o el Arena contra misiles antiblindaje).

un agente moral: el hombre s6lo toma una decision general de activar el



sistema y este decide a través del andlisis de los datos que va adquiriendo de
forma auténoma puesto que no hay comunicacion entre ellos (p.ej. el dron
islaeli Harpy, con municion merodeadora para atacar defensas aéreas, es
capaz de identificar personas y atacarlas o no si las considera combatientes y
sus sensores evalian los dafios posteriormente; también el robot centinela
Samsung SGR-A1 puede detectar soldados enemigos y les puede disparar sin
intervencion humana) (Scharre, 2018).

un mero espectador: cuando el sistema armado esta compuesto por algoritmos
y redes neuronales artificiales que lo capacitan para ser completamente
auténomo para decidir cudndo, como y donde esta el objetivo a abatir. Un
sistema asi podrd crear o/y modificar sus objetivos, incorporando la
observacion de su entorno y la comunicacién con otros agentes. Sus
capacidades son: autodeterminacidon, autocompromiso, comunicacion
auténoma con otros sistemas, auto-modificacion de objetivos basada en
informacion adquirida de fuentes autonomas, planificaciéon de objetivos,

aprendizaje y adaptacion constante.

En los casos segundo y tercero, si la decision no es automatica, sino que existe
un componente discrecional y ademas ésta se delega a un sistema auténomo,
pudiendo escoger el sistema entre varias soluciones posibles y validas,
entonces debemos advertir un problema para el derecho que no esté4 preparado
para regular las consecuencias de dichas acciones. Ahora bien, en el supuesto
cuarto, el problema ya no se centra s6lo en el derecho, sino que amenaza la

propia supervivencia de nuestra sociedad.

Se trata de la posible quiebra de los principios mas basicos de las potestades
publicas, porque se estaria atribuyendo a un ser computacional artificial, sin

humanidad, la potestad de decidir, en un conflicto a quién abatir en base al



“interés general”. Se le estaria atribuyendo una licencia para matar que en
caso de conflicto bélico es exclusiva del poder publico y para la defensa

nacional en circunstancias excepcionales.

Asi, ;se hace necesaria una revision del derecho de la administracion civil o

de la militar?

Relacion entre la Administracion civil y la militar en la atribucion de

potestades exorbitantes discrecionales

Hasta ahora, el uso de SAAL se justifica en la potestad de defensa nacional
que tiene atribuida el Estado. Desde esta perspectiva la Administracion
militar, como rama especifica de la Administracion publica, bebe del Derecho
constitucional en cuanto a sus principios programaticos y del Derecho
administrativo en cuanto a su organizacion y caracteres entre los cuales esta

la “especial discrecionalidad de sus potestades” (Guaita, 1960).

En este sentido, la administracion civil realiza actos de gestion de los intereses
publicos y la militar, actos de fuerza, de imperio por “hombres de armas”
concepto clasico reconocido por la doctrina. Respecto de estos ultimos hay
que analizar su alcance y hasta qué punto deben quedar en manos humanas

sus decisiones.

El especialista en derecho militar, Guaita, destac6 en su dia que “la
Administracion militar (auxiliar de la civil) (...) debe asegurar y hacer posible
que se presten y se satisfagan las necesidades generales con las garantias
constitucionales (...) Las decisiones mas graves, que se salen del marco de

los simples actos administrativos para constituir actos politicos, como la



declaracion de guerra, la firma de paz, etc. se confian al Parlamento. (...) Pero
cuando hay una crisis juridico-politica, (...) y se declara en el pais el estado
de guerra, todo lo concerniente al orden publico y a la seguridad interna pasa
a ser (en virtud de un fendmeno de ésmosis juridica) de la competencia de la
administraciéon militar, a la que queda sometida en esta materia y por

completo la administracion civil” (Guaita, 1960).

Entre la doctrina administrativa es unanime hasta ahora la idea de que “la
defensa nacional requiere una maquinaria humana”, porque las complejas y
exorbitantes potestades discrecionales que se le atribuyen requieren de una

rendicion de cuentas muy jerarquizada.

En palabras de Guaita “entendemos nosotros, con Lopez Rodo que la potestad
discrecional no implica, como decia Merkl, la ejecucion de una norma
superior, (...) sino un criterio de valoracioén, de oportunidad, en suma, de
discrecion, que nadie como la Administracion, perito del interés publico,
puede tener. (...) Esta discrecionalidad, que de hecho es consustancial a la
idea misma de Administracion, estd mucho mas acentuada en la militar que
en la civil. (...) La Administracién militar es el reducto irreductible donde la
discrecionalidad contintia teniendo un gran campo de aplicacion” (Guaita,

1960).

Los Ejércitos son institutos armados, con lo cual, el principio jerarquico es un
principio organico insoslayable para la Administracion militar. La
desobediencia o insubordinacion de un funcionario militar hacia su superior
puede revestir de una gran gravedad, aspectos a tener en cuenta cuando
aparece en escena un nuevo elemento distorsionador: un sistema armado
autobnomo que puede llegar a tener la posibilidad de decidir como actuar, y en

el fondo a autodeterminarse (Frischmann y Selinger, 2018).



7. La muerte a manos de un dron autonomo con IA no es una muerte digna

En los conflictos armados, derecho a la vida significa derecho a no ser
asesinado de forma arbitraria o caprichosa, inexplicable o inhumana o como
dafio colateral, es decir, se protege el derecho a la dignidad humana. Se puede
decir que la dignidad humana es un derecho més importante que el derecho a
la vida, porque este puede perderse o soslayarse mas facilmente: en una
sociedad civilizada puede haber ejecuciones legales, pero estas deben ser

humanas y dignas (Lin, P. et al., 2017).

Alemania posee una de las concepciones legales mas desarrolladas al respecto
de la dignidad humana: el articulo 1 de su Constitucion establece que la
dignidad humana es inviolable e incluso mas importante que el derecho a la
vida incluido en el articulo 2, que puede perderse bajo ciertas condiciones.
Segtin la Carta Magna alemana, la dignidad humana es intangible, por lo que
respetarla y protegerla es obligacion de todo poder publico. En 2005, la ley
de Seguridad del Transporte Aéreo de ese pais autorizo a sus fuerzas armadas
a derribar aviones comerciales sospechosos de haber sido secuestrados por
terroristas. Si un avion parecia estar rumbo a colisionar con un edificio,
derribar el avion y sacrificar a los pasajeros se consideraba un mal menor con
respecto a permitir que el vuelo continuara y matara a miles de personas en
tierra. Pero en 2006 el Tribunal Constitucional Federal anuld esta ley por
inconstitucional, ya que trataba a las personas como objetos; como parte del
propio avion y no como individuos que merecen respeto y consideracion. Tal
y como apunta Lin, «la ley también habria tratado a las personas como

numeros o estadisticas, predeterminando sus muertes por la posibilidad de



salvar un mayor nimero de vidas no identificadas. Y hay algo malo —algo
irrespetuoso y deshumanizador— en hacer ética solo por nimeros» (Lin
(2017). Los sistemas autonomos letales no reconocen a las personas como
seres humanos, sino simplemente como objetos o, peor, como bytes de
informacion; y el tribunal alemédn consideré de forma contundente que la

sociedad civilizada no podia tratarlas del mismo modo.

El temor a un futuro distopico parece una razén legitima para una prohibicion
total o una moratoria de las armas auténomas letales mediante la aplicacion
del principio de precaucion, pero a fin de defender esa posicion deben
fortalecerse previamente la nocion de dignidad humana y la cldusula Martens,
asi como los conceptos relacionados con el control humano significativo (Lin,
2017). Recordemos que la aplicacion de la Clausula Martens comporta que
las tecnologias emergentes sean juzgadas segun los principios de la
humanidad y los dictados de la conciencia publica cuando no estén ya

cubiertas por otras disposiciones de los tratados.

Aunque esta tecnologia pudiera llegar a ofrecer resultados mejores en base a
un calculo de coste-beneficio o llegara a conseguir comportamientos
humanos, debe prohibirse por razones éticas y legales. Heyns, que tiene la
misma opinion, la fundamenta en la concepcion de Kant de la dignidad
humana, seglin la cual las personas tienen derecho inherente a ser tratadas
como seres humanos Unicos y completos especialmente cuando sus vidas
estan en juego. Esa dignidad humana quedaria negada si las victimas que
quisieran apelar a la humanidad de su verdugo no pudieran por tratarse de un
ser artificial. El poder ejecutivo debe ofrecer el debido respeto a la dignidad
de la persona considerando su caso concreto y haciendo valoraciones y ajustes

constantes. Y nada de ese law enforcement con las caracteristicas de las



capacidades humanas pueden asegurarlo las armas auténomas, ya que faltaria

el juicio humano adecuado en su actuacion.

Estado de excepcion algoritmico: La solucion pasa por la regulacion y el

control de los algoritmos

McQuillan advierte con acierto de que el analisis, la vigilancia y la
acumulacion masiva y pormenorizada de datos a través de sistemas
inteligentes estdn conduciendo a cambios en la gobernanza y dafios en el
nucleo de la sociedad civil. Se refiere a ello como «la implantacion de estados

de excepcion algoritmicos» (Heyns, 2016).

Vivimos, y no nos damos cuenta, en un Estado policial artificialmente
inteligente. Hasta el mismo Mark Zuckerberg, CEO de Facebook, reconocid
implicitamente ante el Congreso estadounidense que estamos ante un Estado
andmico y que es preciso uno regulador que no lo fie todo al libre mercado:
«That federal regulation of Facebook and other Internet companies is
inevitable» (Kang y Roose, 2018). Sera a través de esta legislacion federal
americana cuando se produzca una proyeccion internacional y, al final, una
globlalizacién, ya que podria tener efectos extraterritoriales sobre otros
paises, como ha ocurrido con la Foreign Corrupt Practices Act de 1977

(FCPA).

Sin embargo, hasta el momento no existen instrumentos internacionales
legalmente vinculantes o incluso leyes nacionales que prohiban el desarrollo,

produccion y uso de los llamados robots asesinos.



Los fallos del mercado hicieron que el derecho interviniera, y esa necesidad
vuelve a ser acuciante. La unica garantia de progreso y sostenimiento de los
derechos ciudadanos ante la inteligencia artificial en los drones autonomos es

la regulacion.

Pero la regulacion no sélo de las funciones de los sistemas sino de los
algoritmos y de sus limitaciones. Se ha defendido que los algoritmos
empleados en los sistemas armados por parte de la Administracion publica
civil o militar (en sus funciones de garantizar la seguridad) para la adopcién
de decisiones letales, podrian considerarse reglamentos. En este sentido, los
algoritmos, cumplirian “una funcién material estrictamente equivalente a la
de las normas juridicas, al reglar y predeterminar la actuacion de los poderes
publicos” (Boix, 2020). Pero si es asi, deberian cumplir con las mismas
garantias que cualquier otra norma de rango reglamentario, es decir, ser
inalterables, ser publicos y ser recurribles. Y lo cierto es que no es asi. Los
sistemas dotados de inteligencia artificial evolucionan porque se enriquecen
de los datos que ofrece la nube, tienen un efecto black box, resultan ser

indescifrables y los destinatarios no pueden recurrirlos.

Los sistemas de computacion actuales utilizados en el mundo del Derecho
van a afectar a las bases de la misma ordenacion juridica. Boix Palop ya alerto
de los riesgos derivados de utilizar algoritmos en la toma de decisiones

publicas bajo el argumento de una mayor eficiencia (Boix, 2007).

Solo podremos regular los SAAL si conocemos las implicaciones de estas
nuevas posibilidades algoritmicas, su funcionamiento y sus consecuencias

(deseadas y previstas... 0 no).

Boix ha alertado de la utilizacion de los algoritmos para la toma de decisiones

de este tipo “dada la magnitud del riesgo en cuestion, que puede tener



consecuencias extintivas para la especie humana, y la irreversibilidad de la
pérdida de control sobre estas inteligencias a partir de un determinado
momento del proceso. Por ello quizéds no solo haya que atender al principio
de precaucion en su declinacion mas tradicional, sino ir mas alla e integrar la
propia nocion de precaucion en una formulacion més radical adaptada a todas

las necesidades y exigencias del nuevo entorno” (Boix, 2020).

No cabe delegar la potestad discrecional de matar a los drones

autonomos letales

Por todo lo expuesto, el derecho debe valorar la prohibicion de los sistemas
auténomos letales ya que una vez activados podrian seleccionar objetivos y
acabar con la vida de las personas, de forma irrevocable y sin intervencion
humana, lo que supondria el otorgamiento de una facultad administrativa

contraria al ordenamiento juridico nacional e internacional.

La supresion de una vida humana solo se puede justificar legal o moralmente
si no es arbitraria. Pero para no ser considerado arbitrario, el acto letal del
agente debe basarse en una decision informada y en un juicio humano
cognitivo, pues solo la toma humana de decisiones garantiza el pleno
reconocimiento del valor de la vida individual y de la importancia de su
pérdida. Solo en ella entran en juego todos los complejos estandares
modernos del derecho humanitario: proporcionalidad, compasion, utilizacion
de métodos menos gravosos o menos restrictivos, cuidado constante,
caballerosidad... y del derecho administrativo. En consecuencia, las acciones
de los SAAL no son legitimas ni moralmente justificables y deberian estar

prohibidas con arreglo al principio de dignidad humana y al ius cogens, que
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como norma imperativa contiene las normas fundamentales del derecho
humanitario (Butha, et al., 2016). Pero, ademas, el derecho administrativo en
su concepcion mas amplia no deberia permitir su utilizacion como armamento
convencional de su personal civil o militar porque no cabe delegar a un
algoritmo que tenga una aplicacion discrecional, la potestad de acabar con la

vida de seres humanos.

Los drones carecen de intuicion

El derecho, por otro lado, no pone como requisito un elemento cognitivo
fundamental, la intuicion humana, cuando regula las facultades publicas
discrecionales en la toma de decisiones, quizas porque da por hecho que son
los seres humanos quienes las llevan a cabo. Pero los SAAL pueden ser
destinatarios hipotéticos de dichas atribuciones, por lo que debe analizarse si
disponen de las capacidades que el derecho reclama y si por lo tanto pueden

ejercer tales potestades cuando est4 en juego la vida de una persona.

Sea como sea, la intuiciéon forma parte de nuestra misma esencia como
humanos y de la de todas nuestras acciones, y ha jugado siempre un papel
fundamental en la resolucién de los conflictos violentos. Y los drones
autonomos pueden estar dotados de mecanismos de imitacion e incorporar
procesos de tipo integrativo y cognitivo, pero no fenomenolédgicos. No podran
ser nunca intuitivos ni sentir emociones, sino solo replicarlas (Howard, Zhang
y Horvitz, 2017). Como senala el neurocientifico G. Rizzolatti, descubridor
de las neuronas espejo, «los robots pueden imitar, no sentir» (Rodella, 2018).
Y si es asi, si los algoritmos incluidos en drones, o en otro tipo de tecnologia

robdtica, no pueden alcanzar las caracteristicas humanas necesarias para
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tomar decisiones discrecionales trascendentales referidas al ejercicio de la
fuerza legitima contra las personas, no deberia aceptarse el traspaso de tales

competencias a los sistemas autonomos.

La potestad no ya de defender al Estado que los ha creado de ataques
exteriores de otras naciones, sino de decidir que el enemigo esta dentro del
mismo Estado y que debe combatirlo segando vidas, reviste tanto imperium
que no puede ser otorgada a seres artificiales sin emociones, sin intuicion,

humanas.

La pérdida de humanidad en las funciones de defensa de la seguridad:

Drones autonomos letales

Es también necesario profundizar en nuevas formas de convivencia teniendo
en cuenta que la deshumanizacion provocada ya por los sistemas autdbnomos
con control humano en los conflictos bélicos deja en papel mojado todo lo
que se habia aprendido en la primera guerra mundial acerca de la cooperacion
y la dignidad humana (Axelrod, 1984), sobre comunicacion no verbal y sobre
la relacion humana entre combatientes. El progreso en la comunicacién no
verbal humanitaria se detiene y hasta retrocede cuando se utilizan SAALSs en
tiempo de paz (preventivamente) o de guerra. En palabras de Sparrow,
«debemos mantener una relacion interpersonal con otros seres humanos
incluso durante la guerra» o de lo contrario no estaremos respetando los
mismos fundamentos del derecho (Sparrow, 2016). El avance enorme que,
por ejemplo, supuso la Tregua Dei a partir del siglo XI (una convencion segun
la cual los sacerdotes, las mujeres y la poblacion de menor edad no debian

recibir muerte bajo ninguna circunstancia) solo se podia conseguir entre



humanos. Las zonas de seguridad reservadas tampoco se habrian conseguido

sin los componentes de humanidad y reciprocidad (Martinez, 2003).

Los defensores de estos nuevos sistemas de armamento, obviando la
necesidad de este componente de humanidad, les atribuyen numerosas
ventajas: reduccion de los costes de los operativos, potencial Uinico para
desarrollar determinadas tareas mas rapidamente que los humanos, capacidad
de impactar sobre un objetivo incluso cuando los enlaces de comunicacion se
ven afectados... Arkin sefiala de ellos que «pueden ser disefiados para aceptar
los riesgos mas altos; pueden tener los mejores sensores; no se tambalearan
ante emociones como el miedo o la célera, que pueden incitar a seres humanos
a actuar de manera inmoral; no padeceran prejuicios cognitivos que afectan
al ser humano [...] e incluso pueden distinguir legitima y fiablemente los

blancos legitimos de los ilegitimos» (Sparrow, 2016).

Se trata de ventajas ciertas y que no deben ser despreciadas, pero tampoco
deben serlo, llevados de un utilitarismo exacerbado, los problemas serios que
todo esto supone a nivel tanto tedrico como practico, y sobre todo legal; ni el
hecho de que en numerosas ocasiones ha sido justamente el factor humano,
la emocion humana (Fischer, 2008), la negociacion (Uri, 2005), lo que ha
impedido procesos de escalada bélica: existen numerosos ejemplos de
hombres y mujeres de toda clase y condicién que en un momento dado se
negaron a apretar el boton que hubiera desencadenado uno (Rodriguez-Arana,
1993). Las guerras pudieron ir siendo mas humanas porque la comunicacion
no verbal de la guerra de trincheras permitia momentos de tregua y baja
letalidad sin que los soldados contendientes hubieran recibido ninguna orden

en ese sentido (Axelrod, 1984).



En este sentido, los SAAL estan contribuyendo a tener una vision
deshumanizada de los conflictos bélicos, pero ademas, por ser tecnologia de
doble uso, también pueden deshumanizar la resolucion de conflictos en
tiempos de paz cuando se utilizan para la seguridad interna. Al igual que se
ha reconocido que los ejércitos no deben utilizarse como herramienta comun
para solucionar conflictos ciudadanos, los SAAL no deberian utilizarse en
ningun caso por parte de la Administraciéon como recurso para substituir la

decision de las autoridades publicas de actuar preventivamente.

12. La segunda enmienda: el peligro de la expansion de los SAAL

En los Estados Unidos se garantiza constitucionalmente la autodefensa
armada de sus ciudadanos y la milicia (Guardia Nacional de cada estado) a
través de la Segunda Enmienda de la Constitucion federal segun la cual “el

derecho del pueblo a tener y llevar armas no puede ser infringido”.

Las sentencias de la Corte Suprema Distrito de Columbia v. Heller (2008) y
McDonald v. Chicago (2010) establecieron una jurisprudencia segun la cual
a los ciudadanos estadounidenses no solo se les reconoce el derecho
fundamental a poseer, en su hogar, cualquier tipo de arma (incluso automatica
o militar) que se considere necesaria para su seguridad. Y es que se dice que,
segun el significado original, la segunda enmienda garantiza al ciudadano el
poder de combatir tanto la criminalidad comin como la posible tirania del
poder publico, por lo que ni la Federacion ni los estados podrian restringir ese
derecho excepto ante delincuentes, enfermos mentales o en ciertos recintos
como escuelas y recintos gubernamentales. El autor del fallo de Columbia

v.Heller fue el juez Scallia segun el cual esta enmienda recoge un derecho



individual y no colectivo por lo que el ciudadano no tiene porqué pertenece a

una milicia para portar armas.

Por esa razon, cabe la posibilidad de una vis expansiva de la interpretacion de
las armas que pueden estar en poder de los ciudadanos para su defensa
personal considerando la posibilidad de disponer de SAAL, de robots o
drones autonomos para la defensa personal de los ciudadanos americanos y
de sus Guardias Nacionales formadas al 50% por voluntarios. Ciertamente,
podrian reclamar la posesion y tenencia de un dron o un minidron auténomo
con inteligencia artificial para su propia seguridad lo cual podria conllevar
una nueva epidemia de destruccion y muertes indiscriminadas en tiempo de

paz y sin declaracion de guerra, ni aplicacion del DIH ni del ius belli.

Las armas mas peligrosas van a ser las armas con IA mas pequefias debido
a su poder de ocultacion, letalidad y descontrol por parte de los poderes
publicos. Y cuanto mas imperceptibles para el ojo humano sean con la mas
sofisticada tecnologia, sera mas dificil repeler o proteger a las victimas
inocentes contra su ataque. Los mini SAAL domésticos seran una nueva
amenaza si su posesion se generaliza entre la poblacion civil en forma de
drones armados. Pero ademads, esta situacion puede tener un denominado
efecto imitacion sobre los ciudadanos de otros paises que, sin tener derecho
constitucional a armarse pueden pretender equiparse con esta tecnologia para

garantizar su derecho constitucional a la vida y a su legitima defensa.

Como sefiala Kreps, “la revolucion de los drones ya ha cambiado la guerra
y pronto se convertira en una herramienta comtin también en el contexto civil.
Esté claro que la tecnologia de los drones ha llegado para quedarse” (Kreps y

Fuhrmann, 2016).



Ahora bien,a pesar del minimalismo judicial estadounidense y de la
alegalidad imperante respecto a los SAAL en todo el mundo, lo cierto es que
existe un activo movimiento ciudadano
a favor de la prohibicion de dicha tecnologia miliar que esta  intentando

transformar el horizonte de la seguridad global.

Sin embargo, dichos movimientos solo tienen el objetivo de que los Estados
prohiban los SAAL para fines militares. No advierten que el terror no solo
puede provenir de estados irresponsables, corruptos o totalitarios, o de grupos
terroristas, o de hackers que se vendan al mejor postor o a su ego, sino de
ciudadanos libres de cualquier sospecha, pero que, teniendo derecho a
armarse, como los estadounidenses, deciden hacerlo con sistemas autonomos
de este tipo, que pueden provocar una auténtica escalada de accidentes,

muertes y terror descontrolado.

Si las armas tradicionales de autodefensa (automaéticas y semiautomaticas)
hoy suman diez veces mas victimas en sociedades armadas como Estados
Unidos que en  Europa, imaginense lo que  pasaria
si estos ciudadanos, amparados por su Constitucion, fueran equipados con
armas letales autdnomas con IA para su seguridad privada si no hay un claro

pronunciamiento judicial en este sentido.

Esta polémica ya existe con las armas automaticas, y el fallo del juez federal
del distrito de Massachusetts del 5 de abril de 2018, deja claro que las armas
de asalto AR-15no estdn comprendidas en la garantia de la segunda
enmienday pueden ser prohibidas, con lo que le da la razon a la fiscal general

del Estado, Mauren Healey, que defendi6 la legalidad de las politicas estatales



restrictivas(https://www.mass.gov/enforcing-the-massachusetts-assault-

weapons-ban).

Para proponer argumentos definitivos hay que tener en cuenta la cifra de
30.000  victimas al afilo por armas de fuego (entre
homicidios, asesinatos, accidentes y suicidios) en Estados Unidos a causa de
la Segunda Enmienda y su amplia interpretacion. Las masacres o las victimas
anonimas diarias por disparos de armas convencionales en las manos de los
ciudadanos en tiempos de paz son una tragedia diaria desde los afnos 80, con
casi 100 muertos al dia. Y son armas que estan fisicamente vinculadas a una
personay son responsabilidad de quien aprieta el gatillo. No disparan si no hay
un humano que lo haga. Sin embargo,la llegada de mini SAAL
podria llevar a una proliferacion de armas de autodefensa con IA que pueden

decidir de forma independiente a quién disparar.

En lugar de los 300 millones de armas cortas y largas, automaticas y
semiautomaticas que circula hoy en dia en los Estados Unidos, podriamos
enfrentarnos a 300 millones de drones letales con IA para la defensa personal
de sus duefios, pero descontrolados, alienados fisicamente de ellos (puesto
que su actividad sera independiente de los movimientos de sus “duefios”) y

con una multiplicacion exponencial de victimas inocentes.

Por otro lado, deberemos tener en cuenta la influencia de la “Doctrina del
Castillo” en los Estados Unidos (Martinez, 2003). Es una linea interpretativa
segiin la cual se designa el domicilio como un lugar en
el que la persona tiene protecciones e inmunidades que le permiten, en
determinadas circunstancias, utilizar la fuerza letal para defenderse de un
intruso y queda libre de enjuiciamiento legal por las consecuencias de la

fuerza empleada. Su vestigio permanece de manera sobresaliente como un


http://www.mass.gov/enforcing-the-massachusetts-assault-weapons-ban
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conjunto de principios que se incorporan en diferentes grados tanto a través
de la ley como de la jurisprudencia. Si a esto le sumamos la interpretacion
amplia de la Segunda Enmienda, la regulacion de los SAAL es claramente
urgente por la proyeccion internacional que puede tener su uso en manos de
privados una vez sean asequibles y de tamafio doméstico. De lo contrario
podrian convertirse en Armas de destruccion masiva individualizada
(ADMI). Los ciudadanos americanos (y por emulacion en el resto de paises)
van a sentirse empujados ya no solo a armarse con un arma convencional, una
pistola o un arma de asalto automatica como la AK46, sino a utilizar una
pocket-dron gun para su seguridad. Los autores alertan de que pasaremos de
una amenaza militar a una amenaza de armas de destruccidon masiva o

selectiva en manos de individuos libres de toda sospecha inicial.

El derecho no puede huir de sus responsabilidades. La regulacion debe
impedir la creacion de estas ADMI antes de que sea demasiado tarde y debe
forzar a que aflore la informacion que esta en poder de los diferentes agentes
involucrados (investigadores, empresas, gobiernos, etc.) sobre este nuevo
peligro a nivel mundial para que su [+D-+I no sea dar un cheque en blanco a
la tecnologia letal con Inteligencia artificial. Seria un atractivo negocio que la
industria armamentistica en combinaciéon con la industria tecnologica
especializada en IA no va a dejar de aprovechar. Pero ello comportaria un

descontrol inadvertido aun, indescriptible e impredecible.

Antes de que sea demasiado tarde no deleguemos potestades indelegables
a la tecnologia letal o la humanidad va a sufrir un duro golpe de forma

inesperada.
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