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I. CONTEXTO

La praxis juridica, asi como la practica totalidad de capas de nuestro sistema, ha
experimentado una penetraciéon masiva de tecnologias durante las tultimas
décadas, que van desde las huellas dactilares hasta las pruebas de ADN, pasando
ahora por al reconocimiento facial, o las pruebas genéticas, entre otras'2.Una
trasformacion que afecta profundamente la forma en la que comprendemos
nuestro contexto®, mientras la corte de justicia se transforma en una reunién
cientifica®.

Nos encontramos perdidos en medio de un sistema, donde el juez (y en algunos
casos el jurado), estd llamado a ser un “experto” en todos los campos, desde la
genética hasta la ciencia forense, pasando por el andlisis grafico y ahora la
Inteligencia Artificial (en adelante IA), entre la amplia gama de disciplinas que
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England etc.: Harvard University Press.
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hoy pueden invocarse en un tribunal. Sin prestar atencidon al sesgo, que esos
conjuntos tecnoldgicos 5 ¢7#° pueden introducir en la praxis juridica® ',

De esta forma, y a pesar de todas las evidencias que indican nuestras limitaciones
para tratar de comprender procesos cuyas raices se sitian lejos de nuestra
realidad (y privilegios) cotidianos'?, insistimos en una manera de lograr un
sistema sin prejuicios, donde la ley, basada en principios igualitarios, se pueda
aplicar de manera “justa” a todos los miembros de la comunidad sin considerar
su color de piel, género, orientacion sexual o clase ... Y hoy, esta esperanza esta
siendo depositada en la Inteligencia Artificial, como nueva solucién totémica que
puede corregir (0 no), nuestra vision parcial del mundo, prometiéndonos analisis
sin sesgos, ecuanimidad, y por ende ser mejor juez que nosotros mismos.

Por tanto, podemos decir, que nuestra disciplina ha experimentado un transito
siguiendo los suefios de Hobbes, de la bruma del derecho eclesidstico a un
sistema incrustado en el marco de, no una verdad natural, sino una “verdad
tecnologica” * . Y hemos sido adoctrinados para creer que la proliferacion de
tecnologias en los tribunales podra otorgar “equidad”, entendida como la
superacion de los sesgos que tradicionalmente ha cristalizado la desigualdad en
nuestras sociedades y sistemas juridicos'®. Aunque nada, nos haga pensar que los
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7NOBLE, S. U. (2016). Algorithms of oppression : how search engines reinforce racism.
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conjuntos tecnologicos actuales, van a poder producir este escenario, sino todo
lo contrario. Toda la evidencia muestra la capacidad de la tecnologia para
reproducir los sistemas de opresion, agregando un componente acritico llamado
"sesgo de automatizacion" comprendido como una sobre dependencia, y exceso
de confianza en los sistemas de IA orientados al apoyo en las tomas de decisiones.

Nuestro tiempo, se encuentra amenazado por una nueva cosmovision mediada
por la tecnologia, donde la nueva verdad parece surgir de las profundidades de
la Inteligencia Artificial. Una tecnologia que tiene la capacidad de operar como
una caja negra heuristica, capaz de darnos respuestas manteniendo el “secreto”
de su elaboracion'® V7. Asi, hoy en dia, parece que la verdad vuelve a ser revelada,
no por los textos sagrados que alguna vez inspiraron y “determinaron” nuestra
disciplina para generar certezas ante la naturaleza (y ejecutar brujas), sino por
nuestra nueva creencia tecnoldgica donde el Big Data y la IA se estructuran como
un nuevo Santo Grial, capaz no sélo de predecir, sino también crear, atendiendo
a sus caracteristicas “deterministas” #1920,

A dia de hoy, es incluso complejo enumerar todas las formas de IA que han
proliferado en el ejercicio de nuestra disciplina, muy bien conocido es el caso de
COMPASS como ejemplo perfecto de una “caja negra”, donde incluso los
algoritmos que utiliza son secretos comerciales?'. Hecho que impide que sean
examinados por el publico y los afectados, lo que puede entenderse como una
clara violacion al debido proceso. Un software que, por cierto, no parece mejor
que personas seleccionadas de forma aleatoria, ademas de que parece presentar
un sesgo racial a la hora de calcular los indices de reincidencia®.
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Es necesario notar, que la tecnologia, debe ser entendida como un amplificador
de la voluntad humana, tal como lo describe Kentaro Toyama *que tiene la
posibilidad incrustada de generar negatividades externas * 2> % siendo necesario
poner en valor los distintos impactos que puede tener sobre nuestra sociedad.
Especialmente en un momento determinado por la penetraciéon masiva de la
tecnologia, que estd transformando la forma en que operamos, adquirimos
conocimientos, comprendemos la “otredad” y nos relacionamos con nuestro
contexto? . Una penetracion que tiene toda una gama de impactos en la practica
del derecho, y como el derecho se regula a si mismo, asi como a los propios
marcos tecnologicos.

Una penetracion tecnologica que opera en un contexto donde podemos observar
claramente la existencia de un retraso cultural ? % 3! entre el ambito
tecnocientifico y el juridico/legislativo. Donde se ponen en marcha un conjunto
de metarrelatos para facilitar la penetracion tecnologica en nuestra sociedad,
aprovechando una serie de debilidades que padecen la mayoria de los sistemas
juridicos occidentales en la actualidad, como la falta de conocimiento tecnologico
o la falta de recursos humanos y su traduccion en el correcto funcionamiento del
sistema (retrasos en el acceso y la sentencia) o “el hecho de que muchas jurisdicciones
dependan de las tasas y multas como ingresos para el sistema de justicia penal y para
otros programas” .

Una penetracion de la tecnologia, que viene a su vez retroalimentada por los
planificadores publicos, que buscan la solucién a los déficits de personal en la
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tecnologia. Algo similar a lo ocurrido con la proliferacion de “Smart Contracts”
3 una nueva tecnologia cuyas implicaciones y cumplimiento con los marcos
juridicos es muy cuestionable pero que aceptamos como algo inevitable. Porque
basicamente, nos permite reducir el nimero de partes involucradas asi como el
procedimiento de supervision de sus aplicaciones y desarrollo.

Aceptamos, asi, una pérdida constante y sistemdtica humanidad en todos los
estratos de la vida, incluso en la guerra como ilustra el caso de los sistemas letales
auténomos, cuyo nivel de cumplimiento de las normas del Derecho Internacional
Humanitario es también mds que cuestionable anticipando una tendencia que
podria tener efectos dramaticos en nuestras sociedades, especialmente si esta
tendencia se cristaliza en el sistema legal, un sistema que per se deberia estar
basado en el juicio humano

II. MAQUINAS DE AMOROSA GRACIA.

“All Watched Over by Machines of Loving Grace” es el titulo de un poema escrito
por Richard Brautigan y publicado por primera vez en 1967 en una coleccion del
mismo nombre. Una representacion de un futuro utdpico donde nuestra especie
finalmente puede encontrar el equilibrio con el resto de las formas de vida de
nuestro planeta gracias al papel de la computacion moderna. Un poema,
relacionado con una escuela ideoldgica y filosofica, el objetivismo, que florecid
en los afos 90 bajo la administraciéon Clinton (en el campo econdémico) gracias al
papel del objetivista Alan Greesnpan (Presidente de la Reserva Federal de 1987 a
2006), y cuyo impacto en la configuracion de la Economia Global actual es clave
para comprender la metamorfosis del Estado y sus marcos juridicos. Porque es
precisamente la corriente de la desregulacion (abanderada por la administracion
Regan-Thatcher y sus seguidores) inflamada por la creencia de que el progreso
tecnocientifico. Responsable ultimo de la degradacion de la idea de democracia
y la metamorfosis del Estado en una forma de gobierno privado® donde el
sistema de privilegios que opera, no se erosione sino que se cristalice.

El objetivismo, fue gestado por Ayn Rand, y estaba basado en cuatro postulados:
realidad, razdn, interés propio y capitalismo 3. Una filosofia donde el desarrollo
tecnoldgico jugd un papel fundamental como principal medio para crear una

33 CHRISTIDIS, K., ACCESS, M. D.-I. (2016). Blockchains and smart contracts for the internet of
things. Ieeexplore.leee.Org.

3¢+ KOSBA, A, MILLER, A., SHI, E., Z. I. symposium (2016). Hawk: The blockchain model of
cryptography and privacy-preserving smart contracts. In IEEE Symposium on Security and Privacy
35 MBEMBE, A. (2011). Necropolitica. Barcelona: Melusina.

36 RAND, A. (2020). Aynrand.org.



nueva sociedad.

Un enfoque filoséfico, que sigue jugando un papel fundamental en nuestro actual
sistema de creencias, con profundas afectaciones sobre nuestro comportamiento,
especialmente relacionado con aquellos procesos de toma de decisiones que
involucran a la tecnologia como fuente y medio de andlisis. Como dijo
Baudrillard “Vivimos en un mundo donde hay cada vez mds informacion, y cada vez
menos significado”?’.

Por lo tanto podemos observar, como hoy en dia, existe una tendencia de
confianza versus la maquina®. Todavia nos encontramos hipnotizados por sus
capacidades, su velocidad, su fiabilidad (?) como John Gast mientras pintaba su
famosa obra “American Progress”. Estamos “hechizados” por la tecnologia de tal
manera que no nos permite entender del todo que las maquinas también son
falibles® y cuanta mas responsabilidad les demos mas dramaticos seran estos
fracasos. Y una vez que esto suceda, jquién serad responsable?

(Coémo vamos a poder lidiar con errores, con consecuencias fatales que son
producto de algoritmos y no de humanos?, ;como vamos a poder proceder en
una sociedad donde la toma de decisiones es compartida, cuando no se transfiere
o delega directamente a actores no humanos?, como sucede de manera muy
visible en el caso de los Sistemas de Armas Auténomas Letales. Pero también
puede afectar la concesion de un crédito (credit-scoring), la admisiéon a una
universidad, el calculo de reincidencia de un acusado o incluso todos los aspectos
de la vida como el sistema de social-scoring desarrollado por china.

Demasiadas posibilidades y tan pocas respuestas para un fenomeno que estd en
todas partes, de la Conferencia de Seguridad de Munich® donde Sophia, la
animatronica, daba lecciones a los lideres mundiales* mientras propulsaba la
agenda de su creador para facilitar la permeabilidad de nuestro sistema a la IA a

37 BAUDRILLARD, J. (1987). Cool memories 1980-1985. Collection Débats.

381, X., HESS, T. ]., & VALACICH, J. (2008). Why do we trust new technology? A study of initial
trust formation with organizational information systems. The Journal of Strategic Information
Systems, 17(1), 39-71.

39 O’NEIL, C. (2017). Weapons of math destruction : how big data increases inequality and threatens
democracy. Broadway Books.

40 SHARKEY, N. (2018). Mama Mia It's Sophia: A Show Robot Or Dangerous Platform To Mislead?
1 WAREHAM, M. (2018). “Want to worry about AI? Then worry about this..” Humans Right
Watch. Retrieved April 15, 2019, from https://www.hrw.org/news/2018/03/07/want-worry-about-
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través de formas como “Smart Policing”#.

Una narrativa que nos adoctrina para creer que el Big Data y la IA, nos estan
permitiendo ser libres, incluso de juzgar, sin darnos cuenta de que estamos
aceptando retirarnos de algunos aspectos de nuestra existencia que nos resultan
incémodos, basicamente porque atin tenemos dudas. Pero hay un sistema capaz,
no de erradicarlos, sino de barnizarlos con algoritmos (O’Neil, 2017). Una
simulacién de inteligencia, que es solo una imitacién, nunca una reproduccion,
basicamente porque las maquinas, no sienten, no tienen empatia u otras
cualidades humanas que son basicas para el ejercicio de nuestra disciplina. El
juicio humano no puede ser sustituido, ni siquiera guiado por sistemas
tecnoldgicos incapaces de comprender las implicaciones mas profundas de la
existencia humana.(Conitzer, 2017).

III. LOS MITOS Y LOS SESGOS

“El secreto de toda teoria es que la
verdad no existe”

(Baudrillard, 1987)

Histéricamente, todas las comunidades humanas se han visto afectadas por un
conjunto de “sesgos” que ha redefinido el papel de la “otredad” basado en una
multiplicidad de factores donde la experiencia (individual y colectiva) y la
ideologia/prejuicios han jugado un papel importante en la elaboracion de
metarrelatos complejos®. Unos metarrelatos que tienden a exagerar las
cualidades morales/éticas (incluso fisicas e intelectuales) de los miembros de un
grupo (el dominante) sobre los “otros” cuyo retrato normalmente incluye
factores de “inferioridad”. Un mecanismo que ha sido profundamente estudiado
y cuya traduccidn en nuestra sociedad se puede ver en casi todas partes, también
a través de procesos que hemos “normalizado” como es el “perfilado racial”.
®cuyo impacto sobre la seguridad publica es muy notorio, con una clara
sobrerrepresentacion de las minorias en el sistema judicial y penitenciario. Y

42 COLDREN, J. R, HUNTOON, A. & MEDARIS, M. (2013). Introducing Smart Policing:
Foundations, Principles, and Practice. Police Quarterly, 16(3), 275-286.

4 BALIBAR, E., & WALLERSTEIN, 1. (1991). Race, Nation, Class: Ambiguous Identities.
44 WEITZER, R., & TUCH, S. A. (2002). Perceptions of racial profiling: Race, class, and personal

experience. Criminology, 40(2), 435-456.
45 WELCH, K. (2007). Black Criminal Stereotypes and Racial Profiling. Journal of Contemporary
Criminal Justice, 23(3), 276-288. https://doi.org/10.1177/1043986207306870



donde factores como el racismo, el clasismo, o la misoginia juegan un papel
importante.

Es necesario sefialar, que nosotros como humanos experimentamos una realidad
mediatizada a través de la ideologia*, por lo tanto nuestras acciones, y
principales lineas de pensamiento estdn contaminadas por un conjunto de
prejuicios (que todos compartimos, solo cambiando su grado de persistencia). La
mayor parte de nosotros (todos nosotros), hemos sido criados en un sistema,
donde el racismo, el clasismo, la misoginia, la homofobia, la transfobia (entre
otras) opera como una ideologia incrustada, por lo que, en mayor o menor grado,
forman parte de quienes somos. Incluso afectando a quienes somos parte de estos
grupos marginados. ;Quién no ha sido inducido a aceptar lanocion de un “orden
natural” que opera en su interior, como lo muestra la dialéctica del amo y el
esclavo?¥

Debemos notar, en este sentido, que los marcos mentales del humanismo
tradicional (incrustados en la superestructura del sistema“ 4 hacen referencia a
las ramificaciones de su representacion vitrubiana, que tradicionalmente se ha
entendido como un postulado universal. Aunque esta imagen arquetipica
coincide implicitamente sdlo con el varon, blanco, urbanizado, hablante de una
lengua estandar, heterosexual, inscrito en la unidad reproductiva basica,
ciudadano de pleno derecho de una comunidad politica reconocida®.Siendo esta
quizas, laimagen menos representativa de la realidad contemporanea, y un claro
ejemplo de cristalizacion del sistema de privilegios imperante .

Pero el hecho de que no hayamos podido borrar esos sesgos, no significa que no
haya existido un esfuerzo constante para hacerlo, por parte de tantos miembros
dela “comunidad legal” y activistas en todo el mundo. Esfuerzos que en algunos
casos han sido positivos, y en otros, tienen consecuencias mas dudosas: Como en
el caso de Amadou Diallo, un inmigrante africano desarmado que recibid 41
disparos por parte de agentes de la Policia de nueva York en la puerta de su

4 ZIZEK, S. (1997). The Supposed Subjects of Ideology. Critical Quarterly, 39(2), 39-59.

47HEGEL, G. (1966). Fenomenologia del espiritu (1st ed.). Buenos Aires: Fondo de Cultura Economica.
8 BATES, T. (1975). Gramsci and the Theory of Hegemony. Journal of the History of Ideas, 32(2), 351—
356.

4 FEMIA, J. (1987). Gramsci’s political thought: hegemony, consciousness, and the revolutionary process
(4th ed.). London: Claredon Press.
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51 BRAIDOT]I, R. (2015). Lo Posthumano (1st ed.). Barcelona: Gedisa.

52 IRIGARAY, L. (2010). Speculum. L’altra donna. Universale economica.



casa®, o el caso de Rodney King® %, golpeado hasta la muerte por agentes de la
policia de Los Angeles. En ambos casos, se presenté una mocion de cambio de
sede, ya que la defensa entendié que la publicidad negativa sobre sus clientes
corromperia al jurado, agregando ademas, en el caso de Amadou que los vecinos
del Bronx suelen albergar “prejuicios” negativos contra policias por lo que se
inclinaron a condenarlos, por lo que para tener un “juicio justo” ese cambio era
una necesidad.

Por tanto, aqui podemos encontrar un claro ejemplo de uno de esos mecanismos
puestos en marcha para evitar sesgos para determinar el sentido del juicio, como
es la posibilidad de cambio de sede. Aun cuando podemos incurrir en el error de
entender que aquellas comunidades que no han estado expuestas masivamente
a los medios y al impacto de un evento, no van a presentar prejuicios, como
raciales, o confianza en la policia (por su experiencia especifica y construccion de
la percepcion).

Asi en ambos de los casos anteriormente mencionados los agentes de policia
fueron declarados no culpables una vez que el juicio se incrusté en las
comunidades conservadoras blancas. Un ejemplo que también nos muestra
cdmo, incluso, los mecanismos establecidos para evitar sesgos negativos sobre
los acusados pueden ser mal utilizados para incrustar “sesgos” positivos sobre
ellos.

Y aqui es donde, la tecnologia, puede estructurarse como promesa S5°de
“equidad”, pero esta afirmacion: ;es verdad? ;O solo una parte de una narrativa
en la que hemos creido acraticamente, poniendo en riesgo no solo a nosotros
mismos sino a todo el progreso que hemos realizado en esta 4rea?
Uno de los problemas a la hora de afrontar la produccion tecnoldgica y la
penetracion social es que tendemos a crear narrativas complejas en torno a ella,
de tal forma que condicionan y determinan nuestros planteamientos.

A lo largo de la historia han sido no pocos los sistemas tecnoldgicos que han
iluminado metarrelatos complejos que confluyen con formas simbdlicas,

53 EMBRICK, D. G. (2015). Two Nations, Revisited: The Lynching of Black and Brown Bodies, Police
Brutality, and Racial Control in “Post-Racial” Amerikkka. Critical Sociology, 41(6), 835-843.

5+ FERLDMAN, A. (1994). On cultural anesthesia: From desert storm to Rodney King. American
Ethnologist, 21(2), 404-418.

55 WEITZER, R., & TUCH, S. A. (2002). Perceptions of racial profiling: Race, class, and personal
experience. Criminology, 40(2), 435-456.

5% POSTMAN, N. (2006). Amusing ourselves to death: Public discourse in the age of show business (20th
ed.). London: Penguin.



generando disociaciones entre realidad y ficcion®. Asi ocurrio con el surgimiento
del calendario, asociado a la revolucion neolitica como tecnologia que permitia
la reproduccién de ciclos agricolas y que acabd albergando un pensamiento
magico relacionado con la trazabilidad del tiempo, y su relacién con los ciclos
astrales. Un tipo de pensamiento que configur6 fendmenos de opresion/control
a través de la prevision de fendmenos astrales complejos (prediccion de eclipses,
por ejemplo), entre otros®.

Si bien, no es necesario remontarse a pasados remotos para observar la
reproductibilidad del fendmeno en sociedades reconocidas como cientificas,
como es el caso del descubrimiento de la radiacion y sus posteriores campos de
aplicacion. Asi, encontramos mitos que han surgido en torno a sus propiedades
curativas y la seguridad de su uso en los afios 20 y 30 del siglo pasado. Es
necesario comprender en qué medida se desarrolld esta mitigacion de la
seguridad con respecto a la radiactividad, que llevé a la produccion de productos
de consumo general de todo tipo, incluyendo pastas dentales, chocolates, cremas
para la piel, y un largo etcétera, con el unico objetivo de fomentando su
consentimiento social. Pero estos distan mucho de ser los tinicos, y es necesario
destacar aquellos de caracter estructural que han tenido profundos efectos en el
orden global y en lo humano, mitos que condicionaron las relaciones
internacionales durante décadas, como el de la destruccion mutua asegurada, o
las que se materializaron en forma de promesas de fuentes de energia limpias,
baratas y seguras para el futuro y que tomarian la forma de programas como
Atoms for Peace.

Asi nos encontramos con la estructuracion de una serie de metarrelatos en torno
a la tecnologia que tuvieron la capacidad de acaparar su desarrollo bajo el prisma
de la hegemonia cultural, que cabe destacar, no condujo a una liberacion futura
ni a una produccién global de “bien” sino a la perpetuacion de dindmicas de
opresion y sometimiento cuya materializacion se encuentra en todos y cada uno
de los conflictos por poderes que se desarrollaron durante la Guerra Fria.
periodo.

Podemos encontrar otros ejemplos donde se repite esta dindmica, como el campo
de la biogenética, donde bajo las promesas de cultivos resistentes y el fin del
hambre en el mundo, se escondia una agenda orientada a generar marcos
tecnoldgicos que no pivotaran en torno al bien comun, sino en torno al interés del
sistema de produccion capitalista, donde el “gen terminador”, se erige como un

57 RODRIGUEZ, J. (2016). La civilizacion ausente: Tecnologia y sociedad en la era de la incertidumbre (1st
ed.). Oviedo: Trea.
S8 ELLUL, J., WILKINSON, J., & MERTON, R. (1964). The technological society. Nueva York: Random

House.
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ejemplo paradigmatico, reproduciendo con su mera existencia las dinamicas de
opresion y posesion instaladas en el medio rural y agricola, generando graves
amenazas a la soberania alimentaria (como sucedio en Haiti con Monsanto). Otra
tecnologia con potencial liberador encaminada a la cristalizacion del orden social
y la consagracion de un sistema productivo, que sigue fomentando el
monocultivo, a pesar de la plena conciencia de sus efectos erosivos sobre el
ecosistema.

Y hoy, el ciclo parece repetirse para la IA. En los foros internacionales de primer
nivel se vuelven a alcanzar promesas sobre escenarios utdpicos, siguiendo el
camino del objetivismo. Los escenarios, que se dice, solo se pueden lograr a través
de un solo camino: transferencia de datos, transferencia de privacidad y, en
ultima instancia, transferencia de humanidad®. Por lo que debemos advertir que
el mundo de la Inteligencia Artificial esta lleno de sombras que deben ser
develadas, sobre todo, teniendo en cuenta que muchos de los datos
proporcionados por los usuarios corren el riesgo de ser utilizados en su contra,
ya sea por corporaciones privadas o por programas militares, como esta pasando
con los programas de reconocimiento facial. Siendo necesario explorar los tres

principales mitos en torno a la IA, tales como: humanizacion, eficiencia y
confiabilidad.

1. El primer mito: la agencia moral

El primer mito es que, correctamente codificadas, las maquinas pueden adoptar
comportamientos ético-morales. Pero claramente, una maquina no es capaz ni de
ética ni de moral ni de intuicidn, basicamente porque no es inteligente “per se”
sino solo una simulacion de Inteligencia®. En todo caso puede ser considerado
como un agente moral porque una maquina solo puede aspirar a tener la ética de
quien la codifico ©. Lo que significa que serd solo una simulacion.(Baudrillard,
1994) de la ética del programador, el ingeniero o una combinaciéon de
informacion procedente de la nube. Lo que nos lleva a la pregunta: ;de quién es
la ética que vamos a programar? E incluso sillegamos a este escenario: ;el sistema
evolucionara por si mismo? ;O estaremos condenados a una sociedad

59 GRIFFIN, A. (2018). Saudi Arabia grants citizenship to a robot for the first time ever | The
Independent. 15 de Agosto de 2019, from https://www.independent.co.uk/life-style/gadgets-and-
tech/news/saudi-arabia-robot-sophia-citizenship-android-riyadh-citizen-passport-future-
a8021601.html

60 MARTINEZ- QUIRANTE, R. & RODRIGUEZ-ALVAREZ, J. (2020). El lado oscuro de la
Inteligencia artificial . IDEES, (48).

61 RUSSELL, S. J. (STUART J., NORVIG, P., & DAVIS, E. (2010). Artificial intelligence : a modern
approach (3rd Editio). New York: Pearson.
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inmovilizada donde el bien y el mal se cristalizan sobre la base de una
construccion algoritmica subjetiva? Y si evolucionara... jcudl seria su horizonte?

En resumen, la inteligencia artificial de ninguna manera puede considerarse un
agente moral porque es meramente una simulacion. No puede, por tanto,
comprender, bajo ningin parametro, algo tan fundamental y fundamental como
el valor de una vida humana, ni sentir respeto ni compasion. Caracteristicas,
todas ellas que deben ser inherentes al sistema de justicia.

2. Elsegqundo Mito, La eficiencia

El segundo mito o falacia es que la IA puede tomar decisiones de manera mas
efectiva, equitativa y justa que un ser humano. Nada mas lejos de la realidad, en
primer lugar, porque la IA emula el sistema ético-ideologico de sus creadores. En
otras palabras, reproduce nuestra falta de imparcialidad. Como mostré Cathy
O'Neil en su trabajo Armas de destruccion matematica®?, donde muestra los
dramaticos efectos que puede tener sobre la sociedad la creencia acritica en la
infalibilidad de los algoritmos. Un hecho que también se ve reforzado por el
trabajo realizado por la American Civil Liberties Union para demostrar que los
sistemas de reconocimiento facial tienen una alta tendencia a identificar a sujetos
no caucasicos como delincuentes.

En la prueba realizada por ACLU en 2018 utilizando una herramienta de
reconocimiento facial, llamada “Rekognition”, propiedad de Amazonque esta
proliferando en los usos policiales y policiales®, el software emparejo
incorrectamente a 28 miembros del Congreso, identificAndolos como otras
personas que habian sido arrestadas por un delito: “Los miembros del Congreso que
fueron emparejados falsamente con la base de datos de fichas policiales que usamos en la
prueba incluyen republicanos y democratas, hombres y mujeres, y legisladores de todas
las edades, de todo el pais. Las coincidencias falsas fueron desproporcionadamente de
personas de color, incluidos seis miembros del Caucus Negro del Congreso, entre ellos la
leyenda de los derechos civiles, el representante John Lewis (D-Ga.). Estos resultados
demuestran por qué el Congreso deberia unirse a la ACLU para pedir una moratoria sobre
el uso de la vigilancia facial por parte de las fuerzas del orden”®%,

62 O’NEIL, C. (2017). Weapons of math destruction : how big data increases inequality and threatens
democracy. Broadway Books.

6 BRANDOM, R. (22 de Mayo de 2018)). Amazon is selling police a real-time facial recognition
system - The Verge. (10 de Junio de 2020), de
https://www.theverge.com/2018/5/22/17379968/amazon-rekognition-facial-recognition-
surveillance-aclu

64 SNOW, J. (2018, July 26). Amazon’s Face Recognition Falsely Matched 28 Members of Congress
With Mugshots | American Civil Liberties Union. 10 de Junio de 2020,
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Estamos, asi, ante una tecnologia disefiada en su mayoria por hombres blancos,
capaces de transferir los gustos y disgustos de sus creadores. Ademads, al ser un
sistema heuristico, comprender los procesos utilizados por la IA para llegar a una
decision especifica es increiblemente desafiante. Y si es imposible, en tantos
casos, deconstruir o explicar los procesos detras de una decision particular de IA,
entonces es irresponsable permitir que infieran en nuestros sistemas de justicia..

3. El tercer mito, la confiabilidad

Y finalmente llegamos a la tercera falacia, que sostiene que la inteligencia
artificial es mas confiable que la inteligencia humana. Este concepto podria
aceptarse en circunstancias muy especificas, pero nunca en términos generales.
Aqui, cabe destacar el trabajo de la ONG britanica Big Brother Watch® se
materializé a través de su informe de 2018 "Face off: The lawless growth of facial
recognition in UK policing"®, que, a través de una investigacion basada en
informacion, que involucrdé mas de 50 solicitudes de informacion, revela como
uno de sus hallazgos clave que: “La gran mayoria de las "coincidencias’ de la policia
que utilizan el reconocimiento facial automatizado hasta la fecha han sido inexactas. En
promedio, un asombroso 95% de las “coincidencias” identificaron erréneamente a
personas inocentes”. (ibidem p7). Poniendo serias dudas no solo sobre la
precisién/confiabilidad de la tecnologia, sino sobre la justificacion de su
introduccion en la aplicacion de la ley (especialmente en esta etapa de desarrollo),
siendo en este aspecto interesante notar que: “Las fuerzas policiales han almacenado
fotos de todos personas emparejadas incorrectamente por sistemas automatizados de
reconocimiento facial, lo que lleva al almacenamiento de fotos biométricas de miles de
personas inocentes”. Por lo tanto, podemos observar qué tipo de agendas estan en
marcha bajo la implementacion de estos conjuntos tecnoldgicos, atn sabiendo
que su “utilidad”, en relacién a su justificacion —identificar delincuentes y
delincuentes- es en la practica nula.

Otro ejemplo de esta falta de confiabilidad lo podemos encontrar, en el caso de
COMPASS, la tecnologia mencionada en la primera seccion del presente articulo.
Un estudio realizado por ProPublica encontrd, después de evaluar las
“puntuaciones de riesgo obtenidas asignadas a mds de 7,000 personas arrestadas en el
condado de Broward, Florida, en 2013 y 2014 y verifico cudntos fueron acusados de

dehttps://www.aclu.org/blog/privacy-technology/surveillance-technologies/amazons-
face-recognition-falsely-matched-28

6 BBW. (n.d.). Big Brother Watch: Defending Civil Liberties, Protecting Privacy. (4 de
Junio de 2020), from https://bigbrotherwatch.org.uk/

66 CARLO, S., KRUECKEBERG, J., & FERRIS, G. (2018). Face off: The lawless growth of facial

recognition in UK policing. Retrieved from www.bigbrotherwatch.org.uk
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nuevos delitos en los proximos dos afios, la misma benchmark utilizado por los creadores
del algoritmo. El puntaje demostro ser notablemente poco confiable para pronosticar
delitos violentos: solo el 20 por ciento de las personas que se predijo que cometerian delitos
violentos en realidad lo hicieron”. Y “era particularmente probable que la férmula
marcara falsamente a los acusados negros como futuros delincuentes, etiquetindolos
erroneamente de esta manera en casi el doble de la tasa de acusados blancos. Los acusados
blancos fueron mal etiquetados como de bajo riesgo con mds frecuencia que los acusados

negros”®’.

Por lo tanto, aqui tenemos una tecnologia, que, si bien las potencialidades de su
futuro desarrollo son altas, el estado del arte actual nos muestra que no se
corresponde con las expectativas que se han creado en torno a su desempefio, al
menos en la actualidad en algunas areas, siendo directamente imposible en otras
como las relacionadas con la agencia moral. Y como la creencia acritica en su
humanidad, eficiencia y confiabilidad puede generar enormes problemas para la
aplicacion de la ley y el sistema de justicia, especialmente cuando se implementa
sin un "control humano significativo".

Pero el problema no estd solo relacionado con el hecho de que estamos
desplegando y usando tecnologias que no cumplen con las expectativas, el
problema es que creemos que si, porque estamos siendo adoctrinados por las
narrativas descritas anteriormente, y aqui es donde viene. el problema del sesgo
de automatizacion.

4. Elsesgo de Automatizacion

El Sesgo de Automatizacion es un fenémeno que ha sido profundamente
estudiado a lo largo de los ultimos afios, pero cuyo reconocimiento de impacto
en los sistemas de Justicia ha sido sistematicamente ignorado, permitiendo la
penetracion de conjuntos de tecnologias, que como se mostr6é anteriormente,
pueden tener efectos dramaticos sobre la justicia.

El sesgo de automatizacion se puede describir como un fenémeno cognitivo,
relacionado con la propension de los humanos a favorecer las sugerencias de los
sistemas automatizados de toma de decisiones e ignorar la informacién
contradictoria hecha sin automatizacion, incluso si es correcta. Existiendo una
larga lista de ejemplos donde se estd produciendo este fendmeno, especialmente
preocupante en campos como el militar donde incluso tenemos casos de tropas
muertas por fuego amigo® debido al sesgo de automatizacion, lo que representa
uno de los mayores desafios en la carrera por las armas letales autéonomas.

67 ANGWIN, J., LARSON, J., MATTU, S., & KRISCHNER, L. (23 Mayo de 2016). Machine
68 SCHARRE, P., & NORTON, W. W. (2018). Army of None: Autonomous Weapons and the Future of
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El concepto de sesgo de automatizacion esta relacionado con la literatura de
psicologia social que encontr6 un sesgo en la interaccion humano-humano que
mostro que las personas asignan evaluaciones mas positivas a las decisiones
tomadas por humanos que a un objeto neutral®. Y se ha encontrado el mismo
tipo de sesgo de positividad para la interaccion humano-automatizacién”, donde
las decisiones automatizadas se califican mas positivamente que neutrales” 72

Este fenomeno se ha convertido en un problema creciente reconocido para la
toma de decisiones en varias areas, como las unidades de cuidados intensivos,
las plantas de energia nuclear y las cabinas de los aviones que tienen cada vez
mas monitores de sistemas computarizados integrados y ayudas para la toma de
decisiones para descartar en su mayoria posibles errores humanos.” Siendo
necesario desarrollar herramientas que nos puedan ayudar a corregir este
fenomeno. En la mayor parte de los casos analizados en la literatura 7*.Los errores
de sesgo de automatizacién tienden a ocurrir cuando la toma de decisiones
depende de computadoras u otras ayudas automatizadas y el ser humano tiene
un rol de observador pero es capaz de tomar decisiones.

Entonces aqui tenemos un fendmeno, cuyos efectos pueden ser dramaticos en un
sistema de justicia que ha estado expuesto y lo estd constantemente, a la
penetracion de la Automatizacién. Una penetracion que ha sido posible gracias
a un proceso de adoctrinamiento que ha facilitado un acercamiento mitico a la
IA, muy lejos de las capacidades reales de la tecnologia en su estado actual de
desarrollo (y muy probable que también en el futuro). Una tecnologia que tiene

War Army of None: Autonomous Weapons and the Future of War Arms Control Today. Retrieved from
https://www.armscontrol.org
69 BRUNER, J., & TAGIURI, R. (1954). The perception of People. In Handbook of Social Psycology:
Special fields and applications (Vol. 2, pp. 634-651). Addison-Wesley.
70 MADHAVAN, P., & WIEGMANN, D. A. (2007). Similarities and differences between human—
human and human-automation trust: An integrative review. Theoretical Issues in Ergonomics Science,
8(4), 277-301.
71 DZINDOLET, M. T., PETERSON, S. A., POMRANKY, R. A,, PIERCE, L. G., & Beck, H. P. (2003).
The role of trust in automation reliance. International Journal of Human Computer Studies, 58(6), 697—
718.
72 SKITKA, L. J., MOSIER, K. L., & BURDICK, M. (1999). Does automation bias decision-making?
International Journal of Human Computer Studies, 51(5), 991-1006.
https://doi.org/10.1006/ijhc.1999.0252

74+ CUMMINGS, M. (2004). Automation Bias in Intelligent Time Critical Decision Support Systems.
In AIAA 1st Intelligent Systems Technical Conference. Reston, Virigina: American Institute of

Aeronautics and Astronautics.
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la capacidad de reproducir nuestro sesgo, como explica Nobel en su trabajo
“Algoritmos de la opresion” (Noble, 2016) donde subraya el papel que puede
jugar la raza en la cristalizacion de los prejuicios “algoritmicos”. Condenandonos
a adentrarnos mas en la cueva, y en todo caso permitiéndonos corregir el sesgo,
ya que era el objetivo principal, o excusa de su despliegue.

IV CONCLUSIONES

La tecnologia hoy, tiene la potencialidad de convertirse en fuente de
“cristalizacion de la ética”, debido a las promesas y mitos que envuelven la
nocion de Autonomia, y su capacidad de hacernos aceptar que es mejor de lo que
somos, cuya maxima manifestacion es el Sesgo de Automatizacion. Reforzando
el sistema de prejuicios que opera en nuestra sociedad, afectando la percepcion
de la “otredad” cuestionando el acceso a un juicio justo.

Hemos sido adoctrinados para creer en un conjunto de capacidades que la
tecnologia no tiene hoy y probablemente nunca tendra. Permitir que penetre en
cada capa de nuestra sociedad, donde el sistema de justicia y el sistema de
aplicacion de la ley no son una excepcion, incluso cuando la tecnologia es de
dudosa utilidad si se compara con sus expectativas supone un enorme riesgo. Un
hecho que no impide una asignacién constante de recursos en el ecosistema de
IA. Incluso cuando se reconoce el sesgo, lo ha hecho.

La tinica forma que tenemos de reducir el sesgo en el sistema de justicia es reducir
el sesgo en la sociedad, por lo que el sistema legal es solo un reflejo de la sociedad
en la que habita. No podemos esperar que la tecnologia resuelva por si sola el
problema del sesgo, mucho menos a través de la delegacion de procesos criticos,
como los que involucran a la aplicacion de la ley y el sistema de justicia, por lo
que tiene la potencialidad de cristalizar la desigualdad bajo un enfoque
algoritmico.

Pero mads aun, si aceptamos esta penetracion, estaremos renunciando a nuestra
responsabilidad. Una responsabilidad que debe entenderse referida al
desmantelamiento del mecanismo de opresion y privilegios que opera en nuestra
sociedad, y la responsabilidad de ejercer control humano sobre todo el proceso
judicial, como sobre todo proceso que pueda tener potenciales implicaciones
profundas para un ser humano. ser, como el control de fronteras (“iBorderCtrl,”
n.d.) o apuntar a sospechosos entre muchos otros.

Finalmente, ain en el caso de que aceptemos su penetracion como algo
inevitable, es necesario establecer un conjunto de reglas que subrayen el papel
del “control humano significativo” asi como la creacién de una agencia publica
de evaluacion de tecnologias, capaz de generar una marco claro de actuacion que
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pueda orientar a los usuarios, y sensibilizarlos sobre los posibles sesgos para
corregirlos.

La aceptacion acritica del andlisis que hace la tecnologia, tiene hoy, no solo la
capacidad de cristalizar el actual sistema de igualdad a través de algoritmos, sino
la potencialidad incrustada de ofrecerles una nueva capa de justificacion,
cristalizando la discriminacidn sobre una base algoritmica.
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