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I. LOS SESGOS EN LOS ALGORITMOS. BREVE INTRODUCCIÓN

Existen dos causas principales de sesgos en los algoritmos que deben 
distinguirse: por un lado, los sesgos en los datos de entrenamiento y, por 
otro, la desigualdad en la verdad básica o línea base que es la que más se 
aproxima a la realidad expresada en datos (“unequal ground truth”) 1. En 
el primer caso, esto es, los sesgos en los datos de entrenamiento pueden 
diferenciarse dos grupos de sesgos. El primer grupo está formado, a su vez, 
por dos subgrupos: 1) cuando el etiquetado de los datos, realizado por el 
humano, es incorrecto porque, implícitamente se ha introducido un sesgo 2 
(v. gr. para la misma solicitud de un préstamo se codifica peor a las mujeres 

1  Esta contribución es una versión revisada y actualizada del capítulo III de mi libro 
ChatGPT y modelos fundacionales. Aspectos jurídicos de presente y de futuro, Reus, Madrid, 
2023. He tenido especialmente en cuenta el Reglamento de Inteligencia Artificial y la nueva 
Directiva de responsabilidad por los daños ocasionados por productos defectuosos. Barocas, 
Selbst (2016: 677-693).

2  Greenwald, Hamilton Krieger (2006: 945-967), Cotino Hueso (2023: 260-275).
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que a los hombres); 2) cuando parte de la población está subrepresentada, 
lo que supone que puedan darse errores en el análisis de los datos (v. gr. el 
entrenamiento del sistema no tiene suficientes datos respecto de una etnia 
o un sexo determinado) 3.

El segundo grupo de sesgos en los datos de entrenamiento se da cuando 
en los datos hay un sesgo histórico porque los datos empleados reflejan si-
tuaciones del pasado que contienen ese sesgo que, en los nuevos resultados 
que produzca el sistema, tenderán a reproducirse, si no se corrigen en el 
origen. Estos sesgos históricos suelen perpetuarse en el caso de sistemas con 
capacidad de aprendizaje.

A pesar de que los datos de entrenamiento no estén sesgados, el sesgo 
puede proceder de la segunda causa que apuntaba: la “desigualdad en la 
verdad básica o en la línea base” 4. Si, por ejemplo, los riesgos o los requi-
sitos para acceder a un puesto de trabajo están desigualmente distribuidos 
entre grupos de personas protegidos, puede producirse como resultado del 
análisis de datos una discriminación que se conoce como “proxy o statistical 
discrimination”. Es decir, existe un parámetro o variable específica aplicable 
a ese grupo de personas (v. gr. personas con discapacidad o mujeres) que 
puede llevar a resultados discriminatorios como, por ejemplo, en el ámbito 
médico cuando se aplican tratamientos o se recetan medicamentos que han 
sido testados con datos provenientes especialmente del sexo masculino, pero 
se recetan a mujeres con efectos contraproducentes para éstas. La solución no 
es, en estos casos, eliminar siempre esa variable, esto es, el sexo, sino detectar 
el sesgo para poder corregirlo 5. Otro ejemplo sería el siguiente: el algoritmo 
que determina la prima a satisfacer en un seguro, que cubra la responsabilidad 
civil en caso de circulación de vehículos a motor, detecta que los coches rojos 
tienen más riesgo de tener accidentes que los de otro color y que la mayor 
parte de coches rojos son conducidos por hombres, el resultado será que los 
hombres que conduzcan este tipo de vehículos pagarán primas más elevadas 
que las mujeres que conduzcan coches rojos 6. La realidad de base puede ser 
errónea y presentar ya ese sesgo que luego el algoritmo reproduce.

Otras veces los sesgos van apareciendo a lo largo del proceso algorít-
mico como simples errores del sujeto que está etiquetando los datos sin darse 

3  Veale, Binns (2017: 1-17).
4  Shalev-Shwartz Ben-David (2014: 265-266).
5  Navas Navarro (2022a: 337-353). 
6  Este es el ejemplo que pone Hacker (2018b: 1143-1185).
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cuenta. Pero, en ocasiones, la introducción de sesgos puede ser intencionada, 
si se persigue un resultado determinado. Puede “esconder” el sesgo en ca-
tegorías aparentemente neutras como, por ejemplo, la zona geográfica o el 
nivel de estudios 7.

Así pues, es importante que los proveedores y desarrolladores de los 
modelos “minimicen” los sesgos, es más, tengan la obligación de minimizar 
los sesgos porque el mercado con su propio funcionamiento difícilmente eli-
minará el sesgo algorítmico. El Reglamento de IA 8 establece en el art. 55.1 
letra b precisamente esta obligación en caso de modelos de IA de uso general 
que presenten un riesgo sistémico 9 y, en el art. 10, para los sistemas de alto 
riesgo. Una de las formas de minimizar los sesgos es asegurando la calidad de 
los datos de entrenamiento pues ello conducirá a predicciones más acertadas. 
De ahí la importancia que los sellos o etiquetas de calidad de los datos, más 
que de los algoritmos 10, poseen. Además, ello es conforme con los ODS 
núm. 5 (igualdad de género) y núm. 10 (reducción de las desigualdades) 11.

Un ejemplo muy destacado y que puede servir de modelo para futuras 
regulaciones es el que ofrece la Propuesta de Reglamento del Parlamento 
europeo y del Consejo sobre el espacio europeo de datos de salud de 3 de 
mayo de 2022 12. En cumplimiento de lo prescrito en el art. 10 RIA, los arts. 
55 a 58 del Reglamento EEDS se cuidan de regular la “calidad y utilidad de 
los datos sanitarios para uso secundario”. Pues bien, la descripción general 
de los conjuntos de datos por parte de los titulares de datos debe ajustarse 
a lo prescrito en el art. 55 del Reglamento EEDS. En concreto, la etiqueta 
de calidad y utilidad de los datos deberá cumplir los siguientes elementos: 

7  Barocas, Selbst (2016: 692).
8  Reglamento (UE) 2024/1689 del Parlamento europeo y del Consejo de 13 de 

junio de 2024 por el que se establecen normas armonizadas en materia de inteligencia 
artificial (Reglamento de inteligencia artificial), DOUE serie L, 12.7.2024. En adelante, 
será abreviado como “RIA”.

9  Si se tiene en cuenta que la definición de “riesgo sistémico”, que proporciona el art. 
3 núm. 65 RIA, contempla el impacto en los derechos fundamentales, puede interpretarse 
que la minimización de ese riesgo implica igualmente la minimización de sesgos.

10  El art. 23.4 de la Ley 15/2022, de 12 de julio, integral para la igualdad de trato y 
no discriminación (BOE núm. 167, de 13 de julio) establece que se promoverá un sello de 
calidad de los algoritmos cuando la calidad debe estar en los datos, salvo que se interprete 
que el legislador está empleando una metonimia.

11  Celeste Danesi (2022: 253-272).
12  COM(2022) 197 final. Será abreviada como “Reglamento EEDS”.



192

Susana Navas Navarro

a) para la documentación de datos: metadatos, documentación de apoyo, 
modelo de datos, diccionario de datos, normas utilizadas, procedencia; b) 
calidad técnica, que demuestre la exhaustividad, singularidad, exactitud 13, 
validez, oportunidad y coherencia de los datos; c) para los procesos de ges-
tión de la calidad de los datos: nivel de madurez de los procesos de gestión 
de la calidad de los datos, incluidos los procesos de revisión y auditoría y el 
examen de sesgos; d) cobertura: representación de datos sanitarios electróni-
cos multidisciplinares, representatividad de la población incluida en la mues-
tra (art. 10.3 y 10.4 RIA) 14, marco temporal medio en el que una persona 
física aparece en un conjunto de datos 15; e) información sobre el acceso y 
el suministro: tiempo transcurrido entre la recogida de los datos sanitarios 
electrónicos y su inclusión en el conjunto de datos, plazo de suministro de 
los datos sanitarios electrónicos tras la aprobación de la solicitud de acceso 
a estos; f ) información sobre el enriquecimiento de datos: combinación e 
incorporación de datos en un conjunto de datos existente, incluidos enlaces 
con otros conjuntos de datos (art. 56.3 del Reglamento EEDS).

Todo ello, así como eliminar los sesgos de un conjunto de datos, en-
traña un elevado coste para el sujeto que etiqueta los datos y desarrollador 
del modelo. Por otro lado, si el modelo funciona suficientemente bien, en 
el contexto al que se aplique, porque produce resultados lo suficientemente 
precisos, aunque contenga algún sesgo, el desarrollador probablemente no 
tenga que preocuparse si existen falsos positivos o falsos negativos pues el 
usuario que lo emplee no los podrá identificar 16. En definitiva, el mercado 

13  El art. 5.1 letra d RGPD (Reglamento (UE) 2016/679, del Parlamento europeo y 
del Consejo, de 27 de abril de 2016, relativo a la protección de las personas físicas en lo que 
respecta al tratamiento de datos personales y a la libre circulación de estos datos- y por el 
que se deroga la Directiva 95/46/CE, DOUE L 119, 4.5.2016) establece como uno de los 
principios, el de exactitud. En concreto, advierte que los datos deben ser exactos y, si fuera 
necesario, actualizados. Asimismo, se adoptarán todas las medidas razonables para que se 
supriman o rectifiquen sin dilación los datos personales que sean inexactos con respecto a 
los fines para los que se tratan.

14  Comisión Europea, “On Artificial Intelligence – A European approach to excel-
lence and trust”, White Paper, COM(2020), 65 final. Asimismo, “Report on the safety 
and liability implications of Artificial Intelligence, the Internet of Things and robotics”, 
COM(2020) 64 final.

15  La actualización de los datos también se encuentra referida en el art. 5.1 letra 
d RGPD. Si los datos no se actualizan se perpetúan estereotipos que pueden derivar en 
outputs discriminatorios.

16  Kim (2017: 894-930).
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no ofrece suficientes incentivos para minimizar los sesgos por lo que la re-
gulación, en este caso, el derecho antidiscriminatorio, tiene que aportar res-
puestas cuando éstos se presentan.

II. �LA DIRECTIVA 2004/113/CE, DE ACCESO A BIENES Y SERVI-
CIOS Y SU SUMINISTRO. NECESIDAD DE UNA REVISIÓN

En dos aspectos me voy a concentrar: primero, en la relación entre la 
discriminación directa, indirecta y la inteligencia artificial (1.) y, segundo, 
en la necesidad de revisar el derecho antidiscriminatorio europeo tomando 
como ejemplo la Directiva 2004/113/CE (2.).

1.  Discriminación directa, indirecta e inteligencia artificial

Como es conocido el principio de no discriminación se encuentra pre-
sente en el art. 21 de la Carta europea de derechos fundamentales 17, lo que 
ha llevado a que existan ya, como también es conocido, varias Directivas que 
han desarrollado un marco legal para proteger a determinados colectivos 
que se consideran vulnerables estableciendo normas contra concretos tipos 
de discriminación en sus interacciones en el mercado. El Derecho antidis-
criminatorio europeo solo cubre determinadas áreas como son, por ejemplo, 
el empleo, la educación o la oferta al público de bienes y servicios 18. 

Teniendo en cuenta el objeto de investigación que me ocupa, deben 
mencionarse cuatro Directivas que son las que pueden considerarse relevan-
tes en esta materia: la Directiva 2000/43/CE, del Consejo, de 29 de junio 
de 2000, relativa a la aplicación del principio de igualdad de trato de las 
personas independientemente de su origen racial o étnico 19, que se aplica 
a diferentes áreas entre las que se encuentran las arriba mencionadas, la Di-
rectiva 2000/78/CE, del Consejo, del 27 de noviembre de 2000, relativa al 
establecimiento de un marco general para la igualdad de trato en el empleo y 
la ocupación 20, la Directiva 2004/113/CE, del Consejo, de 13 de diciembre 
del 2004, por la que se aplica el principio de igualdad de trato entre hombres 
y mujeres al acceso a bienes y servicios y su suministro 21 y, finalmente, la 

17  https://www.europarl.europa.eu/charter/pdf/text_es.pdf. Fecha de la consulta: 
diciembre 2024.

18  Navas Navarro (2014: 253-285).
19  DOCE núm. 180, de 19 de julio de 2000.
20  DOCE núm. 303, de 2 de diciembre de 2000.
21  DOUE L 373/37, de 21 de diciembre de 2004.
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Directiva 2006/54/CE, del Parlamento europeo y del Consejo, de 5 de julio 
de 2006, relativa a la aplicación del principio de igualdad de oportunidades 
y de igualdad de trato entre hombres y mujeres en asuntos de empleo y 
ocupación 22. A ellas puede añadirse la Directiva (UE) 2019/882, del Par-
lamento europeo y del Consejo, de 17 de abril de 2019, sobre los requisitos 
de accesibilidad de los productos y servicios 23. En el 2008 hubo una Pro-
puesta de Directiva de la Comisión europea para implementar el principio 
de igualdad entre las personas independientemente de su religión, creencias, 
discapacidad, edad y orientación sexual que finalmente no salió adelante 24. 

En todas estas normas, así como en las de derecho interno que las trans-
ponen, se establece una distinción fundamental entre discriminación directa 
e indirecta 25. Por la primera se entiende, tomando como ejemplo el art. 
2 letra a de la Directiva 2004/113/CE, “la situación en que una persona 
haya sido o pudiera ser tratada de manera menos favorable que es, ha sido o 
sería tratada otra en una situación comparable, por razón de sexo”. La discri-
minación directa se centra en el individuo. Este tipo de discriminación no 
suele ser frecuente en los modelos o sistemas de IA que emplean volúmenes 
considerables de datos para su entrenamiento, toma de decisiones o generar 
contenidos ya que supondría que el proveedor introduce “explícitamente” el 
criterio, que implica que protejan a un grupo de personas 26, como input para 
asignarles, por ejemplo, una puntación menor provocando que el sistema, 
por ejemplo, les deniegue la concesión de un préstamo. Sería demasiado 
evidente la discriminación 27.

La discriminación directa no cubre aquellos supuestos en los que, a 
partir de criterios neutros, el sistema establece correlaciones o predicciones 
que contienen un sesgo discriminatorio no intencional. Tampoco cubre los 

22  DOUE L 204/23, de 26 de julio de 2006.
23  DOUE L 151/70, de 7 de junio de 2019.
24  COM(2008) 426 final.
25  Sobre los dos tipos de discriminación que trato, vid. Rey Martínez (2019: 135-145); 

Barba (2023: 30-56).
26  Como afirma Hacker “borderline case[s]’ being classified as direct discrimina-

tion: where the decision maker’s own biases have informed a machine learning model, for 
example, ‘it seems more convincing to view this as a case of direct discrimination’” (2018: 
1143-1186).

27  Debe recordarse que se eliminó el criterio del sexo en relación con la determinación 
de las primas de los seguros del art. 5.2 de la Directiva que tratamos por mor de la decisión 
del TJUE Test-Achats, C-236/09.
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casos en los que existe un incorrecto etiquetado de los conjuntos de datos 
o un grupo de la población está sub-representado salvo que ello se haga 
“por razón” del criterio discriminatorio concreto, lo que no suele ser el caso. 
Estos supuestos encajan mejor en la discriminación indirecta 28. Por ella se 
entiende, según el art. 2 letra b de la ya citada Directiva 2004/113/CE, 
“la situación en que una disposición, criterio o práctica aparentemente neutros 
sitúa a personas de un sexo determinado en desventaja particular con respecto 
a personas del otro sexo, salvo que dicha disposición, criterio o práctica pueda 
justificarse objetivamente con una finalidad legítima y salvo que los medios 
para alcanzar dicha finalidad sean adecuados y necesarios”.

Este tipo de discriminación se centra en grupos de personas y requiere 
que se den tres elementos: igualdad formal de trato, resultados desventajosos 
y falta de justificación. Como decía, este tipo de discriminación es la más 
evidente en el ámbito de la discriminación algorítmica pues un parámetro o 
una práctica aparentemente neutral puede conducir a un resultado desven-
tajoso para un colectivo determinado. Si no existe una igualdad formal de 
trato, entonces, estamos ante una discriminación directa.

De todos modos, como advertía anteriormente, el Derecho antidiscri-
minatorio europeo no cubre todas las áreas, sino algunas específicas. Sin 
embargo, el proceso algorítmico puede aplicarse más allá del ámbito de apli-
cación material y personal de la legislación europea a la sazón citada, con lo 
cual habrá supuestos en los que aquél no se aplicará. Además, en casos de 
discriminación indirecta, la precisión de las predicciones y recomendaciones 
de los modelos o de los sistemas harán que pueda justificarse fácilmente esa 
discriminación. Adicionalmente, las víctimas de la discriminación tendrán 
que encontrar indicios del mal funcionamiento del modelo de IA o del sis-
tema de IA, la implementación en el sistema de IA o en el proceso algorít-
mico, cuando muchas veces los propios proveedores y desarrolladores ni 
siquiera conocen porqué el modelo o el sistema ha actuado como lo ha hecho 
(el conocido efecto “black box” 29) o bien, como indico posteriormente, aun-
que tengan la posibilidad de demandar la información pertinente registrada 
por el sistema, desentrañar el contenido de esa información para hallar esos 
indicios puede representar un coste económico ciertamente elevado.

28  Adam-Prassl, Binns, Kelly-Lyt (2023: 144-175).
29  Ebers (2019: 45); Wagner (2018: 746-748), Zech (2018: 192-193).
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Por otro lado, los modelos de IA pueden implementarse en sistemas 
de IA con una finalidad general que pueden eventualmente, después de ser 
afinados, aplicarse a usos específicos. La cuestión entonces a plantear estriba 
en contemplar si se aplican las normas en relación con el principio de no 
discriminación en el momento anterior a que estos sistemas de IA se dedi-
quen a ese uso específico, es decir, a una etapa previa al desarrollo del sistema 
con miras a ese uso particular (“finalidad prevista” 30). La respuesta podría 
hallarse en dos decisiones del Tribunal de Justicia de la Unión Europea. Se 
trata de los casos Feryn 31 y Associazione Avvocatura per i diritti LGBTI 32. 
En ellos se establece que el derecho antidiscriminatorio se aplica a las acti-
vidades preparatorias que preceden, por ejemplo, a contratar a una persona 
para un empleo determinado o a prestar un servicio. En este sentido, las 
normas antidiscriminación serían de aplicación a la selección de personas 
bajo ciertas condiciones para un empleo. Pues bien, extrapolada esta doctrina 
jurisprudencial al caso que me ocupa, podría entenderse que estas normas se 
aplican en la fase preparatoria del modelo siempre y cuando el uso específico 
posterior se corresponda con el ámbito de aplicación tanto personal como 
material de las Directivas europeas en la materia. Por tanto, más allá de esos 
ámbitos específicos, al desarrollo de un sistema de IA generativa no podrán 
serles de aplicación, el derecho antidiscriminatorio.

2. La aplicación de la Directiva 2004/113/CE en el mercado digital

Puede afirmarse, de lo recién advertido, que sería necesario, en un futuro 
próximo, que el Derecho antidiscriminatorio europeo vigente se revisara en 
aras a comprender la aplicación, en estos ámbitos legales, de sistemas de IA 
en general. Como botón de muestra para corroborar esta afirmación tomo la 
aplicación del principio de igualdad en el ámbito del Derecho de contratos 
precisamente por cómo afecta en él el uso de sistemas de IA con capacidad de 
aprendizaje y modelos fundacionales 33. Me refiero a la Directiva 2004/113/
CE, de la cual trataré, en primer término, el acceso o suministro a bienes y 

30  Art. 3 núm. 12 define la “finalidad prevista”: el uso para el que un proveedor 
concibe un sistema de IA, incluidos el contexto y las condiciones de uso concretos, según 
la información facilitada por el proveedor en las instrucciones de uso, los materiales y las 
declaraciones de promoción y venta, y la documentación técnica”.

31  C-54/07. STJUE de 10 de julio de 2008.
32  C-507/18. STJUE de 23 de abril de 2020.
33  Navas Navarro (2024: 31-95).
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servicios disponibles para el público (2.1.), después, el ámbito de aplicación 
subjetivo (2.2.), en tercer lugar, la aplicación del Derecho antidiscriminatorio 
europeo a las plataformas intermediarias (2.3.).

2.1. Acceso o suministro de bienes y servicios disponibles para el público

Pues bien, para que el sistema entre dentro del ámbito de aplicación de 
la Directiva 2004/113/CE tiene que desarrollarse para “el acceso a/o sumi-
nistro de bienes y servicios” que son o están “disponibles para el público”. 
Respecto del primer aspecto, la Directiva en cuestión, se refiere a bienes y 
servicios a cambio de una remuneración (art. 3.1), aunque explícitamente no 
lo diga; sin embargo, en la actualidad, los procesos algorítmicos sirven para 
ofrecer servicios online respecto de los cuales, aunque sean ofrecidos “gratui-
tamente”, en realidad, se remunera con “datos personales” como parece im-
plícitamente admitir el art. 3.1 2º apartado de la Directiva (UE) 2019/770, 
del Parlamento europeo y del Consejo de 20 de mayo de 2019 relativa a de-
terminados aspectos de los contratos de suministro de contenidos y servicios 
digitales 34  y, de forma mucha más evidente, la transposición española de 
este precepto mediante el Texto refundido de la Ley general para la defensa 
de consumidores y usuarios 35 (arts. 114 a 127 bis y, en particular, el art. 119 
ter.2 36). Obvio resulta reconocer que la Directiva 2004/113/CE no está 
pensando en estos supuestos, sino que se debe recibir una contraprestación 
en dinero, sea o no electrónico 37. Por tanto, solo entrarían en su ámbito 
de aplicación cuando existiera una remuneración, aunque procediera de un 

34  DOUE L 136, 22.05.2019. En concreto, establece que: “La presente Directiva 
también se aplicará cuando el empresario suministre o se comprometa a suministrar contenidos 
o servicios digitales al consumidor y este facilite o se comprometa a facilitar datos personales 
al empresario, salvo cuando los datos personales facilitados por el consumidor sean tratados 
exclusivamente por el empresario con el fin de suministrar los contenidos o servicios digitales con 
arreglo a la presente Directiva o para permitir que el empresario cumpla los requisitos legales a 
los que está sujeto, y el empresario no trate esos datos para ningún otro fin”. Sobre esta Directiva 
y su trasposición al derecho español, vid. Arnau Raventós (2022: 13-56).

35  Ordenada por el art. 16, Título VIII, Real Decreto-ley 7/2021, de 27 de abril 
(BOE núm. 101, de 28 de abril de 2021).

36  Art. 119 ter.2 TRLGDCU: “la resolución no procederá cuando la falta de confor-
midad sea de escasa importancia, salvo en los supuestos en que el consumidor o usuario haya 
facilitado datos personales como contraprestación, correspondiendo la carga de la prueba al 
empresario”. En la doctrina, vid. Castillo Parrilla (2022: 238-241), Hacker (2020: 47-76).

37  No entro en si en esta expresión (“dinero”) deben entenderse comprendidas las 
criptomonedas. Sobre ello ya me pronuncié en Navas Navarro (2015b: 79-91). 
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tercero, como sería en el caso de los anuncios publicitarios online (los cono-
cidos, banners) 38. En este sentido, plataformas como Google Search podrían 
comprenderse en el ámbito de aplicación de esta Directiva quedando fuera 
aquellos servicios en los que no existe la remuneración por parte de un ter-
cero como pueden ser algunos servicios de traducción automática. 

El derecho antidiscriminatorio europeo se elaboró antes de que el mo-
delo de negocio online, consistente en ofrecer servicios a cambio de datos, 
gobernara la economía digital como lo hace hoy en día, de ahí la importancia 
en la actualidad de revisarlo. De otra parte, en los “bienes” y “servicios” en los 
que pensaba el legislador al elaborar la Directiva no se encontraban los con-
tenidos y servicios digitales, los bienes con elementos digitales conectados a 
otros bienes e interactuando con ellos, los productos digitales que no están 
“terminados” sino que son dinámicos en permanente actualización y mejora, 
que se alimentan de diferentes fuentes de datos, que pueden personalizarse 
por el propio usuario; en general, los que podemos denominar “productos 
inteligentes” en los que el servicio y el bien acaban fusionándose resultando 
a veces difícil diferenciar uno de otro 39. Los asistentes virtuales como Chat-
GPT, Bard, Stable Diffusion, etc.. obviamente también estaban ausentes en 
la mente del legislador 40. Difícil es asimismo encajar a estos últimos en el 
concepto de “servicio digital” que establece la Directiva (UE) 2019/770 pues 
no contempla que los datos sean creados por el propio sistema y no por el 
usuario (art. 2.2) 41, lo que quizá debería revisarse en un futuro.

El segundo extremo se refería a la “disponibilidad para el público” (art. 
3.1 Directiva 2004/113/CE), lo que afecta tanto a la publicidad como a la 
formación de la voluntad contractual. Sin embargo, la primera se ha excluido 
explícitamente del ámbito de aplicación de la Directiva 2004/113/CE (art. 
3.3). Ahora bien, en la actualidad, la publicidad online, cada vez más, es 

38  C-352/85, Bond Van Adverteerders. STJUE de 28 de abril de 1988.
39  Rodríguez de las Heras (2022; 211).
40  A tenor del art. 4.1 de la Directiva 2006/123/CE del Parlamento Europeo y del 

Consejo de 12 de diciembre de 2006 relativa a los servicios en el mercado interior (DOUE 
L 376/36, 27.12.2006) servicio significa: “cualquier actividad económica por cuenta propia, 
prestada normalmente a cambio de una remuneración, contemplada en el artículo 50 del 
Tratado”.

41  «servicio digital»: a) un servicio que permite al consumidor crear, tratar, alma-
cenar o consultar datos en formato digital, o b) un servicio que permite compartir datos 
en formato digital cargados o creados por el consumidor u otros usuarios de ese servicio, o 
interactuar de cualquier otra forma con dichos datos.
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dirigida y personalizada en función del perfil extraído a partir del historial 
de navegación de ese usuario el cual, a su vez, es cruzado con muchos otros 
datos. En el ámbito de la concesión de préstamos basada en el credit scoring se 
diferencia cada vez más al cliente en cuanto a las condiciones del préstamo 42 
y lo mismo sucede en el área de las primas por los seguros contratados 43. 
Cada vez más se va personalizando más de suerte que, al final, cada usua-
rio recibe su servicio o producto, así como las condiciones contractuales “a 
medida”. De hecho, ya se alude a la personalización de la norma jurídica 44.

Si el mercado digital tiende claramente desde hace cierto tiempo a la 
personalización en la oferta de servicios y productos, ¿dónde queda el requi-
sito de que éstos estén “disponibles para el público en general” que establece 
la norma europea?. Parece que este requisito debe entenderse como oferta 
ad incertas personas 45, por lo que la personalización en la oferta de bienes 
y servicios dirigida a pequeños grupos o a personas concretas, que es lo que 
sucede con algunos perfilados, parecería quedar fuera del ámbito de aplica-
ción de la Directiva 2004/113/CE. 

Sin embargo, lo decisivo debería ser que el comerciante está dispuesto a 
celebrar los contratos masivamente con cualquier persona que forme parte 
del grupo perfilado. Esta interpretación del art. 3.1 de la Directiva 2004/113/
CE cuando alude a “con independencia de la persona de que se trate” permi-
tiría aplicar la norma comunitaria en estos casos de personalización.

2.2. Comerciantes versus consumidores

Centrándonos, en este momento, en el ámbito de aplicación personal 
de la Directiva que trato, se puede atisbar que se aplica a los comerciantes 
que ofrecen bienes y servicios disponibles para el público. No obstante, en la 
economía digital han aparecido otros actores que difícilmente encajan en ese 
ámbito de aplicación. Así, existen “consumidores” que se han convertido en 
la nueva categoría de “prosumidores” 46 que producen bienes o permiten el 
acceso a servicios empleando herramientas digitales, que se basan en modelos 
o en sistemas de IA con capacidad de aprendizaje 47, en el mercado digital y 

42  Goetghebuer (2021: 429-460); Collado Rodríguez, Kohl (2021: 124-135).
43  Borgesius, Poort (2017: 347-366).
44  Busch (2019: 8310-8316).
45  Korell, (2006: 6), Riesenhuber, Franck (2004: 530).
46  Navas Navarro (2017: 229-255).
47  Gal, Elkin-Koren (2017: 309-353).
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que no son tenidos en cuenta obviamente por la Directiva 2004/113/CE. 
Además, el consumidor, con más frecuencia de lo que se debería, delega la 
decisión en un asistente virtual.

Otro supuesto son las plataformas online de intermediación que pueden 
quedarse en la pura función neutral de intermediación conectando oferentes 
con aceptantes o bien ir más allá constituyéndose en una parte contractual 48. 
Lo cierto es que esta intermediación está gobernada, con frecuencia, por pro-
cesos algorítmicos a través de los cuales se personalizan anuncios publicita-
rios, se ofrecen bienes de manera personalizada que pueden estar sesgados 49. 

Informar es un deber fundamental para las plataformas en línea cuando 
presenten anuncios publicitarios y, en caso de emplear un sistema de reco-
mendaciones deberán informar de los parámetros utilizados por éstos como 
establecen el art. 26 y el art. 27 RSD, respectivamente. La necesidad de 
especificar los parámetros aparece por vez primera en el Reglamento (UE) 
2019/1150, de 20 de junio, de 20 de junio de 2019, de fomento de la equidad 
y la transparencia para los usuarios profesionales de servicios de interme-
diación en línea 50. En éste se establece la obligación de informar al usuario 
antes de celebrar el contrato, o sea, como deber precontractual de informar 
de los parámetros para clasificar a los usuarios profesionales (art. 5.1) o para 
la clasificación de los resultados de los motores de búsqueda en línea (art. 
5.2) que se presentan al consumidor. La referencia a los parámetros también 
se encuentra recogida en el art. 20.3 y art. 97 bis 1 letra a TRLGDCU 
cuando se advierte de que se deberá informar al consumidor de “la interfaz 
en línea que sea fácil y directamente accesible desde la página en la que se 
presenten las ofertas, relativa a los principales parámetros que determinan 
la clasificación de las ofertas presentadas al consumidor como resultado de 
la búsqueda y la importancia relativa de dichos parámetros frente a otros”. 
Los parámetros explicarán por qué se sugiere una determinada información. 

Según el art. 27.2 RSD, que nos puede servir de guía en la interpretación 
de este término, los parámetros incluirán como mínimo los criterios más 
significativos a la hora de determinar la información sugerida al destinatario 
del servicio y las razones de la importancia relativa de dichos parámetros. 

48  Hacker (2018a: 80-96), De Franceschi (2018: 1-5), Countouris, Ratti (2018: 
486-490).

49  Rubí Puig (2021: 6-8). 
50  DOUE L 186/57 de 11.07.2019. Sobre esta norma europea, vid. Álvarez Moreno 

(2021: 74-120).
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Este deber de informar cumple con el principio de transparencia que debe 
presidir el uso de la IA y es una información relevante para el usuario, sea un 
profesional o un consumidor, en la medida en que le puede ayudar a aportar 
indicios de que existe un sesgo discriminatorio.

La referencia a la descripción de los parámetros es, desde luego, impor-
tantísima desde la perspectiva del Derecho de consumo. Hay que recurrir a 
los considerandos del Reglamento (UE) 2019/1150, en concreto, el núm. 
25, para ver qué significa esa descripción. Según el mismo, se trata del “con-
tenido de la descripción, incluido el número y tipo de los parámetros prin-
cipales, puede registrar, en consecuencia, grandes variaciones en función del 
servicio de intermediación en línea o motor de búsqueda en línea especifico 
de que se trate, pero debe permitir a los usuarios profesionales entender de 
manera clara la forma en que el mecanismo de clasificación tiene en cuenta 
las características de los bienes o servicios reales que aquellas ofrecen, ade-
más de su importancia para los consumidores de los servicios específicos de 
intermediación en línea. Los indicadores empleados para medir la calidad de 
los bienes o servicios de los usuarios profesionales, el uso de editores y su ca-
pacidad para influir en la clasificación de dichos bienes o servicios, el alcance 
de los efectos de la remuneración en la clasificación y los elementos que no 
están relacionados, o solo lo están lejanamente, con el bien o servicio en sí, 
tales como las características de presentación de la oferta en línea, podrían 
constituir ejemplos de parámetros principales que, cuando se incluyen en la 
descripción general del mecanismo de clasificación con un lenguaje sencillo 
y comprensible, deberían ayudar a los usuarios profesionales a entender su 
funcionamiento de la forma adecuada requerida”. 

En España, en el ámbito del derecho del trabajo la conocida como Ley 
rider 51 ha introducido la obligación de las plataformas online como Glovo, 
Deliveroo, y otras, de compartir con los sindicatos las reglas en las que se ba-
san los algoritmos que pueden afectar a las condiciones laborales incluyendo, 
entre otros aspectos, la elaboración de perfiles. En el art. 64.4 se añade una 
letra d) que reconoce como derecho del trabajador el ser informado por la 
empresa de los “parámetros”, reglas e instrucciones en los que se basan los 
algoritmos o sistemas de IA que afectan a la toma de decisiones que pueden 

51  Ley 12/2021, de 28 de septiembre, por la que se modifica el texto refundido de la 
ley del estatuto de los trabajadores, aprobado por Real Decreto Legislativo 2/2015, de 23 
de octubre (BOE núm. 233, de 29 de septiembre).
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afectar a las condiciones de trabajo, acceso y mantenimiento del empleo, así 
como la elaboración de perfiles.

2.3. �Aplicación del Derecho antidiscriminatorio a las plataformas interme-
diarias

A estos intermediarios puede aplicarse el derecho antidiscriminatorio en 
dos supuestos. El primero parte de la consideración de que las plataformas 
en línea en las que se ofrecen bienes y servicios puedan ser consideradas 
“proveedores de servicios de la sociedad de la información”. Se entiende por 
“servicio de la sociedad de la información”, de acuerdo con el art. 1.1 letra 
b de la Directiva (UE) 2015/1535, del Parlamento europeo y del Consejo, 
de 9 de septiembre de 2015, por la que se establece un procedimiento de 
información en materia de reglamentaciones técnicas y de reglas relativas a 
los servicios de la sociedad de la información 52: “todo servicio de la sociedad 
de la información, es decir, todo servicio prestado normalmente a cambio de 
una remuneración, a distancia, por vía electrónica y a petición individual de 
un destinatario de servicios” resultando el “destinatario del servicio”, a tenor 
del art. 3 letra b RSD: “toda persona física o jurídica que utilice un servicio 
intermediario, en particular para buscar información o para hacerla accesible”. 
Estos servicios intermediarios pueden consistir en un servicio de mera trans-
misión, memoria caché, o alojamiento de datos (art. 3.1 letra g).

En concreto, una plataforma en línea es una subcategoría de los servicios 
intermediarios que, según el art. 3.1 letra i RSD, debe considerarse: “un 
servicio de alojamiento de datos que, a petición de un destinatario del servicio, 
almacena y difunde información al público, salvo que esa actividad sea una 
característica menor y puramente auxiliar de otro servicio o una funcionalidad 
menor del servicio principal y que no pueda utilizarse sin ese otro servicio por 
razones objetivas y técnicas, y que la integración de la característica o funcio-
nalidad en el otro servicio no sea un medio para eludir la aplicabilidad del 
presente Reglamento”.

Como tuvo a bien considerar el TJUE, en el caso Belgische Vereiningun 
van Auteurs, Componisten en Uitgevers CVBA (SABAM) 53, en el año 2012, 
estos servicios pueden considerarse accesibles públicamente. Y, de hecho, 
el RSD, en su art. 3.1 letra k, entiende por “difusión al público”: “poner 

52  DOUE L 241/1 de 17.9.2015.
53  C-360/10. STJUE de 16 de febrero de 2012.
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información a disposición de un número potencialmente ilimitado de terceros 
a petición del destinatario del servicio que ha facilitado dicha información”. Si 
la aplicación o sitio web (“interfaz en línea”, art. 3.1 letra m RSD) de estas 
plataformas pueden ser accesibles por cualquiera, el servicio que ofrezcan 
puede ser considerado públicamente accesible, aunque exista, en ciertos ca-
sos, personalización del servicio. Si esto supone que se ofrece un peor servicio 
a un determinado grupo de personas porque existe un sesgo, debe entenderse 
que existe discriminación ora directa ora indirecta. 

La segunda manera en que se puede aplicar a estas plataformas el derecho 
antidiscriminatorio tiene que ver, como decía, con el hecho de que hay pla-
taformas que ejercen una decisiva influencia en la fijación de las condiciones 
del servicio y, como quedó de manifiesto en el caso Asociación profesional 
Elite Taxi contra Uber, el TJUE las ha considerado parte contractual 54 y, 
además, las condiciones del servicio suelen determinarse mediante procesos 
algorítmicos. De hecho, quedarían comprendidas en la definición de “pla-
taforma en línea” en cuanto el alojamiento de datos sea una función auxiliar 
de otro servicio que es el servicio “principal”. Cuando a través de este tipo de 
plataformas se celebran contratos a distancia entre consumidores y comer-
ciantes, aquéllas no podrán acogerse a la exención de responsabilidad que 
recoge el art. 6.1 RSD 55, máxime si se presenta la información concreta de 
tal forma que induzca al consumidor medio a confusión acerca de quién 
ofrece el producto o el servicio es la plataforma o un destinatario del ser-
vicio bajo el control de ésta (art. 6.3 RSD). Por lo tanto, puede entenderse 
aplicable la legislación antidiscriminación cuando en la determinación de 
las condiciones del servicio por el algoritmo se perciba un sesgo discrimina-
torio 56. De hecho, el considerando núm. 52 RSD establece explícitamente 
que, la salvaguarda de los derechos fundamentales incluye, entre otros, en el 
caso de los destinatarios del servicio, el derecho a la libertad de expresión e 
información, el derecho al respeto de la vida privada y familiar, el derecho 
a la protección de los datos personales, el derecho a la no discriminación y 
el derecho a la tutela judicial efectiva. En el caso de los prestadores de ser-

54  C-434/15. STJUE de 20 de diciembre de 2017. En cambio, en los casos Airbnb 
(C-390/18), STJUE de 19 de diciembre de 2019, y Star Taxi (C-62/19), STJUE de 3 de 
diciembre de 2020, se consideró lo contrario, que no había influencia de la plataforma en 
la fijación de las condiciones del servicio.

55  Álvarez Moreno (2021: 252).
56  Navas Navarro (2019: 34-39).
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vicios, la libertad de empresa, incluida la libertad contractual; en el caso de 
las partes afectadas por contenidos ilícitos, el derecho a la dignidad humana, 
los derechos del niño, el derecho a la protección de la propiedad, incluida 
la propiedad intelectual, y el derecho a la no discriminación. En el caso de 
la libertad contractual, ello es así, sin perjuicio de la aplicación de la norma 
europea o de las nacionales en materia de derecho antidiscriminatorio.

Así, puede considerarse que estos nuevos actores del mercado digital 
ofrecen servicios disponibles para el público en general y, de ahí, que entren 
en el ámbito de aplicación personal de la Directiva 2004/113/CE. 

III. �POR UNA REVISIÓN DEL DERECHO ANTIDISCRIMINA-
TORIO EN EUROPA. CONCLUSIONES

Puede ser que, con la ayuda del TJUE mediante su interpretación del 
Derecho antidiscriminatorio europeo, los casos de sesgos discriminatorios 
en los procesos algorítmicos vayan poco a poco encajando en su ámbito de 
aplicación. Aún así, me parece que, tras lo advertido se pone de manifiesto la 
necesidad de revisar la Directiva 2004/113/CE -como muy probablemente 
las restantes mencionadas para adaptarla a la nueva realidad del mercado 
digital y su relación con nueva normativa como el RSD, así como con el 
RIA, lo que asimismo implicará la adaptación de las respectivas normas de 
los derechos internos. De hecho, ya en 2017, el Parlamento europeo reco-
noció que, mientras la mayor parte del acquis communautaire es aplicable a 
la economía colaborativa, la Comisión debía reflexionar acerca de las nor-
mas más relevantes en materia de Derecho antidiscriminatorio en aras a su 
aplicación a esta nueva realidad, así como realizar recomendaciones a este 
respecto 57. Una de estas recomendaciones podría perfectamente ser la que 
ya se está introduciendo en normas sectoriales, es decir, la información acerca 
de los parámetros, reglas e instrucciones de los procesos algorítmicos, así 
como revisar la norma sobre la carga de la prueba para acompasarla, si así 
se considerase, a la Propuesta de Directiva que citamos más adelante. Otra 
posible sería dejar claro que entran dentro de su ámbito de aplicación los 
contratos en los que la contraprestación son datos personales, aunque no 
desconozco que esta última recomendación chocaría, a buen seguro, con el 

57  Parlamento europeo, “European Parliament resolution of 15 June 2017 on a Euro-
pean Agenda for the collaborative economy”, PS_TA-PROV(2017) 0271.
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RGPD, salvo que se revisara éste para encajar la entrega de datos a cambio 
de la prestación de un servicio o entrega de un bien 58.

Precisamente, el art. 23.1 de la Ley 15/2022, de 12 de julio, integral 
para la igualdad de trato y no discriminación establece, en relación con los 
algoritmos involucrados en la toma de decisiones empleados por las admi-
nistraciones públicas, que se podrán incluir mecanismos en el diseño y en 
los datos de entrenamiento para abordar su potencial impacto discrimi-
natorio y minimizar así los posibles sesgos que presenten como, a título 
ejemplificativo, mediante el entreno con datos sintéticos, la introducción 
de la perspectiva de género desde el diseño, las evaluaciones de impacto y 
las auditorías. 59 El hecho de que el precepto se refiera a algoritmos -y no 
a sistemas de IA- permite incluir en su ámbito de aplicación a los modelos 
como el famosísimo ChatGPT.

Adicionalmente, se generan asimismo cuestiones de interés en relación 
con la carga de la prueba de la conducta discriminatoria cuando el criterio 
que origina la discriminación no es el sexo 60 o respecto del daño. En lo 
concerniente a este último extremo, la Propuesta de Directiva relativa a la 
adaptación de las normas de responsabilidad extracontractual a la IA de 28 
de septiembre de 2022 de poca ayuda sirve. Al no concebirse los modelos 
de IA de propósito general como sistemas de alto riesgo, la aplicación de la 

58  Castillo Parrilla (2022: 240-245). A favor de “commodificar” o “cosificar” la infor-
mación personal me pronuncié en Navas Navarro (2015a: 265-270). Por su parte, la nueva 
Guía sobre el uso de las cookies de la AEPD establece que en determinados supuestos 
puede implicar que la no aceptación de las cookies comporte la denegación total o parcial 
del acceso al servicio o al sitio web siempre que se informe adecuadamente al usuario y se 
le ofrezca una alternativa de acceso al servicio que no necesariamente ha de ser gratuita 
(julio 2023, 29). Si se tiene en cuenta que las cookies recaban datos personales y que, si 
se aceptan, se accede al servicio, indirectamente se estaría equiparando la entrega de estos 
a la contraprestación (monetaria) que se pagaría en caso de no aceptación de las cookies.

59  Cotino Hueso (2023: 328-329).
60  Directiva 97/80/CE del Consejo de 15 de diciembre de 1997 relativa a la carga de 

la prueba en los casos de discriminación por razón de sexo, DOUE 14, 20.1.1998, p. 6–8. 
De todos modos, el legislador ha previsto en el art. 8 de la Directiva 2000/43/CE acerca 
de la aplicación del principio de igualdad por razón de etnia facilitar la carga de la prueba a 
la víctima al establecer que ésta solo necesita aportar indicios de los que se pueda presumir 
que ha existido una discriminación directa e indirecta siendo el demandado el que debe 
probar que no ha existido una infracción de este principio. La misma norma se encuentra 
en el art. 9 de la Directiva 2004/113/CE.
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norma relativa a la presunción de “parte” del nexo causal 61 queda al arbi-
trio judicial cuando considere que es “excesivamente difícil” para la víctima 
probarla (art. 4.5). Por otro lado, la posibilidad de acceder a la información 
relevante del sistema de IA, referida en el art. 3 de esta Propuesta, solamente 
cabe para sistemas de IA de alto riesgo. Solo cuando el modelo pueda con-
cebirse como tal que, de acuerdo con esta Propuesta, será especialmente en 
dos casos: cuando el modelo se implemente en un sistema de IA con una 
finalidad especial (“finalidad prevista”) y cuando se modifique sustancial-
mente el modelo en cuyo caso se aplicarán las normas previstas en el RIA 
para los sistemas de alto riesgo, la víctima podrá ejercer su derecho judicial o 
extrajudicialmente a acceder a la información registrada en el sistema de IA. 

El hecho de que se haya aprobado la nueva Directiva sobre daños produ-
cidos por productos defectuosos 62 recientemente ofrece una vía para resarcir 
a las víctimas al considerarse producto los programas informáticos (art. 4.1) 
y al tenerse en cuenta los servicios conexos con el producto (art. 4.3), lo que 
permite comprender a los modelos de IA de propósito general. Además, 
en la consideración del defecto en el producto pueden tenerse en cuenta 
varias circunstancias entre las cuales se encuentra el efecto en el producto 
de toda capacidad de seguir aprendiendo o adquirir nuevas características 
después de su introducción en el mercado o puesta en servicio (art. 7.2 c) y 
los requisitos de seguridad del producto pertinentes, incluidos los requisitos 
de ciberseguridad pertinentes para la seguridad (art. 7.2 f ). Particularmente 
interesante es la circunstancia mencionada en primer lugar puesto que si el 
modelo sigue aprendiendo puede generar nuevos sesgos que pueden llevar a 
resultados discriminatorios que pueden llegar a ocasionar “daños a la salud 
psicológica” reconocidos médicamente (art. 5.1 a), con lo cual, la víctima 
podría ejercer su derecho a la indemnización por un daño ocasionado por un 
producto defectuoso beneficiándose del derecho a la exhibición de pruebas 
(art. 9) y a las presunciones del carácter defectuoso del producto y/o del 
nexo causal entre ese carácter y el daño (art. 10).

De todos modos, la opacidad con la que se desenvuelven estos sistemas 
hace bastante difícil para la víctima, a pesar de haber accedido a dicha infor-

61  Navas Navarro (2022b: 27-51).
62  Directiva del Parlamento europeo y del Consejo sobre responsabilidad por los 

daños causados por productos defectuoso y por la que se deroga la Directiva 85/374/CEE 
del Consejo (2002/0302(COD), PE-CONS 7/24, de 25 de septiembre de 2024).
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mación, pueda llegar a saber, a desentrañar, si existe un sesgo discriminatorio, 
amén del coste que averiguarlo supone. 

A ello se añade que, en la mayoría de estos casos, el daño ocasionado 
suele ser un daño moral puro, el cual posee, por un lado, una regulación 
sectorial en los ordenamientos jurídicos internos y, por otro, los criterios 
jurisprudenciales respecto de la compensación del mismo son muy dispares 
entre los estados miembros de la UE 63. No existe un marco normativo ar-
monizado en relación con el daño moral 64.

De ahí que quizá deba plantearse, por un lado, la aplicación de las nor-
mas antidiscriminatorias desde la perspectiva de los grupos de personas le-
galmente protegidos mediante normativa específica, pero también respecto 
de aquellos grupos a quienes no se les protege con una norma concreta, 
pero que deberían contemplarse, cuyos derechos fundamentales pueden 
verse lesionados por el incorrecto funcionamiento del sistema de IA, como 
son los denominados “grupos algorítmicos” 65 y, por otro, el establecimiento 
de obligaciones específicas para los proveedores de modelos de IA, en el 
RIA, en relación con la representatividad y equilibrio adecuado entre los 
grupos protegidos mediante el establecimiento de mecanismos que corrijan 
los sesgos históricos y sociales que pueden existir en los datos que el modelo 
fundacional capta de fuentes online 66.
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