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I. IDEAS PREVIAS Y OBJETO DE ANÁLISIS

Las Administraciones tributarias están utilizando cada vez más la In-
teligencia Artificial (IA) en su tarea de aplicación de los tributos. Según la 
OCDE efectúan un uso creciente por su capacidad para manejar grandes 
conjuntos de datos, por su potencialidad a la hora de gestionar los recursos 
públicos, y por su eficiencia en la detección de riesgos que afectan a la re-
caudación (OCDE, 2022). 

El uso de la IA no resulta una mera utilización de medios electrónicos. 
El uso de la IA origina una nueva Administración automatizada muy diversa 
a la Administración electrónica existente 1. La Administración automatizada 
supone un funcionamiento autónomo respecto de la persona que dicta el 
acto. No se trata de la mera ejecución mecánica de operaciones, son tareas 
cognitivas que no vienen predeterminadas por actuaciones humanas direc-
tas; el sistema genera nuevos contenidos, predicciones, recomendaciones o 

1  El fenómeno de tecnificación de las Administraciones tributarias se ha llevado 
a cabo a través de varias fases, siendo la última la que pretende potenciar el acceso a los 
obligados tributarios, el fomento de la actuación electrónica y el aumento de los servicios 
de información y asistencia (Díaz Calvarro, 2021).

https://orcid.org/0000-0001-6915-273X
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decisiones 2. Sustituir, deviene el termino clave para entender dicho fenó-
meno, sustituir la voluntad humana por la de la máquina. En la Adminis-
tración electrónica la tecnología facilita la tarea del funcionariado actuante, 
pero en la Administración automatizada resuelve, incluso, procedimientos 
administrativos sin la intervención de la voluntad de la persona humana. 
Y el matiz no es baladí pues su existencia supone un salto cualitativo en la 
acción administrativa y en las garantías aplicables.

La capacidad de actuación autónoma conlleva una mayor necesidad de 
límites normativos tanto con carácter previo, a la hora de habilitar y esta-
blecer las condiciones de su aplicación, como a posteriori para verificar y 
controlar su acierto. Sin duda los derechos y garantías concernidos cuando 
se trata de una Administración automatizada son diversos, en ocasiones, su-
ponen reinterpretar los preexistentes al contexto tecnológico, y en otras, 
puede llevar a la necesidad de formular nuevos derechos y garantías acordes 
al contexto (Fernandes Monica y Díaz Lafuente, 2022) 3. Los escasos lí-
mites explícitos impuestos a la Administración tributaria automatizada en 
nuestro ordenamiento nos llevan a remarcar más que sus posibilidades -que 
son innumerables- los límites. Pues la inteligencia artificial no posee la inte-
ligencia plena de los humanos, no es inteligencia en un sentido humano y, 
además, también es defectible 4.

2  Ver art. 3.3. del Real Decreto 817/2023, de 8 de noviembre. La Agencia tri-
butaria afirma que no son IA los sistemas que utilizan reglas definidas únicamente por 
personas para ejecutar operaciones de manera automática. Por tanto, no son IA el tra-
tamiento masivo de datos, el análisis de redes o grafos, los sistemas de análisis de ries-
gos y la robotización o automatización de ciertas actuaciones, siempre que estos sistemas 
funcionen de manera determinista, basándose en reglas fijadas por humanos, y sin uti-
lizar las capacidades predictivas o generativas propias de la IA (web Agencia tributaria 
[consulta 3/09/2024] https://sede.agenciatributaria.gob.es/Sede/gobierno-abierto/
transparencia/informacion-institucional-organizativa-planificacion/inteligencia-artificial.
html?faqId=d26c6e2f72610910VgnVCM100000dc381e0aRCRD)

3  En contextos tecnológicos también se habla de los neuroderechos como un con-
cepto emergente y en evolución según afirma el informe de 2024 “TechDipatch sobre Neu-
rodatos”, que han elaborado la Agencia Española de Protección de Datos (AEPD) y el 
Supervisor Europeo de Protección de Datos (EDPS). Disponible en https://www.aepd.es/
guias/neurodatos-aepd-edps.pdf

4  El yerro de la IA proviene de su inexactitud, pero también de las eventuales falsedades 
que puede cobijar. Balaguer Callejón enfatiza como la mentira, la intencionalidad en faltar 
a la verdad, en la inteligencia artificial reside en la programación humana y en la selección 
de datos (Balaguer Callejón, 2023) También ver Dahl, Magesh, Suzgun y Ho, 2024.

https://www.aepd.es/guias/neurodatos-aepd-edps.pdf
https://www.aepd.es/guias/neurodatos-aepd-edps.pdf
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La inteligencia artificial puede ser defectible, afirmamos, pues parte en 
buena medida de estadísticas, por lo que solo lo que aconteció en el pasado 
puede ser previsible. Y también porque trata con estándares de realidades ho-
mogéneas, cuando la vida es heterogénea y el individuo en su libertad puede 
elegir diversas alternativas. No cabe olvidar que los procesos de la inteligen-
cia artificial (hasta el momento) carecen de contextualización, pensamiento 
lógico, causalidad, empatía, y no permiten valorar variables emocionales. En 
definitiva, si se emplea el calificativo de inteligente no es más que para acotar 
alguna de las plurales capacidades que la integran, pero no para significarla 
de forma plena. De ahí que resolver la mayoría de las cuestiones jurídicas 
resulta aún una operación “demasiado humana” para dejarla al albur de la 
máquina, pues precisa sentido común, la capacidad de apreciación de valores 
y principios, y el buscar la persuasión en las decisiones (Sánchez, 2024). Las 
decisiones jurídicas, no lo olvidemos, necesitan ser lógicas, pero sobre todo 
justas.

La aparente objetividad de la IA quiebra con los resultados inequitati-
vos que pueden originar los sesgos de género que puede contener 5. El sesgo 
supone un prejuicio que distorsiona la aplicación equitativa y carente de 
discriminaciones. El sesgo no solo socava los derechos y oportunidades de las 
mujeres y las niñas, sino que también se infiltra en los avances tecnológicos 
e innovaciones del mundo moderno, especialmente en los sistemas de IA. 
Estos sistemas, al ser entrenados con vastos conjuntos de datos derivados del 
lenguaje humano y las interacciones, aprenden y perpetúan involuntaria-
mente los sesgos presentes en sus materiales de entrenamiento. En un estudio 
publicado por la UNESCO se midió la diversidad de contenidos en los tex-
tos generados por inteligencia artificial resultando que dichas herramientas 
mostraron una tendencia a asignar trabajos más diversos y de mayor prestigio 
a los varones, relegando a las mujeres a roles tradicionalmente menos valora-
dos o socialmente estigmatizados (UNESCO, 2024). Tal estudio corrobora 
la existencia de sesgos de género, que aplicados mediante sistemas de IA, se 
ven consolidados y generalizados.

Los sistemas de IA aparentemente asépticos en clave de género, no lo son 
tanto, y la forma de corregir tal distorsión es a través de adoptar una perspec-

5  El sesgo de género es un problema generalizado en todo el mundo, el Índice de 
Normas Sociales de Género del PNUD de 2023 -que cubre el 85% de la población mundial- 
revela que cerca de 9 de cada 10 hombres y mujeres albergan prejuicios contra las mujeres 
(PNUD, 2023).
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tiva de género. La perspectiva de género no es una mera política de género, 
resulta una metodología de análisis desprovista ex ante de orientación ideo-
lógica que se inscribe en el respeto de los valores constitucionales. Conlleva 
y supone un criterio de interpretación transversal orientado a promover la 
igualdad entre mujeres y hombres 6. Se trata así de una perspectiva necesaria, 
lícita y equitativa para procurar una igualdad real, no es un punto de vista de 
y para mujeres, también para hombres y otras realidades sexuales no binarias, 
pues los roles asignados dentro y fuera del hogar familiar condicionan a los 
individuos 7. El prescindir del género como punto de vista conlleva adoptar 
una perspectiva beligerante que supone ignorar la existencia de realidades 
inequitativas y la obligación normativa de su remoción según el art. 9.2. de 
la CE.

La perspectiva de género ha de estar presente en la aplicación de los 
tributos, y en mayor medida cuando es llevada a cabo mediante IA. En la 
actualidad la aplicación de la IA por la Administración tributaria es una 
actividad de riesgo, pues son pocas las garantías normativas que se prevén 
para regular dicha actividad. Y, por consiguiente, pocos son los controles 
para asegurar la objetividad de su actuación y la ausencia de arbitrariedad. 
El riesgo existente se evidencia por la dificultad de supervisar en la acción 
administrativa una de las disfunciones asociadas a la IA: los sesgos. 

Con tales premisas pretendemos evidenciar la necesidad de una regula-
ción jurídica, tributaria e imperativa, que discipline y controle la acción de 
la Administración en el uso de la IA a fin de evitar los sesgos de género. El 
anterior objetivo lo estructuraremos en dos apartados básicos, el primero, 
destinado a explicitar qué son los sesgos de género y su operatividad cuando 
se emplea IA, enunciando algunos de los que pueden existir en el ámbito 
tributario, y, el segundo, destinado a analizar la prevención de los sesgos 
cuando interviene la Administración tributaria.

6  La Sentencia del Tribunal Constitucional 89/2024, de 5 de junio afirma que con 
la expresión de perspectiva de género se alude a una “categoría de análisis de la realidad 
desigualitaria entre mujeres y hombres dirigida a alcanzar la igualdad material y efectiva” y 
a un “enfoque metodológico y un criterio hermenéutico transversal orientado a promover 
la igualdad entre mujeres y hombres, como parte esencial de una cultura de respeto y pro-
moción de los derechos humanos”. 

7  Obsérvese que se trata de un punto de vista metodológico no de una práctica o 
política concreta. La admisibilidad de la perspectiva no conlleva la de las concretas políticas 
que se afirman amparadas en ella.
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II. SESGOS DE GÉNERO Y DISCRIMINACIÓN

1. Igualdad y discriminación

El principio de igualdad no impide las desigualdades, únicamente aque-
llas que son prohibidas expresamente por el art. 14 de la CE, y siempre que 
resulten artificiosas o injustificadas por no venir fundadas en criterios obje-
tivos y razonables 8. Indica el Tribunal Constitucional que “Este principio 
(referido a la prohibición de discriminación del art. 14 de la CE) no pro-
híbe al legislador contemplar la necesidad o la conveniencia de diferenciar 
situaciones distintas o darle un tratamiento diverso, porque la esencia de 
la igualdad consiste, no en proscribir diferenciaciones o singularizaciones, 
sino evitar que estas carezcan de justificación objetivamente razonable en el 
marco de la proporcionalidad de medios […]” 9. 

El art. 14 de la CE contiene un mandato de equiparación al afirmar que 
las condiciones y circunstancias que indica no pueden ser tenidas en cuenta 
para establecer una diferencia. Las diferencias entre las personas basadas en 
el nacimiento, raza, sexo, religión, opinión, o cualquier otra condición o 
circunstancia personal o social, no resultan relevantes para efectuar tratos 
desiguales, no justifican una desigualdad. En consecuencia, la conducta dis-
criminatoria se cualifica por el resultado peyorativo para el sujeto que la sufre, 
que ve limitados sus derechos o sus legítimas expectativas por la concurrencia 
en él de un factor cuya virtualidad justificativa ha sido expresamente descar-
tada por la Constitución, por su carácter atentatorio a la dignidad del ser 
humano 10. Resulta así que no toda diferencia de trato está prohibida por el 
ordenamiento jurídico, especificablemente, las que recaigan sobre el sexo u 
otra circunstancia personal o social del art. 14 de la CE, y sólo aquélla que 
viene desprovista de una justificación objetiva y razonable 11. 

8  STC 197/2000, de 24 julio.
9  STC 57/2005, de 14 de marzo, FJ 3.
10  STC 197/2000, de 24 julio. Sobre la no discriminación hay que considerar la 

síntesis de hitos normativos que configuran dicho derecho en la Exposición de Motivos de 
la Ley 15/2022, de 12 de julio, integral para la igualdad de trato y la no discriminación.

11  STC 181/2000, de 29 de junio. La STC, nº  60/2014, de 5 de mayo de 2014 
(NCJ058479), según la cual, «Se hace preciso recordar, a este respecto, que el trato desigual 
por sí mismo considerado no es necesariamente contrario a la Constitución, pues no toda 
desigualdad de trato legislativo en la regulación de una materia entraña una vulneración del 
derecho fundamental a la igualdad ante la ley del art. 14 CE, sino únicamente aquellas que 
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La discriminación en su manifestación puede ser directa o indirecta, 
según la inmediatez en su verificación 12. La discriminación directa es la 
situación en que se encuentra una persona que sea, haya sido, o pudiera 
ser, tratada en atención a su sexo de manera menos favorable que otra en 
situación comparable. 

La discriminación indirecta es también discriminación, posee los mis-
mos efectos y resulta prohibida, aunque su manifestación sea diversa. Se 
considera discriminación indirecta por razón de sexo la situación en que 
una disposición, criterio o práctica aparentemente neutros pone a personas 
de un sexo en desventaja particular con respecto a personas del otro, salvo 
que dicha disposición, criterio o práctica puedan justificarse objetivamente 
en atención a una finalidad legítima y que los medios para alcanzar dicha 
finalidad sean necesarios y adecuados. La anterior doctrina sobre la discri-
minación indirecta ha sido acogida por nuestro Tribunal Constitucional in-
dicando que para que ésta tenga lugar es necesario que exista una norma, o 
una interpretación, o aplicación de esta, que produzca efectos desfavorables 
para los integrantes de uno u otro sexo 13. 

2. Noción de sesgos de género

El sesgo, en general, y el de género, en particular, resulta un concepto 
que progresivamente ha ido adquiriendo un mayor protagonismo y uso en 
diversos ámbitos. De ahí el interés por analizar su significado y delimitarlo 
de la idea de discriminación. 

Los sesgos de género denotan tratos diversos a la mujer y al hombre por 
la mera consideración de ser tales, por el papel que socialmente se les asigna 
a unos y a otras 14. Algunos de tales tratos diferenciales son tan sutiles que 
muchos de ellos no se perciben en el presupuesto de hecho de las normas 

introduzcan una diferencia de trato entre situaciones que puedan considerarse sustancial-
mente iguales y sin que posean una justificación objetiva y razonable” (por todas, STC, nº  
131/2013, de 5 de junio de 2013 (NSJ047165), FJ 10).

12  Respecto de las tipologías de discriminación ver art. 4 y 6 de la Ley 15/2022, de 
12 de julio.

13  STC 22/1994, de 27 de enero, FJ 4.
14  Pues como nos recuerda Nancy Fraser el género no es una simple clase ni un mero 

grupo de estatus sino una categoría híbrida enraizada al mismo tiempo en la estructura 
económica y en el orden de la sociedad. (Fraser, 2008).
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o prácticas, sino que se evidencian en las diversas consecuencias e impactos 
que originan. 

El sesgo de género aparece estrechamente relacionado con el trato dis-
criminatorio. El Diccionario de la Real Academia define sesgo con una plu-
ralidad de acepciones de las que podemos destacar: “1. adj. Torcido, cortado 
o situado oblicuamente. […] 6. m. Curso o rumbo que toma un negocio. 
[…] 7. m. Estad. Error sistemático en el que se puede incurrir cuando al 
hacer muestreos o ensayos se seleccionan o favorecen unas respuestas frente 
a otras.” De tales ideas puede apuntarse una delimitación del término sesgo 
de género como indicio con el que de manera indirecta o velada se pretende 
favorecer la pervivencia o establecimiento de situaciones de inequidad en la 
relación entre hombres y mujeres. 

La discriminación indirecta y el sesgo tienen en común ese carácter si-
lencioso o poco evidente de su expresión, así como su ubicuidad en diversos 
ámbitos. Tal aspecto ha llevado, en ocasiones, a su no diferenciación, así se 
habla de forma indistinta de sesgo expreso o directo y sesgo indirecto (Ver 
Stotsky, 2005). Ahora bien, el sesgo no siempre evidencia una discrimina-
ción, para ser tal ha de cumplir los requisitos indicados, esencialmente, la 
inexistencia de otro interés legítimo que justifique la diferencia de trato 15. 
El sesgo constituye indicio de la discriminación, no es discriminación en sí. 
No entenderlo de este modo supone introducir un concepto cuya utilidad 
no alcanzamos a ver respecto a los existentes de discriminación directa e 
indirecta.

En consecuencia, el sesgo de género en clave tributaria resulta un trato, 
fruto de un criterio, disposición o práctica respecto de una persona o co-
lectivo por razón de su pertenencia a uno u otro género, que origina una 
inequidad, o apunta a su existencia, aunque no siempre de lugar a una discri-
minación (Sánchez, 2022). El sesgo es un aspecto relacionado con la prueba, 
asociado a la idea de indicio, pero que no supone la constatación de una 

15  La distinción entre sesgo y discriminación indirecta se evidencia al contemplar 
cómo la diferencia detectada (sesgo) puede no resultar una discriminación prohibida. Como 
ejemplo la Sentencia del TJUE de 4 de octubre 2024 C-314/2023 al analizar una dife-
rencia de trato en la retribución de los trabajadores afirma que solo podría constituir una 
discriminación indirecta por razón de sexo prohibida si se abonara “para un mismo trabajo 
o para un trabajo al que se atribuye un mismo valor”, pero queda enervada toda posible 
discriminación cuando atendiendo a la naturaleza del trabajo, las condiciones de formación 
y las condiciones laborales, se constata que los trabajos a desarrollar no son comparables.
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discriminación. El sesgo anuncia una posible discriminación, pero ni toda 
discriminación se manifiesta a través de sesgos previos, ni todo sesgo supone 
una discriminación 16.

Ahora bien, el sesgo como indicio de inequidad pone en alerta el man-
dato de los poderes públicos para eliminar los obstáculos que impidan o 
dificulten la plenitud de la igualdad del art. 9.2 de la CE. Permite detectar 
el cumplimiento del deber -en puridad deberes- de los poderes públicos: a 
promover las condiciones con acciones equitativas para que la igualdad y 
libertad sean reales y efectivas, a remover los obstáculos que dificulten o 
impidan su plenitud, y a facilitar la participación ciudadana. Resulta así que 
el sesgo no impide la existencia de una justificación del indicio de inequidad 
que apunta; pueden existir otros derechos y valores en liza que han de ser 
aquilatados. Los conflictos de derechos y valores resultan inevitables en con-
textos de pluralismo democrático, y nunca son fáciles de resolver pues exigen 
ponderar y equilibrar su confluencia. No obstante, el sesgo es testimonio 
de que los tratos equitativos no se están dando, poniendo de manifiesto el 
incumplimiento del deber público del art. 9.2 de la CE.

La importancia del sesgo reside precisamente en ser un instrumento para 
evitar, alertando, tratos discriminatorios. Actúa como elemento preventivo 
para mitigar las consecuencias lesivas que supone la discriminación, y eviden-
cia normalmente el incumplimiento del deber establecido en el art. 9.2 de la 
CE. Es así como los sesgos de género, aun no resultando discriminatorios, se 
plantean como indicios que dificultan la igualdad real y efectiva, y constatan 
la vulneración por los poderes públicos del deber asociado a procurar una 
igualdad real y efectiva. Como coordenadas fundamentales para analizar el 
impacto de las políticas fiscales en las desigualdades de género es básico la 

16  La delimitación del sesgo es objeto de controversia a nivel filosófico y posee múlti-
ples matices. Belloso Martín estudia el fenómeno considerando el sesgo que tiene como con-
secuencia una discriminación (Belloso Martín, 2022). Nosotros planteamos la delimitación 
del sesgo diferenciándolo de la discriminación, pues el sesgo no la implica en todo caso. En 
este sentido desarrollamos más extensamente este tema centrándolo en el ámbito tributario 
en Sánchez Huete, 2022. En esta misma orientación se muestra Martín López cuando afirma 
que “el concepto de sesgo es mucho más amplio que el de discriminación. Dicho de otra 
manera, la presencia de sesgos en los sistemas de inteligencia artificial no necesariamente 
desembocaría en situaciones discriminatorias desde una óptica jurídica, al menos de forma 
directa. […] Llegando a indicar que “[…] no todos los sesgos tienen efectos nocivos y, aun 
conllevándolos, pueden ser de escasa entidad desde un plano global o resultar proporciona-
dos para la consecución de algún fin con mayor relevancia jurídica.” (Martín López, 2022).
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detección de discriminaciones no justificadas y el análisis causal de los efectos 
diferenciales de las políticas tributarias (Comité de personas expertas, 2022). 

El sesgo es diverso en sus manifestaciones, contextos, y relevancia, en 
donde las clasificaciones pueden ser útiles para apuntar el fenómeno. El sesgo 
puede detectarse en dos momentos: en la creación de la norma -sesgo legal 
o normativo- y en el momento de su aplicación -sesgo aplicativo-, especial-
mente relevante en nuestros días en los procesos llevados a cabo mediante 
IA. La actuación sesgada de sistemas de IA tiene una especial relevancia al 
resultar a su vez un nuevo dato de aprendizaje que reproduce en bucle y 
retroalimenta el sesgo primigenio.

Los sesgos en la IA se pueden clasificar de diversas formas, ya que pueden 
aparecer en los datos empleados, en los algoritmos, y pueden ser contextuales 
cuando atienden al momento de aplicación aludiendo a los sesgos culturales, 
geográficos y temporales 17. Así se ha hablado de tres grandes categorías; el 
sesgo preexistente, el técnico, y el emergente. El sesgo preexistente se origina 
en datos históricos o sociales que reflejan prejuicios humanos. El técnico 
surge de limitaciones técnicas o decisiones de diseño en la creación de algo-
ritmos. Y, por último, el sesgo emergente se desarrolla a medida que la IA in-
teractúa con los usuarios y aprende de nuevos datos que pueden ser sesgados.

Los sesgos humanos sobre género pueden ser introducidos a la hora de 
diseñar el algoritmo y de seleccionar los datos que conforman el sistema de 
IA. Hay que remarcar que buena parte de los sesgos se introducen de manera 
involuntaria e inconsciente, al constituir patrones de conducta asumidos 
y normalizados. La configuración de los algoritmos y la introducción de 
datos son procesos complejos llenos de momentos valorativos. El algoritmo 
supone la descripción precisa de pasos para resolver un problema en donde 

17  Sin duda la clasificación de los sesgos resulta plural Navas alude a tres tipos de 
forma no exhaustiva: a)Derivados del diseño del sistema. b)Derivados del entrenamiento 
del sistema. c)Derivados de las aplicaciones y usos del sistema. En el diseño del sistema los 
sesgos pueden aparecer de las instrucciones que recibe el algoritmo del propio desarrolla-
dor. En este sentido el hecho de ser mayoritariamente hombres los programadores pueden 
generar alguno de ellos. También los datos introducidos pueden resultar sesgados por la 
mayor o menor representatividad. En el entrenamiento del sistema los sesgos derivan sobre 
todo de la muestra de datos con la que se alimenta el sistema que pueden ser insuficientes 
respecto de uno u otro sexo. En la aplicación o uso del sistema al interactuar con los datos 
del entorno estos pueden no resultar adecuados por su falta de representatividad. En este 
contexto también hay que considerar las diversas posibilidades de acceso a la tecnología que 
pueden tener los grupos por razón del sexo. (Navas, 2017 y Navas 2021).
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el reto resulta su traducción a un código para que pueda ser interpretado en 
un ordenador. Tarea nunca fácil. La introducción de datos supone un arduo 
proceso pues se han de recolectar -filtrando la información más interesante-, 
depurar -quitando sus inconsistencia-, agrupar y clasificar, analizar, validar, 
e interpretar para su aplicación

Especial importancia revisten los sesgos que operan sobre los conjuntos 
de datos con los que se entrena el algoritmo, cuando dichos datos no repre-
senta de forma equitativa la diversidad sobre la que ha de actuar. En este caso 
se habla del sesgo de selección y surge cuando el grupo de participantes o los 
datos no representan adecuadamente al grupo objetivo (Amunátegui Pere-
lló, 2020). También pueden existir sesgos latentes cuando el modelo realiza 
correlaciones inapropiadas, generalmente estableciendo falsos nexos entre 
puntos de datos. Son asociaciones incorrectas con características irrelevantes 
o incorrectas para la decisión a tomar. En tal sentido se podría correlacionar 
la escasa solvencia de una persona con vivir en una zona modesta de la ciu-
dad o con su sexo y suponer tal circunstancia un indicador de la insolvencia, 
cuando tal interrelación puede resultar incierta. El sesgo latente alude a pa-
trones ocultos o subyacentes que influyen en nuestras percepciones, decisio-
nes y comportamientos, pero que no siempre son evidentes a simple vista. 
(Pardiñas Remeseiro, 2020) (Cotino Hueso, 2023).

3. Sesgos de género en el ámbito tributario 

La presencia de sesgos en la IA resulta tan evidente que se puede apreciar 
cuando preguntamos a Copilot (modelo de lenguaje GPT-4). Así en fecha 
de 28 de junio de 2024 le plateamos diversas cuestiones:

Cuestión 1: Sustituya la X por la palabra o expresión más adecuada: La 
Administración tributaria me reclama una deuda y X me resolvió el pro-
blema técnico.

Respuesta Copilot: Entiendo. En este caso, podrías sustituir la “X” por 
“un asesor fiscal” o “un abogado especializado en temas tributarios”. Aquí 
tienes la oración completa: “La Administración tributaria me reclama una 
deuda y un asesor fiscal me ayuda a resolver la cuestión.”

En cambio, cuando se le plantea resolver una cuestión que relaciona el 
cuidado de hijos varia notablemente la respuesta y habla de madre soltera 
o de familia.

Cuestión 2: Sustituya la X por la palabra o expresión más adecuada. X 
obtiene una ayuda para pagar una deuda tributaria y mantener a sus hijos.
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Respuesta Copilot: En este caso, podrías sustituir la “X” por “una madre 
soltera” o “una familia”. Aquí tienes la oración completa: “Una madre soltera 
obtiene una ayuda para pagar una deuda tributaria y mantener a sus hijos.”

Lo anterior corrobora la existencia de sesgos en una IA de acceso y uso 
general, así como de su operatividad. Ahora bien, la Agencia tributaria se 
autoimpone la no utilización de tales sistemas de uso general para evitar 
exponer los datos privados que gestiona y las contaminaciones que puedan 
existir. Pero ¿esto significa que no existen sesgos en los sistemas de IA que usa 
la Agencia tributaria? La persistencia de los sesgos en sistemas de IA se evi-
dencia en resoluciones de Organizaciones internacionales como UNESCO 
ya citadas, su riesgo aparece presente en el Reglamento de IA y en no pocos 
estudios como el de Genieve Smith e Ishita Rustagi del Berkeley Haas Center 
for Equity, Gender and Leadership  18. Existe un claro riesgo a la existencia 
de sesgos en el ámbito tributario que pueden derivar: a)de los datos que se 
posean (sobrerrepresentación o subrepresentación de datos), b)del contexto 
en que se aplica (el sistema aprende también del contexto si existen sesgos) 
y, eventualmente, c)del desarrollador del algoritmo (incorporación de varia-
bles, el valor otorgado, o las correlaciones que efectúa). Así podríamos acotar 
los siguientes contextos de riesgo:

1º. Acceso y asistencia a través de medios digitales. En la actualidad 
asistimos a un proceso de expansión de la asistencia de forma virtual en 
el que la Administración tributaria aparece especialmente comprometida. 
Lo evidencia la propia web de la Agencia tributaria al publicitar todo un 
conjunto de herramientas de asistencia virtual de IRPF, Censos, IVA, SII 
y Recaudación 19. La excesiva preponderancia de los medios digitales puede 
generar riesgos asociados a las brechas digitales existentes en su acceso, uso 

18  Es de notar como la Agencia tributaria en su Estrategia de inteligencia artificial 
de 27 de mayo 2024 (pág. 6) ignora los sesgos de esta tecnología enfatizando sus ventajas 
al eliminar el sesgo humano. A este respecto la entidad Algorithmwatch analiza diversas 
prácticas administrativas en diversos países de Europa y evidencia la necesidad de controlar 
los riesgos que genera. Afirma que los sistemas algorítmicos suelen ser muy poco transpa-
rentes, para los funcionarios y autoridades que los usan y también para los interesados y la 
sociedad en su conjunto. Es preciso una evaluación de su impacto que han de comenzar 
con medidas de transparencia, aunque solo sea para permitir que los afectados se defiendan 
de las decisiones automatizadas. A menudo ni siquiera puede averiguarse si las autoridades 
dejan decisiones a los algoritmos. (Algorithmwatch, 2024).

19 Ver https://sede.agenciatributaria.gob.es/Sede/ayuda/herramientas-asistencia-vir-
tual.html (Consultado 27/09/2024).

https://sede.agenciatributaria.gob.es/Sede/ayuda/herramientas-asistencia-virtual.html
https://sede.agenciatributaria.gob.es/Sede/ayuda/herramientas-asistencia-virtual.html
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e impacto 20. Brechas que aparecen especialmente evidentes en concretos co-
lectivos por su edad, género, formación, o medios económicos. Esta situación 
puede dar lugar a sesgos asociados al entorno en que se aplica el sistema de IA 
ya que este puede aprender, por ejemplo, de la falta de conexión que posean 
determinados colectivos asociándola a un mayor incumplimiento.

El cumplimiento del deber administrativo no puede condicionarse a 
poseer medios y conocimientos que no resultan comunes ni generales. De 
otra forma se pueden originar situaciones de inequidad en las que la asis-
tencia e información administrativa sea defectiva, afectando al sistema de 
derechos, y al equilibrio entre aquello que resulta exigible, y las capacidades 
que se dispongan. Conviene también recordar que la LGT no impone vías o 
requisitos para acceder al deber de asistencia e información que incumbe a la 
Administración, y mucho menos exige a la ciudadanía poseer determinadas 
condiciones, medios o cualidades para su acceso. La ley tributaria parte de 
enfatizar el deber de la Administración de información y asistencia ante la 
carga y riesgo que supone para la ciudadanía el aplicar un corpus normativo, 
como el tributario, excesivamente técnico, confuso y oscuro 21.

2º. Estimación de solvencia a la hora de concesión de aplazamiento y 
fraccionamiento. El presupuesto del aplazamiento y fraccionamiento tri-
butario reside en “cuando su situación económico-financiera le impida, de 
forma transitoria, efectuar el pago en los plazos establecidos” (art. 65.1 de la 
LGT). Es un presupuesto de aplicación amplio, basado en la concurrencia de 
dificultades económico-financieras de carácter transitorio, que no estructu-
rales. Para su concesión se precisa evaluar la capacidad real o potencial para 
generar los recursos necesarios que constituyen el pago diferido. 

El aplazamiento o fraccionamiento establecido habrá de ser adecuado y 
proporcionado para tal fin. Es una situación objetiva que supone un pronós-
tico favorable sobre la viabilidad y liquidez futura para el pago de la deuda 
aplazada o fraccionada. Supone un juicio realizado sobre la base de conceptos 
jurídicos amplios y genéricos valorados por el acreedor y, dado su carácter 
reglado, supervisables por la jurisdicción. 

20  Al margen de los riesgos derivados de la obligación de presentaciones telemáticas 
“cerradas” en donde impide la misma si no es asumiendo las interpretaciones normativas 
de la Administración.

21  Específicamente, el art. 85 de la LGT alude al genérico deber de información y 
asistencia de la Administración que puede instrumentarse en concretas actuaciones, indica 
la norma “entre otras”. También el R.D. 1065/2007 en su art. 77. 
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En tal contexto valorativo y estimativo pueden existir sesgos semejantes 
a los sucedidos con la tarjeta de Apple Card emitida por Goldman Sachs. 
El origen del sesgo cabe situarlo en la utilización de datos históricos para el 
entrenamiento de la IA. Los hombres habían solicitado más frecuentemente 
créditos por lo que el algoritmo favorecía a este grupo. Se trata de una infra-
rrepresentación de los datos derivados de los roles de género asignados que 
no fue corregida, y que lleva a determinar una menor solvencia a la mujer, 
que la IA se encarga de reproducir y amplificar. De ahí que en el ámbito tri-
butario puedan existir sesgos derivados de los datos utilizados para entrenar 
al sistema y la posible subrepresentación que poseen las mujeres a la hora de 
solicitar créditos.

3º. Sesgos en la calificación jurídica de rentas. La calificación resulta 
un proceso diverso a la interpretación, supone analizar si un determinado 
hecho, acto o negocio jurídico encaja en el supuesto abstracto que prevé la 
norma. Esta subsunción conlleva aplicar un concreto régimen jurídico. Y el 
diverso régimen aplicable determina una u otra cuantificación de la deuda 
tributaria, además de suponer una actividad reglada necesitada de control. 

En tal sentido considerar las rentas que perciben hombres o mujeres 
como rentas de trabajo o rentas de actividad económica al utilizar datos ses-
gados del pasado, o prejuicios en los algoritmos, da resultados inequitativos 
que pueden generar discriminaciones. De la misma manera, considerar como 
consustanciales a uno u otro sexo tareas, ocupaciones y tecnologías, origina 
gravámenes diversos que pueden resultar inequitativos. En la perspectiva 
de división de tareas tradicional atendiendo al sexo se asocia al hombre o 
la mujer a actividades dentro o fuera del hogar, remuneradas o no. De esta 
forma pueden persistir prejuicios asignando ámbitos de actividad como con-
sustanciales a uno u otro sexo creando calificaciones jurídicas incorrectas, 
que perjudican a hombres y mujeres.

4º. Perfilado de riesgo fiscal condicionado por la atribución de roles. Los 
perfiles de riesgo poseen dos claras funciones. La primera, ayudar a descubrir 
actos lesivos y, la segunda, prevenir la realización de futuras lesiones. Con el 
perfil de riesgo se pretende detectar una irregularidad ya originada, también 
se busca el prevenir la realización futura de comportamientos lesivos. Junto 
a los anteriores análisis de probabilidad existen los análisis prescriptivos que 
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pretende provocar el comportamiento de la ciudadanía 22. Se trata de cómo 
influir en los acontecimientos para que ocurran de manera más beneficiosa 
para el interés en cuestión, en nuestro caso, el cumplimiento normativo. 
Ambas dimensiones de análisis, aun siendo diferenciadas, suponen estrate-
gias de planificación, de anticipación a los riesgos, y de diseño de tácticas 
para evitarlos

La determinación de perfiles de riesgo mediante la aplicación de la IA 
origina que unos patrones de conducta se persigan e investiguen más que 
otros. Podría suceder que sobre la base de sesgos se asignara a un género el 
desempeño de tareas no remuneradas económicamente quedando opaca su 
actividad y, a contrario, respecto del otro género. Tales orientaciones sesgadas 
afectan a la prevención del fraude. 

Los anteriores sesgos apuntados son meras conjeturas al carecer de una 
norma jurídica que prevea específicas cautelas cuando la Administración tri-
butaria utiliza la IA. Este resulta un aspecto sorprendente pues la evaluación 
del impacto de género para evitar sesgos aparece ampliamente presente a la 
hora de crear normas jurídicas, o analizar el gasto público. Valga referenciar 
algunos ejemplos.

a) Con relación a las futuras normas jurídicas la Ley Orgánica 3/2007, 
de 22 de marzo, para la igualdad efectiva de mujeres y hombres (LOI) prevé 
que los anteproyectos de ley, los proyectos de disposiciones de carácter gene-
ral, y los planes de especial relevancia económica, social, cultural y artística 
que se sometan a la aprobación del Consejo de Ministros deberán incorporar 
un informe sobre su impacto por razón de género -artículo 19-. La obligación 
que establece es de carácter general, para toda Administración, y para todo 
contenido, ya se efectúe una modificación total o parcial, mediante ley u 
ordenanza. 

22  Bajo la designación de behavioural insights la Agencia tributaria española afirma 
su utilización destacando su aplicación en el área de Gestión Tributaria, en el ámbito del 
Impuesto sobre la Renta de las Personas Físicas (IRPF), avisando a aquellos contribuyentes 
que, cuando modifican algunos datos fiscales relativos a los rendimientos del trabajo sumi-
nistrados en su declaración de Renta, pueden cometer errores en la presentación. También 
en las áreas de Gestión, Inspección, Recaudación y Aduanas se analizan las posibilidades de 
una mejora y simplificación del literal de los documentos que se emiten con más frecuencia, 
de manera que éstos sean más comprensibles y sencillos para sus destinatarios. Ver https://
shre.ink/DO26
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b) En relación con las disposiciones normativa que elabore el Gobierno 
se prevé la necesidad de evacuar un informe de impacto de género previsto 
en la Ley 30/2003, de 13 de octubre 23. 

c) En los estudios y estadísticas los poderes públicos han de incluir la 
variable de sexo, también los indicadores que posibiliten el conocimiento de 
los diferentes roles (art. 20 de la LOI)

d) Relacionado con el gasto hay que considerar el informe efectuado al 
proyecto de Presupuestos Generales del Estado. A este respecto la Disposi-
ción Adicional segunda del Real Decreto 1083/2009, de 3 de julio, por el 
que se regula la memoria del análisis del impacto normativo. También, a la 
hora de fiscalizar la actividad financiera del sector público, cabe destacar la 
tarea de informe que efectúa el Tribunal de Cuentas 24. 

La anterior perspectiva enfatiza la importancia de los estudios, audito-
rias e informes que contemplen específicamente la variable de sexo y género 
para valorar el impacto de las medidas normativas, la elaboración de estadís-
ticas o el gasto público. En todo caso cuando se elaboren estudios sobre sobre 
los sistemas de IA aplicados habrá de “diseñar e introducir los indicadores 
y mecanismos necesarios que permitan el conocimiento de la incidencia de 
otras variables cuya concurrencia resulta generadora de situaciones de dis-
criminación o explotar los datos de que disponen de modo que se puedan 
conocer las diferentes situaciones, condiciones, aspiraciones y necesidades 
de mujeres y hombres en los diferentes ámbitos de intervención” -apartado 
c) art. 20 LOI-. 

III. PREVENCIÓN DE LOS SESGOS CUANDO SE USA IA

El sesgo es así prejuicio, que no discriminación, pero sería su antesala; 
en clave procedimental constituiría indicio de su existencia. Tal fenómeno 
cuando es objeto de aplicación de IA genera dos consecuencias específicas 
a considerar; de un lado su carácter silente u oculto, pues no se visibiliza 
de forma clara y, de otro lado, una expansión de efectos que puede llevar a 
multiplicar el daño, en la medida que supone una aplicación masiva e inter-
penetrada por diversos sistemas. 

23  Ver también el Real Decreto 1083/2009, de 3 de julio, por el que se regula la memoria 
del análisis de impacto normativo.

24  Ver artículo noveno de la Ley Orgánica 2/1982, de 12 de mayo, del Tribunal de 
Cuentas.
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Únicamente la transparencia de los sistemas y datos, y su evaluación 
permiten la detección del sesgo 25. Es esta una transparencia especialmente 
intensa y extensa, pues ha de ser constante, con carácter previo y posterior a 
su aplicación, y necesariamente técnica. En este sentido resulta importante 
la existencia de equipos, tanto en el diseño como en la supervisión, plurales 
y con formación técnica (Mökander, 2023). La formación exigible no es tan 
sólo la científica asociada a la operatividad de la IA sino también requiere 
una formación en ciencias sociales y jurídicas para detectar los patrones del 
género y los derechos asociados. La composición de tales equipos ha de re-
flejar la diversidad que supone el género, es preciso un equilibrio por razón 
del sexo de sus participantes pues permite prevenir los eventuales sesgos 
(Naciones Unidas, 2024).

1. Insuficiencia regulatoria

No obstante, las exigencias de control y supervisión de sesgos legales 
decaen estrepitosamente cuando aludimos al uso la IA por las Administra-
ciones públicas 26. El régimen jurídico español aplicable al uso de la IA por 
la Administración tributaria presenta graves carencias.

En primer lugar, las normas jurídicas tributarias son escasas y parcas a la 
hora de regular de forma garantista los derechos al ciudadano y los trámites 
imperativos para la Administración. Ver la genérica referencia del art. 96 de 
la LGT y las laxas previsiones del 84 del Real Decreto 1065/2007.

En segundo lugar, las garantías generales previstas para cualquier admi-
nistrado de la Ley 39/2015 de 1 de octubre, del Procedimiento Adminis-
trativo Común de las Administraciones Públicas no se han aplicado a este 
contexto por la férrea operatividad de la supletoriedad prevista en su DA 1º. 
En este sentido el art. 97 de la LGT alude expresamente a la prioridad del 
reglamento tributario a las disposiciones generales sobre los procedimientos 
administrativos.

25  De especial interés con relación a los sesgos y las auditorias ver Agencia española 
de protección de datos, 2021, pág. 25.

26  Lo cual no implica que la Agencia tributaria no emplee metodologías que buscan 
la seguridad y el gobierno de la IA. En la Estrategia de inteligencia artificial de la Agencia 
tributaria de 27 de mayo 2024 afirma seguir los códigos de buenas prácticas y los estándares 
definidos por la Agencia Española de Supervisión de la Inteligencia Artificial describiendo 
las grandes pautas a seguir. Ahora bien no basta con que lo diga es preciso que se regule con 
las suficientes garantías para velar en tales procesos los derechos e intereses concernidos.
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En tercer lugar, la normativa transversal que puede concurrir a dotar 
de garantías ha sido limitada su aplicación al contexto tributario o se han 
obviado interpretaciones más proclives a ello. Cuando se alude a la protec-
ción de datos la DA 14 de la LO 3/2018, de 13 de diciembre de Protección 
de Datos de Carácter Personal mantiene la pervivencia a la posibilidad de 
denegar el ejercicio de tales derechos a los sujetos objeto de procedimientos 
de inspección. Al referirse a la transparencia se cuestiona el alcance de lo 
que ha de considerarse información pública del art. 13 de la Ley 19/2013, 
de 9 de diciembre, de transparencia, acceso a la información pública y buen 
gobierno. También al aludir expresamente a los sesgos el art. 23 de la Ley 
15/2022 de 12 de julio, integral para la igualdad de trato y la no discrimi-
nación evidencia un contenido escasamente vinculante. 

A este respecto cabe considerar que el art. 23 de la Ley 15/2022 hace 
especial mención al uso de la IA y a los mecanismos de toma de decisión 
automatizados por las Administraciones. El precepto plantea la necesidad 
de minimización de sesgos, las evaluaciones de impacto y la transparencia 
y rendición de cuentas, entre otras cuestiones. Ahora bien, su regulación es 
meramente dispositiva, alude a que las Administraciones públicas favorece-
rán, priorizarán o promoverán; llegando incluso a hacer dependiente de las 
posibilidades tecnológicas la minimización de riesgos 27. Con ello parece pri-
mar la capacidad y posibilidad de la tecnología a la protección y prevención 
de los sesgos y eventuales discriminaciones. Curiosa prevalencia.

La anterior es sin duda una regulación insuficiente en donde se enfatizan 
más las posibilidades administrativas que los derechos y garantías del inte-
resado 28 ¿Dónde están los derechos a conocer que se interactúa con IA, a 
saber, o poder controlar la información y algoritmos que se emplean, o que 

27  Así el apartado 1 del art. 23 habla de “[…] las administraciones públicas favore-
cerán la puesta en marcha de mecanismos para que los algoritmos involucrados en la toma 
de decisiones que se utilicen en las administraciones públicas tengan en cuenta criterios 
de minimización de sesgos, transparencia y rendición de cuentas, siempre que sea factible 
técnicamente […]”.

28  En esta orientación Pérez Bernabeu afirma que “[…] ni la normativa tributaria ni 
la administrativa –que actúa como derecho supletorio– españolas contienen una regulación 
apropiada y suficiente para la justificación de las decisiones adoptadas por la Administra-
ción tributaria con base en modelos algorítmicos […]” (Pérez Bernabeu, 2021). En esta 
línea también Ribes Ribes 2021. En el plano administrativo general se afirma la existencia 
de una regulación insuficiente, por todos, Ponce Solé, 2019; Boix Palop, 2020 y Cotino 
Hueso, 2019. 
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exista una publicidad más certera que los anuncios en el web? De manera 
ciertamente sorprendente parece que la falta de regulación al uso de la IA 
en prácticas tributarias genera una suerte de vaciado de garantías y dere-
chos. Resulta visible tal vaciado con relación al procedimiento tributario, 
pues los interrogantes sobre qué actos, en qué fases procedimentales, y la 
tecnología a usar y su supervisión, es un terreno abonado para la libérrima 
discrecionalidad administrativa. A este particular cabe recordar que la apli-
cación de los tributos continúa siendo reglada a decir del art. 6 de la LGT.

La ausencia de regulación que afirmamos ¿de qué forma ha venido a 
colmarse por el Reglamento (UE) 2024/1689 del Parlamento Europeo y 
del Consejo, de 13 de junio, por el que se establecen normas armonizadas 
en materia de inteligencia artificial (Reglamento de IA)? 

El Reglamento de IA parte de reconocer la existencia de los sesgos en 
general, y de género en particular, pautando grandes líneas de actuación.

1º. Propugna que los sistemas de IA se han de desarrollar y utilizar de 
modo que promuevan “la igualdad de acceso, la igualdad de género y la di-
versidad cultural, al tiempo que se evitan los efectos discriminatorios y los 
sesgos injustos prohibidos por el Derecho nacional o de la Unión.” (Con-
siderando 27). 

2º. Acota la existencia de los sesgos con relación a la calidad de los da-
tos, así afirma la importancia de las propiedades estadísticas de los datos 
recogidos y de los datos subyacentes. Existe un claro riesgo a evitar: los que 
denomina sesgos inherentes, aquellos que tienden a aumentar gradualmente 
y, por tanto, perpetúan y amplifican la discriminación existente, en particular 
con respecto a las personas pertenecientes a determinados colectivos vulne-
rables (Considerando 67). 

3ª.  El sesgo resulta un elemento o factor que permite catalogar el sistema 
de IA como de alto riesgo. La probabilidad de que un sistema de IA asuma 
o introduzca posibles sesgos, errores y opacidades se ha de considerar de alto 
riesgo, específicamente con relación a la aplicación del Derecho (Conside-
rando 61). 

4º. A fin de mitigar los sesgos se plantea una gestión preventiva en la 
gobernanza de los datos, específicamente en el ámbito del alto riesgo. Así el 
art. 10.2 indica que los conjuntos de datos de entrenamiento, validación, y 
prueba, se someterán a prácticas de gobernanza y gestión de datos, concre-
tando en el apartado f ) el examen de posibles sesgos que puedan afectar a 
la salud y la seguridad de las personas, afectar negativamente a los derechos 
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fundamentales o dar lugar a algún tipo de discriminación prohibida por el 
Derecho de la Unión.

Ahora bien, la anterior preocupación por los sesgos no acaba por tra-
ducirse en establecer garantías ante el uso de la IA por la Administración 
tributaria. Las garantías y prevenciones más severas del Reglamento de IA 
pivotan en torno a los riesgos que califica como de alto riesgo, no conside-
rando como tales el uso de la IA por las Administraciones tributarias. En el 
Considerando 59 se indica expresamente que los sistemas de IA destinados 
a ser utilizados en procedimientos administrativos por las autoridades tribu-
tarias y aduaneras no deben clasificarse como sistemas de IA de alto riesgo. 
Únicamente de manera muy puntual serían pensables aplicar las garantías 
asociadas al alto riesgo 29. 

Dicho tratamiento conlleva una aplicación marginal de las principales 
garantías previstas en el Reglamento de IA, las garantías a considerar aca-
ban por reducirse a la obligación de información que se interactúa con IA y 
adoptar Códigos de Buenas prácticas. En definitiva, resulta que las cautelas 
y controles más precisos habrán de ser facilitadas por el legislador nacional, 
y como hemos expuesto resultan del todo insuficientes. Pues no sólo hace 
falta sentido común, que sin duda el funcionario y funcionaria o autoridad 
administrativa posee –a diferencia de la IA-, sino garantías y controles ju-
rídicos que avalen las opciones necesariamente valorativas que se toman.

2. Necesidad de control

En el uso de la IA por las Administraciones tributarias no puede aso-
ciarse como una fatalidad o un aspecto inherente la existencia de sesgos 
(indicios de inequidad), alucinaciones (respuestas inesperadas), riesgos en 
la protección de datos (datos privados vinculados a la intimidad) o las opa-
cidades (no saber ni entender). Tales premisas originan graves riesgos para 
las garantías, derechos y libertades hasta ahora reconocidas. La ausencia de 

29  Así cuando en el ámbito tributario se instrumenten prestaciones y servicios esen-
ciales de asistencia pública a personas físicas en la línea del art. 89 LIRPF respecto de la 
prestación por hijos o a hijas a cargo menores de 3 años. También con relación a la IA apli-
cada por la Administración tributaria para asistir a una autoridad judicial en la investigación 
e interpretación de hechos y del Derecho. Son los casos en donde corresponde aplicar los 
conceptos penales en blanco que integran del delito contra la Hacienda Pública (art. 305 
Cp), o en donde aparezcan cuestiones relativas a la investigación de aspectos tributarios que 
posteriormente posean recepción o trascendencia en la aplicación del delito.
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suficientes controles jurídicos ante tales fenómenos supone alterar los valores 
en juego para privilegiar a una técnica que aparentemente no falla y resulta 
aséptica. 

La IA tanto por los datos sobre los que opera como por los algoritmos 
sobre los que funciona no puede incrementar las brechas de trato desigual 
por los sesgos, prejuicios, lagunas o deficiencias que contenga (Rodríguez 
Peña, 2021). De aquí la necesidad de prevenir el sesgo a través de la diversi-
dad, suficiencia, legalidad, y control de sus datos y algoritmos. 

La diversidad de datos en el entrenamiento es fundamental ya que los 
modelos de IA aprenden y generalizan a partir de la información previa 
que se les proporciona. Si los datos no son representativos existe un riesgo 
significativo a que la IA desarrolle sesgos. El exceso o insuficiencia de datos 
también favorece su existencia, pueden existir realidades deformadas por el 
exceso de datos (sobrerrepresentada) o por su deficiencia (infrarrepresen-
tada). Dicha diversidad se puede procurar usando plurales fuentes de datos, 
siempre que resulten fiables, suficientes y contextualizadas en relación con 
la población a la que se dirige. 

Los datos se han de adecuar a la realidad contextual de su aplicación 
considerando los límites legales para su trasposición. En definitiva, a fin de 
evitar sesgos cabria contemplar en la selección y tratamiento de datos: a)la 
legalidad de su obtención y utilización, respetando los derechos concernidos 
y las exigencias de trascendencia, en nuestro caso, propias del ámbito tribu-
tario (art. 93 de la LGT); b)la fiabilidad, dado que no todas las fuentes son 
igualmente confiables c)el análisis de representatividad y eventual enriqueci-
miento de datos para dotar de mayor diversidad; y d)el efectuar las pruebas 
continuas para evaluar los sesgos que pudieran existir. 

Tales procesos requieren control, y este no es posible sin transparencia 
(Martín López, 2022). En este sentido la información tributaria posee fuer-
tes condicionantes legales para poder ser conocida. Por un lado, la protec-
ción del derecho de privacidad y otros derechos concurrentes, determinan su 
carácter reservado en el art. 95 de la LGT. Y, por otro lado, la información 
es un instrumento sensible en las tareas de planificación fiscal a la hora de 
prevenir el fraude de la Administración en la línea del art. 116 de la LGT. 

Con tales premisas el control de la información tributaria, imprescindi-
ble para prevenir los sesgos, no parece que pueda ser llevada a cabo por los 
interesados de forma directa. Ahora bien, sí que sería posible y deseable la 
intervención de agencias u organismos que lleven a cabo un control técni-
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co-jurídico de la información que se suministra a la IA o los dispositivos que 
asisten a la Administración en sus decisiones. Tal planteamiento permitiría 
un mínimo supervisión a la amplísima discrecionalidad administrativa exis-
tente, y no perjudicaría ni la prevención del fraude ni la protección de los 
derechos asociados a la privacidad del dato. La actual discrecionalidad de la 
Administración es de tal magnitud que en su Plan Estratégico 2024-2027 
llega a afirmar -sin más control ni verificación que su aserto- que la Agencia 
tributaria no usa la IA. 

Con relación al algoritmo empleado también existe el riesgo de su falta 
de explicabilidad, al ignorar las razones que llevan a un concreto resultado; 
tal ignorancia afecta sin duda al deber de motivar y a que la tutela judicial 
sea efectiva. No se trata de conocer todo el proceso de razonamiento, pero sí 
de los aspectos esenciales y determinantes de la decisión. Hemos de asegurar 
que no existen circunstancias personales y sociales como el sexo, género, 
raza u origen sobre las que se establecen diferencias que puedan vulnerar el 
principio de igualdad y no discriminación. A fin de hacer posible el ejercicio 
de derechos como el de defensa o tutela judicial efectiva es preciso saber 
cómo se seleccionan las variables con mayor capacidad predictiva, cómo se 
seleccionan los datos de entrenamiento o cómo se selecciona el modelo que 
supone usar diversos algoritmos.

La IA es perfectible, yerra, discrimina y difunde sesgos, pero tal fali-
bilidad es humana al no regular y pautar un uso adecuado de la misma. Y 
las garantías reconocidas a las personas, recordemos, son el prius de nuestra 
organización política como afirma el art. 10.1 de la CE. 

IV. CONCLUSIONES

Primera.-Los sesgos de género son indicios de inequidad que ponen en 
alerta el mandato de los poderes públicos para que eliminen los obstáculos 
que impidan o dificulten la plenitud de la igualdad. Ahora bien, el sesgo 
no siempre evidencia una discriminación, para que sea tal ha de cumplir 
diversos requisitos, esencialmente, la inexistencia de otro interés legítimo 
que justifique la diferencia de trato. La importancia del sesgo reside precisa-
mente en ser un instrumento para evitar, alertando, tratos discriminatorios. 
Actúa como elemento preventivo para mitigar las consecuencias lesivas que 
supone la discriminación. 

Segunda.-La importancia y existencia de los sesgos en el uso de la IA 
podemos deducirla de las denuncias que efectúan organizaciones interna-
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cionales como la UNESCO, aparece presente también en el Reglamento de 
IA de la UE, y se refleja en no pocos estudios. Ahora bien, no puede deter-
minarse la concreta existencia de sesgos en los sistemas de IA que utiliza la 
Agencia tributaria dado el carácter reservado de los datos que se gestionan. 
Lo anterior no puede ignorar la importancia y gravedad del fenómeno, la 
frecuencia de su aparición, y la necesidad de su control. 

Los sesgos, que ejemplificativamente pueden originarse en el ámbito 
tributario, pueden atañer: a) al acceso y asistencia a través de medios digita-
les, pues no todos los grupos de individuos poseen las mismas destrezas ante 
concretos lenguajes tecnológicas ni un acceso a las mismos; b) la valoración 
de la solvencia a la hora de conceder aplazamientos y fraccionamientos, la 
frecuencia de la solicitud de los mismos o los patrones de género hacen más 
proclive su concesión a los hombres; c) el afectar a la diversa calificación de 
rentas, los roles asociados al sexo pueden llevar a calificaciones jurídicas erró-
neas originando gravámenes diversos; y d) a la hora de establecer el perfilado 
de individuos cuando se asigna a un riesgo fiscal, el asociar patrones de riesgo 
donde la frecuencia del incumplimiento o de la infracción considere a uno 
u otro sexo puede conllevar lesiones.

Tercera.-El riesgo que origina la posible existencia de sesgos demanda 
prevenciones normativas específicas. No son suficientes criterios y normas 
de autorregulación como hasta la fecha efectúa la Agencia tributaria sino es 
precisa una regulación expresa e imperativa que paute los datos y algoritmos.

Cuarta.-El uso de la IA por la Administración tributaria demanda pautar 
su actividad de modo imperativo sobre la base de que tal tecnología sustituye, 
en todo o en parte, la actuación humana, particularmente, en el ámbito de 
decisión. A este respecto se ha de tener presente que la estructura de una 
decisión jurídica pasa por tres complejas tareas que distan de ser mecánicas; 
en primer lugar, la reconstrucción de los hechos que integran el contenido 
típico de la norma -que tiene que ver con la valoración de la prueba-; en 
segundo lugar, la motivación legal mínima que supone enjuiciar la validez, 
la eficacia, o la supremacía de la norma aplicada y, en tercer lugar, la motiva-
ción legal concreta que conlleva la calificación jurídica de los hechos y sus 
concretas consecuencias. Y tales procesos, diversos y complejos, han de ser 
susceptibles de control.

Quinta.-La Administración tributaria para su actuación empleando IA 
necesita estar habilitada por la norma jurídica. La utilización de la IA supone 
atribuir potestades -discrecionales o regladas- y afecta a los derechos funda-
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mentales por lo que precisa dicha habilitación. Es un ámbito en donde rige 
el principio de vinculación positiva, que supone la expresa y suficiente ha-
bilitación legal para las actuaciones administrativas. Cuestión que entronca 
claramente con el principio vigente de reserva de ley y también con el carác-
ter reglado de la aplicación de los tributos. No supone habilitación suficiente 
las genéricas, dispositivas e inconcretas menciones del art. 96 de la LGT. Y 
tampoco son suficientes códigos de conductas, guías de compliance o acudir 
a la responsabilidad social pues suponen la asunción voluntaria de pautas de 
comportamiento ético que no resultan exigidas por una norma imperativa. 

Sexta.-El carácter reglado de la aplicación de los tributos del art. 6 de la 
LGT conlleva la afirmación de un principio que procura seguridad jurídica, 
transparencia, igualdad de trato, y favorece el control judicial. Tal principio 
normativo ratifica la necesidad de regulación jurídica, conlleva que las actua-
ciones de la Administración tributaria están pautadas de manera exhaustiva, 
y que ésta no puede elegir entre dos soluciones igualmente justas.

Séptima.-La regulación a efectuar parte de evaluar las garantías jurídicas 
existentes y que pueden aparecer cuestionadas por la aplicación de la IA. Se 
han de analizar y estudian las concretas posiciones jurídicas que el uso de la 
IA puede poner en cuestión. En concreto:

a) Verificar que la IA utilizada por la Administración, en tanto que sus-
tituye total o parcialmente la actuación humana, conoce y aplica las fuentes 
del Derecho. Pues la Administración se halla sometida a la ley y al Derecho 
según el art. 103.1 de la CE, lo que comporta el poder aplicar adecuadamente 
los principios generales. Es preciso conocer que la tecnología que usa la Ad-
ministración puede aplicar los principios generales del Derecho de forma 
verificable, o sea, alegando y razonando su pertinencia.

b) El respeto a los derechos fundamentales implicados. En el contexto 
de la IA aparecen especialmente concernidos los derechos vinculados a la 
privacidad y protección de datos, también el de igualdad y la prohibición 
de la discriminación. En esta línea se deben evitar los sesgos, pues de forma 
silente condicionan las soluciones en un sentido inequitativo y suponen, 
muchos de ellos, la discriminación que anuncian.

c) El respeto al principio que prohíbe la arbitrariedad, de ahí la ne-
cesidad de control de las decisiones emitidas por la IA y que se relaciona 
directamente con el derecho fundamental a la tutela judicial. Tal aspecto 
tiene que ver con el conocimiento de los procesos de decisión y su contexto.
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Octava.-En definitiva es necesario establecer un marco normativo claro 
y reglado que paute la acción administrativa para poder efectuar un control 
de sus actuaciones. Pues la responsabilidad de la existencia de los sesgos tam-
bién es una responsabilidad del legislador que no instrumenta las medidas 
preventivas adecuadas. En este contexto el eliminar o mitigar los sesgos re-
quiere específicamente atender a tres consideraciones que se alinean con las 
propuestas del informe de Naciones Unidas de 2024 Gobernar la IA para 
la Humanidad:

En primer lugar, una mayor transparencia de los procesos de desarrollo y 
toma de decisiones de la IA. Dicha transparencia ha de cohonestar el control 
necesario que impida arbitrariedades administrativas con la prevención del 
fraude y derechos asociados. Sin duda el control llevado a cabo por agencias o 
entes externos a la Administración tributaria está llamado a ocupar un lugar 
importante en tales procesos.

En segundo lugar, la realización de evaluaciones y auditorias regulares 
de los sistemas de IA para detectar y mitigar sesgos, tanto por los datos em-
pleados (legalidad, representatividad, diversidad, contextualización) como 
por los algoritmos. La finalidad ha de ser identificar y corregir sesgos antes 
de su aplicación, o que prevengan su perpetuación y amplificación.

En tercer lugar, la existencia de equipos plurales y diversos que desarro-
llen y supervisen los sistemas de IA. Tales equipos han de ser pluridiscipli-
nares en la medida que no solamente posean conocimiento de la tecnología 
sino de los sesgos existentes y los derechos concernidos. Favorecer y garan-
tizar la pluralidad de enfoques y sensibilidades requiere una composición de 
tales equipos equitativa también en clave de género.
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