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Abstract

The central issue addressed in this paper is the formal linguistic notion of parameter as a predictor 
for the (non-)occurrence of multiple linguistic phenomena. We start from a parametric analysis 
of a microvariational data set and we introduce a way of gauging the success of that analysis. At 
the same time, we explore to what extent language contact—operationalized here as geographical 
proximity—can be seen as an explanatory factor that is complementary to the parametric analy-
sis. Methodologically, the paper advocates for the use of k-nearest neighbors classification as an 
interesting new technique in the linguist’s toolkit.
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Resum. Paràmetres i contacte de llengües: variació morfosintàctica en els dialectes neerlandesos

El tema central d’aquest article és la noció lingüística formal de paràmetre com a predictor 
de la (no) aparició de múltiples fenòmens lingüístics. Partim d’una anàlisi paramètrica d’un 
conjunt de dades microvariacionals i introduïm una manera de mesurar l’èxit d’aquesta anàlisi. 
Al mateix temps, s’explora fins a quin punt el contacte lingüístic —tractat aquí com a proxi-
mitat geogràfica— pot ser vist com un factor explicatiu complementari a l’anàlisi paramètrica. 
Metodològicament, l’article defensa l’ús de la classificació la classificació del veí més proper 
com una nova tècnica interessant del conjunt d’eines del lingüista.
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1. Introduction

The past twenty years have seen the birth of a host of syntactically oriented dialect 
atlas projects across Europe and the US. As a result, we now have detailed empiri-
cal overviews of morphosyntactic variation in dialects of, to name but a few, Dutch 
(Barbiers et al. 2005, 2008), Scandinavian (Lindstad et al. 2009), Swiss German 
(Glaser & Bart 2015; Buchelli & Glaser 2002), Alemannic (Brandner 2015), 
Hessian (Fleischer, Lenz & Weiß 2015), and North American English (Zanuttini 
et al. 2018). The projects just mentioned differ from one another in e.g., the choice 
of linguistic phenomena that were focused on, the number of consultants and their 
sociolinguistic profile, and the methodology used to elicit the data. There is one 
constant, however, that came out of every project, and that is the sheer amount 
of variation that was uncovered. Traditionally, dialectologists focused on lexical, 
phonological, and—to a lesser extent—morphological variation, the underlying 
assumption being that the syntactic properties of closely related dialect varieties 
are invariant (Brandner 2012: 118). The data that have emerged from the micro-
comparative approach have shown this assumption to be misguided, as there is an 
abundance of such morphosyntactic variation.

This influx of new data presents a serious challenge for generative approaches 
to language variation (see Brandner (2012) for general discussion). For instance, 
optionality and gradedness in the judgments abound in the data coming out of 
these dialect atlas projects, and it is not immediately clear how a parameter-based 
approach can handle such data: parameter settings are assumed to be categorical 
and binary, which leaves little to no room for gradability or optionality. This has 
prompted researchers to entertain other theoretical options such as the possiblity of 
a single speaker having both settings of the same parameter, and thus effectively 
having multiple grammars (an idea going back to Kroch & Taylor (1997)). A sec-
ond, related but distinct, issue concerns the question of whether a single parameter 
(setting) is responsible for the (non-)occurrence of multiple empirical phenomena. 
This idea has a venerable tradition going back at least to Rizzi’s (1982, 1986) 
seminal work on the pro-drop parameter. Rizzi argued that a positive setting for 
this one parameter automatically leads to the occurrence within the language of 
a host of phenomena, including null referential and non-referential subjects, free 
subject-verb inversion, and a lack of that-trace effects. The strength of Rizzi’s cor-
relations was questioned early on (see e.g. Gilligan (1987) and Newmeyer (2005) 
for discussion), but the problems for this type of approach increase exponentially in 
microcomparative research: when the distribution of multiple empirical phenomena 
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is examined not across a handful of languages but across literally hundreds of dia-
lects of those languages, the chance of two phenomena having the exact same dis-
tribution effectively reduces to zero. That being said, the idea that one underlying 
parameter setting can have multiple surface effects remains prominent, even in the 
microcomparative approach. In an often-cited introduction to a volume on micro-
comparative syntax, Kayne (1996: xii) writes: “If it were possible to experiment 
on languages, a syntactician would construct an experiment of the following type: 
take a language, alter a single one of its observable syntactic properties, examine 
the result to see what, if any, other property has changed as a consequence of the 
original manipulation” (emphasis added). Once again, then, it is the correlation 
between empirical properties that is seen as a key characteristic of an underlying 
parameter setting.

The present paper takes this issue as its focal point: we start from a parametric 
analysis of a microvariational data set where the empirical correlations are not 
perfect and we introduce a way of gauging the success of that analysis. At the 
same time, we explore to what extent language contact—operationalized here as 
geographical proximity—provides an account for imperfect correlations and can 
thus be seen as an explanatory factor that is complementary to the parametric 
analysis. The paper is organized as follows: in section 2 we introduce the paramet-
ric analysis of Van Craenenbroeck & Van Koppen (2021) as well as the data it is 
based on. They propose three binary parameters to account for a data set containing 
10 empirical phenomena in 260 dialects of Dutch, thus leading to eight different 
dialect types. In section 3 we test to what extent this analysis can correctly predict 
the empirical distribution of the 10 dialect phenomena by means of an experi-
ment based on k-nearest neighbors classification (see also Van Craenenbroeck, 
Van Koppen & Van den Bosch 2019). We compare the results of this experiment 
to a classification based on geographical proximity, which we use as a proxy for 
language contact. The underlying idea is that increased language contact can lead 
to neighboring varieties sharing surface linguistic properties in spite of underlying 
grammatical differences.1 Section 4 sums up and concludes.

2. The analysis of Van Craenenbroeck & Van Koppen (2021)

2.1. Introduction

This section introduces the main data and the analysis of Van Craenenbroeck & 
Van Koppen (2021) (henceforth VCVK). With respect to the analysis we focus on 
introducing those ingredients of the account that are relevant for the current discus-
sion; for more details and further evidence in support of the analysis, we refer the 
reader to the original paper.

1. In this paper we will not pursue the question of how to formally implement this type of variation: 
in terms of multiple grammars, variable grammars, etc. See Brandner (2012) for discussion and 
references.
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2.2. The data

The data that form the empirical basis of VCVK is a set of ten dialect phenomena 
found in the dialects of Dutch spoken in Belgium and the Netherlands. All of 
these data come from one of the above-mentioned dialect syntax projects, namely 
the Syntactic Atlas of Dutch Dialects (the SAND-project, Barbiers et al. (2005, 
2008)). Data collection in the SAND-project proceeded in three rounds: a written 
questionnaire, a round of live oral interviews, and a round of telephone interviews. 
All data used in this paper come from the second and third round. Interviews were 
conducted in 267 dialect locations, with each interview involving at least two dia-
lect speakers. Question types included translation questions, sentence completion 
tasks, and grammaticality judgments. In total, roughly 75 (morpho)syntactic vari-
ables were investigated, 10 of which were selected by VCVK for their parametric 
analysis. These ten phenomena are introduced and illustrated below. For a more 
detailed description of the design and methodology of the entire SAND-project, 
see Cornips & Jongenburger (2001).

The first phenomenon under investigation in VCVK is known as complemen-
tizer agreement (Van Koppen 2017), whereby a complementizer introducing a finite 
embedded clause can agree in person and/or number with the subject of that clause. 
An example from the dialect of Gistel is given in (1), where the complementizer on 
agrees in number with the third person plural subject Bart en Lieske.

(1) O-n Bart en Lieske in t paradijs levn
 if-pl Bart and Lieske in the paradise live
 ‘If Bart and Lieske are living in paradise, …’ Gistel, Barbiers et al. (2006)

The second phenomenon is clitic doubling, whereby a pronominal subject—a 
strong pronoun in particular—can be doubled by a clitic pronoun, which cliticizes 
onto either the complementizer (in embedded clauses) or the finite verb (in inverted 
main clauses) (see e.g. Haegeman 1992; Van Craenenbroeck & Van Koppen 2002; 
De Vogelaer 2005). An example is given in (2).

(2)  Da gaan ze zij wel zegge.
 that go theyclitic theystrong prt say
 ‘They will surely say that.’ Laarne, Barbiers et al. (2006)

The third phenomenon, dubbed short do replies by Van Craenenbroeck (2010), 
involves short contradictory answers that contain the verb doen ‘to do’. In the 
Berlare example in (3) the B-speaker contradicts A’s negative statement by means 
of an affirmative do-reply.

(3) A: IJ zal nie komen. B: IJ doet.
  he will not come  he does
 ‘A: He won’t come.’ ‘B: Yes, he will.’ Berlare, Barbiers et al. (2006)
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The fourth construction under investigation in VCVK is well-known from 
negative concord languages, i.e. the use of a negative clitic in addition to the main 
negator to express a single semantic negation (see Haegeman & Breitbarth 2014). 
An example from the dialect of Tielt is given in (4), where the negative clitic en is 
combined with the negative adverb nie ‘not’.

(4) K en goa nie noar schole.
 I neg go not to school
 ‘I’m not going to school.’ Tielt, Barbiers et al. (2006)

The fifth phenomenon is the addition of subject clitics to the polarity markers 
yes and no (see Van Craenenbroeck 2010). In the Malderen example in (5), B’s 
short affirmative answer to A’s yes/no-question contains not only the affirmative 
polarity marker ja ‘yes’, but also a subject clitic that matches the person and num-
ber of the intended full clausal reply.

(5) A: Wilde nog koffie, Jan? B: Ja-k.
  want.you part coffee Jan  Yes-I
 ‘A: Do you want some more coffee, Jan?’ ‘B: Yes.’ Malderen,  

Barbiers et al. (2006)

The sixth phenomenon concerns the morphology or etymology of the there-
expletive in Dutch dialects in main clause-initial position. While most dialects use 
a locative form (like the standard language), some resort to what appears to be a 
phonologically reduced form of the third person singular neuter pronoun het ‘it’ 
(see Van Craenenbroeck 2019, 2022). An example from the West Flemish dialect 
of Brugge is given in (6).

(6) T en goa niemand nie dansn.
 it neg goes no.one not dance
 ‘There will be no one dancing.’ Brugge, Barbiers et al. (2006)

The seventh phenomenon in VCVK is the form of the comparative comple-
mentizer. Certain dialects (such as that of Oostkerke illustrated in (7)), use the 
coordinating disjunction of ‘or’ to introduce the standard of comparison, rather 
than the comparative marker als ‘as’.

(7) Zie peist daj eer ga thuis zijn of ik.
 she thinks that.you sooner go home be or I
 ‘She thinks you’ll be home sooner than me.’ Oostkerke, Barbiers et al. 

(2006)

The eighth construction concerns the possibility of eliding the locative 
expletive pronoun er ‘there’ in embedded clauses and inverted main clauses 
(see Bennis 1986: 214; Zwart 1992; Klockmann, Van Urk & Wesseling 2015). 
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While many dialects allow for such a deletion, there are some that do not, as 
illustrated in (8).

(8) dat *(er) in de fabrieke nen jongen werkte.
 that there in the factory a boy worked
 that a boy worked in the factory Lapscheure, Haegeman 

(1986: 3)

Ninthly, some dialects allow for the combination of a definite determiner and 
a demonstrative in contexts of NP-ellipsis (Corver & Van Koppen 2018) as in (9), 
while others (like Standard Dutch) disallow this type of demonstrative doubling.

(9) De die zou k ik wiln op eetn.
 the those would Iclitic Istrong want up eat
 ‘I would like to eat those.’ Merelbeke, Barbiers et al. (2006)

Finally, some Dutch dialects display a phenomenon reminiscent of so-called 
quirky verb second in Afrikaans (De Vos 2006), whereby two verbs seem to have 
raised to clause-initial position instead of only one. As shown in (10), in Dutch dia-
lects this phenomenon affects imperative clauses, whereby the main verb appears 
as a (finite) imperative in second position, preceded by an infinitival form of the 
aspectual auxiliary go or come.

(10) Gon haalt die bestelling ne keer!
 goinf getimp that order a time
 ‘Go get that order!’ Ghent, Barbiers et al. (2006)

The goal of this brief overview was not to examine these constructions in any 
detail—we refer to the literature mentioned above for in-depth descriptions—but 
rather to give the reader a general impression of the type of data analyzed by 
VCVK. The reason they select this specific set of phenomena is twofold: on the 
one hand, many of them have already been discussed and analyzed in the for-
mal linguistic literature on Dutch dialects. This means that there are existing 
formal analyses of these phenomena, which in turn makes it easier to identify 
any underlying parameters that might tie these phenomena together. The second 
reason for selecting this set of constructions concerns their geographical distri-
bution. As shown in Figure 1, all ten of these phenomena are concentrated in 
the south west of the language area, which is another reason to think that there 
might be common grammatical principles underlying them.2 At the same time, 

2. The following abbreviations are used in Figure 1: CA = complementizer agreement, CD = clitic 
doubling, SDR = short do replies, NEG = negative clitic, CYN = clitics on yes and no, EXPL-T 
= the use of it as an expletive, COMPR = the use of of ‘or’ as a comparative marker, ER-OBL = 
no there-deletion in inversion and embedded clauses, THE-THAT = determiner-demonstrative 
doubling, GO-GET = quirky V2-like imperatives. The parenthesized numbers following the abbre-
viations refer to the number of dialects where the phenomenon in question is attested.
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even a cursory glance at the maps in Figure 1 reveals that no two phenomena in 
this set have the exact same distribution. This makes VCVK’s data and analysis 
highly relevant from the point of view of the current paper: they propose gram-
matical parameters whose (positive or negative) setting should be tracked by 
the combined occurrence or non-occurrence of multiple linguistic phenomena, 
but the expected correlations turn out not to be perfect.

After introducing their parametric account in the next subsection, we design an 
experiment in section 3 to investigate to what extent language contact—operation-

Figure 1. Geographical distribution of the ten dialect 
phenomena (Barbiers et al., 2006).
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alized via geographic proximity—can account for some of those less than perfect 
correlations.

2.3. The analysis

VCVK present a parametric analysis of the data introduced in the previous section. 
Based in part on the geographical patterns shown in the maps in Figure 13 and in 
part on the existing theoretical literature on these phenomena, they propose three 
grammatical parameters to account for the variation data. The first one sets com-
plementizer agreement apart from all other phenomena, the second one combines 
clitic doubling with demonstrative doubling, and the third parameter unites the 
remaining seven constructions. We now proceed to discuss each parameter in turn.

The first one is what VCVK call the AgrC-parameter. It is formulated in (11).

(11) AgrC-parameter:
 C {does/does not} have unvalued ϕ-features.

This parameter specifically regulates the occurrence or non-occurrence of 
complementizer agreement in a dialect. VCVK follow Van Koppen (2017) and 
Haegeman & Van Koppen (2012) in assuming that complementizer agreement is 
the overt reflex of unvalued ϕ-features on C undergoing Agree with the subject. 
As a result, dialects that have such a ϕ-Probe on C display complementizer agree-
ment, and dialects that do not, lack complementizer agreement. In essence, then, 
what VCVK propose is that dialects that have a positive setting for this param-
eter feature an AgrC-projection in their left periphery as proposed by Shlonsky 
(1994). More broadly, the type of variation displayed by these dialects fits nicely 
into Roberts & Holmberg’s (2010: 49) discussion of null arguments. Roberts & 
Holmberg propose that the cross-linguistic distribution of null arguments can be 
captured by positing phi-probes on (sets of) specific syntactic heads. An indi-
cation that it makes sense to analyze complementizer agreement along the same 
lines is the fact that this phenomenon sometimes licenses null subject arguments 
as well:

(12) Et geberde doest fot giest.
 it happened when.2sg away went
 ‘It happened when you went away.’ Lies, Barbiers et al. (2006)

One thing to note about VCVK’s AgrC-parameter in the context of this paper 
is that it sets one phenomenon, complementizer agreement, apart from all the oth-
ers. In other words, VCVK hypothesize that the distribution of complementizer 

3. More specifically, VCVK perform a Correspondence Analysis (Greenacre 2007) on the raw data 
underlying the maps in Figure 1 to determine which phenomena should be grouped together. As 
this quantitative part of their analysis is orthogonal to the concerns of the present paper, we leave 
it undiscussed in the remainder of this paper and refer the reader to the original paper for details.
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agreement is unconnected and hence orthogonal to that of the remaining nine phe-
nomena introduced in section 2.2. The second parameter, however, does link up 
two constructions. It is formulated in (13).

(13) D-parameter:
 DP {does/does not} have a split left periphery.

The idea here is that certain dialects have an extended left periphery in their 
nominal domain, while others do not. This additional structural space can serve 
as a landing site for DP-internal movement operations, thus making it possible for 
certain constructions to arise that would be disallowed in dialects that lack a split 
left periphery in the DP. Two such constructions are clitic doubling and determin-
er-demonstrative doubling. With respect to the first, VCVK adopt a so-called big 
DP-analysis of pronominal doubling, whereby the doubler and the doublee start out 
as one nominal constituent (see also Belletti 2005; Uriagereka 1995; Laenzlinger 
1998; Grohmann 2000; Poletto 2008; Kayne 2005). Specifically, following Van 
Craenenbroeck & Van Koppen (2008), they argue that the clitic is the result of 
DP-internal movement of ϕP into the extended left periphery of the DP, as illus-
trated in (14).

(14) 

 

In this structure, ϕP moves into the left periphery of the DP. Note that it cannot 
move to specDP, as that would constitute an anti-locality violation (Abels 2003). 
In dialects with a positive setting for the D-parameter in (13), however, there is 
additional structural space in the left periphery (indicated as FP here) that can serve 
as a landing site for ϕP-movement. Given that this movement is a prerequisite for 
clitic doubling—see the spell-out of the structure in (14) as sketched in (15)—this 
means that only dialects with a positive setting for the D-parameter can feature 
clitic doubling.
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(15) 

 

A similar line of reasoning applies to determiner-demonstrative doubling: 
Barbiers et al. (2016) argue on independent grounds that what looks like a deter-
miner is actually the spell-out of a ϕP that has raised into the extended left periphery 
of the DP, as shown in (16).

(16) 

 

Once again, there is a structural condition that has to be met in order for this 
construction to be able to arise: the left periphery of the DP has to be ‘rich’ or 
elaborate enough to host the ϕP that will be spelled out as de, and this richness is 
only found in dialects that have a positive setting for the D-parameter.

Summing up, VCVK assume these two phenomena to be regulated by a sin-
gle parameter, the one in (13). The null hypothesis, then, is that the geographical 
distribution of these two phenomena should be identical: if the D-parameter is 
set to ‘yes’, both clitic doubling and determiner-demonstrative doubling should 
occur, while if it is set to ‘no’, neither should occur. As the comparison between 
the relevant maps in Figure 1 shows, however, this null hypothesis is not met. As 
pointed out above, this discrepancy is precisely the topic that this paper focuses on 
and that will be the subject of the experiment in the next section, but for VCVK, 
it raises the practical question of how to determine the setting of the D-parameter 
in a specific dialect: does it suffice for one of the two phenomena to be present—
and if so, does it matter which one?—or should they both be attested for the 
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parameter to be set to ‘yes’? VCVK propose, partly based on a possible confound 
in the question methodology used to elicit determiner-demonstrative doubling, 
and partly based on historical data, that clitic doubling should be seen as the key 
indicator: a dialect has a positive setting for the D-parameter if and only if it has 
clitic doubling.

The third and final parameter that VCVK propose bundles together the remain-
ing seven empirical phenomena listed in subsection 2.2. It mirrors the D-parameter, 
but applies at the clausal level:

(17) C-parameter
 CP {does/does not} have a split left periphery.

The reasoning here parallels the one outlined above with respect to the 
D-parameter: dialects with a positive setting for the C-parameter provide more 
structural space in their clausal left periphery, and so constructions that specifi-
cally target or make use of this extra structural space are sensitive to the setting of 
this parameter. With respect to short do-replies, Van Craenenbroeck (2010) argues 
that the verb doen ‘to do’ spells out a high left-peripheral polarity phrase (PolP), 
licensing ellipsis of TP:

(18) 

 

In other words, the occurrence of short do-replies is dependent on the presence 
of a high left-peripheral PolP, and this projection is only present in dialects that 
have a positive setting for the parameter in (17). Moreover, two other phenomena 
are also directly dependent on this same projection according to Van Craenenbroeck 
(2010): on the one hand, the negative clitic en is a spell-out of Pol°—see also 
Haegeman & Breitbarth (2014) for discussion—and on the other, the occurrence 
of clitics on ‘yes’ and ‘no’ underlyingly derives from short do-replies and features 
an additional ellipsis process on top of the structure in (18):
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(19) 

 

With respect to the use of t ‘it’ as an expletive and the obligatory versus option-
al occurrence of the locative expletive in inversion and embedded clauses, VCVK 
follow Van Craenenbroeck (2022), who argues both these phenomena to be a reflex 
of a split versus an unsplit CP-domain. He proposes that the t-expletive is not a 
pronoun, but rather a main clause complementizer spelling out the Force-head. 
Given that the verb also needs a C-head to move to—all the dialects under discus-
sion are Verb Second—this configuration is only found in dialects that feature (at 
least) two separate heads in their left periphery (one to host the fronted verb and 
one that is spelled out as the main clause complementizer), i.e. in dialects that have 
a positive setting for the C-parameter in (17). The optional deletion of the locative 
expletive on the other hand, Van Craenenbroeck (2022) assumes to be the reflex of 
another locative expression moving into the canonical subject position, following 
ideas put forward by Klockmann, Van Urk & Wesseling (2015). Once again, this 
is an option that is only allowed if the left periphery is rich enough to host such a 
movement operation.

That leaves the quirky V2-like come/go get-constructions and the use of of 
‘or’ as a comparative marker, the only two phenomena in the original set of ten for 
which there was no pre-existing formal-theoretical analysis for VCVK to fall back 
on. With respect to the former, they suggest that come and go have been gram-
maticalized and spell out a functional head higher than the one hosting the finite 
(imperative) verb. In so doing, they follow McCloskey’s (1997: 214) analysis of 
Ulster English examples like the one in (20). McCloskey argues that the element 
gon is an imperative marker which spells out a head in the CP-domain. Given that 
the imperative verb in the dialect Dutch examples also occupies a left-peripheral 
head, the existence of the come/go get-construction shows that there need to be at 
least two separate C-heads. This means that this construction only occurs in dialects 
that have a positive setting for the C-parameter in (17).

(20) Gon make us (you) a cup of tea. Ulster English

With regard to the use of of ‘or’ as a standard marker, VCVK take it to be indic-
ative of the degree of syncretism in the complementizer inventory of a dialect: when 
dialects use of ‘or’ as a standard marker, they have a different complementizer for 
comparative and conditional clauses, whereas dialects that do not use of ‘or’ typi-
cally have the same complementizer in these two clause types, namely (a variant 
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of) als ‘as’. VCVK take this (lack of) morphological richness to be indicative of 
the underlying syntactic richness in the left periphery: different complementizers 
in comparative and conditional clauses means separate left peripheral projections 
for these two clause types, whereas one and the same complementizer implies a 
single, unsplit projection for the two types (see Bobaljik & Thráinsson 1998 for a 
comparable line of reasoning with respect to the TP-domain). More generally, this 
means that dialects that use of ‘or’ as a comparative complementizer have a positive 
setting for the C-parameter in (17) according to VCVK.

Summing up, all of the seven remaining phenomena can be meaningfully linked 
to the presence or absence of structural space in the clausal left periphery, i.e. to 
the C-parameter as defined in (17). Just as was the case with the D-parameter, 
though, the non-identical geographical distribution of these seven constructions 
(see Figure 1) raises the question for VCVK of how to determine the setting of 
this parameter in a specific dialect. They argue that polarity plays a crucial role in 
informing the language-learning child of the correct setting of this parameter. More 
specifically, the C-parameter is set to ‘yes’ in a particular dialect if and only if at 
least one of the following polarity-related phenomena is attested in that dialect: the 
negative clitic, short do-replies, and/or clitics on ‘yes’ and ‘no’.

This concludes our overview of VCVK’s parametric account of the morphosyn-
tactic variation introduced in section 2.2. It reduces said variation to the interplay 
between three parameters: the AgrC-parameter in (11), the D-parameter in (13), and 
the C-parameter in (17). The first one specifically targets complementizer agree-
ment, the second one bundles together clitic doubling and determiner-demonstrative 
doubling, and the third one covers the remaining seven phenomena. Together, these 
three binary parameters yield eight different dialect types or groups. The size and 
geographical distribution of these groups is represented in Figure 2. Membership of 
a group is determined by the presence of complementizer agreement (for the AgrC-

Figure 2. Eight dialect types as predicted by VCVK’s parametric account.
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parameter), the presence of clitic doubling (for the D-parameter), and the presence 
of at least one of the three polarity-related constructions (for the C-parameter).

3. The experiment: the role of geographical proximity

3.1. Introduction

In this section we take the parametric account outlined in the previous section as 
the starting point for an experiment based on k-nearest neighbors classification in 
order to gauge the success of VCVK’s analysis, specifically when it comes to the 
predicted correlations between the various phenomena and the degree to which 
language contact—operationalized through geographical proximity—can serve 
as an additional or complementary explanatory factor. The section is organized as 
follows. In subsection 3.2 we introduce the method and lay out the experiment, and 
in subsection 3.3 we present, discuss, and visualize the results.

3.2. k-nearest neighbors classification

The k-nearest neighbors (henceforth kNN) classifier is a form of supervised 
machine learning (Daelemans & Van den Bosch 2005).4 The model takes as its 
input a set of labeled training data, and then uses this information to make predic-
tions about (the classification of) unseen data points. Let us use a simple example 
to explain the basic workings of kNN. Consider the plot in Figure 3.

Suppose we use the colored points (the red triangles and blue circles) as our 
training data. More specifically, we would feed into the model a set of eight data 
points consisting of a set of coordinates and a classification (red triangle or blue 
circle). Then, we can present the model with a new data point, represented by the 
black cross in Figure 3, and ask what its classification should be: blue circle or red 
triangle? In order to answer this question, the kNN-algorithm looks at the nearest 
neighbors of the new data point and assumes the new point will have the same 
classification as (the majority of) those neighbors. The hyperparameter k indicates 
the number of neighbors taken into consideration. For example, if k = 1 then the 
classifier looks only at the single closest neighbor, which is this case would be 
the blue circle at coordinates (5.5,5). Accordingly, the new data point would  
be classified as a blue circle. If k = 3, however, the set of closest neigbors  
would consist of two red triangles and one blue circle, and the new point would be 
classified as a red triangle.5

Turning from blue circles and red triangles to linguistic data, it is fairly straight-
forward to see how we can apply the mechanism just sketched to the geographical 
distribution of the dialect phenomena under discussion in this paper. Consider in 

4. All kNN-calculations reported on in this paper were carried using the Tilburg Memory-Based 
Learner (TiMBL), see Daelemans et al. (2018) for detailed documentation.

5. In the case of a tie—which can arise when k is even—various implementations are possible. For 
example, the algorithm can randomly choose a classification, or it can choose the one that is more 
frequent in the entire data set, etc.
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Figure 4 the distribution of determiner-demonstrative doubling. On this map, black 
circles represent places where determiner-demonstrative doubling is attested, and 
transparent circles are dialects where the phenomenon is absent. When we feed this 
information into a kNN-model, we can then use it to make predictions about the 
presence or absence of determiner-demonstrative doubling in other dialect loca-
tions. However, given that we do not have any information about the occurrence 
of determiner-demonstrative doubling beyond the 260 dialects in VCVK’s data set 
and so would not be able to test the correctness of the kNN-predictions, we adopt a 
specific implementation of the kNN-classifier in this paper called ‘leave-one-out’. 
In this approach, each of the 260 dialects in turn acts as the new, unseen data point, 
while the remaining 259 dialects serve as the known, memorized training data set. 
For each of the ten phenomena, the kNN-classifier will then make 260 individual 
predictions, which we can classify as true or false, and which we can then apply 
some basic statistics on (see below).

What is interesting about kNN-classification in the context of the present paper 
is the fact that it can use different types of distance measures in order to determine 
the nearest neighbors. So far, we have only looked at one such measure, namely 
Euclidean distance. For one half of our research question, this makes perfect sense: 
if we want to know whether the distribution of, say, clitic doubling is influenced by 
language contact, we can determine to what extent the presence or absence of clitic 
doubling in a specific dialect location can be predicted based on the distribution 
of this phenomenon in neigboring places, the idea being that speakers of dialects 

Figure 3. Basic illustration of kNN.
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that are in close geographical proximity will have more contact—and hence more 
contact-induced language variation—than speakers that are geographically distant. 
At the same time, however, we also want to evaluate VCVK’s parametric account 
of the variation, and in their account, proximity is measured not in terms of geog-
raphy, but in terms of parameter settings. Consider the hypothetical data set in (21).

(21) AgrC splitD splitC clitic doubling
dialect A yes yes no yes
dialect B yes yes no yes
dialect C yes no no no
dialect D no yes no yes
dialect E no no yes yes

Once again, we are interested in predicting whether or not a dialect features a 
certain construction—i.e. the values in the final column in the table in (21)—and 
once again, we want to do so by looking at whether or not that construction occurs 
in dialects that are similar to the dialect under consideration. The only difference 
is that in this case similarity is not determined by geographical distance, but by 
parameter settings. In the table in (21), dialects A and B are maximally close to 
one another, in that they have the exact same parameter settings. Dialects C and 
D are slightly less close—they both differ in the value of one parameter—but 
both of them are closer to A and B than E is, which has a different value for all 
three parameters. In this way, we can also use kNN-based classification to deter-
mine how successful VCVK’s parametric analysis is in describing the data set 

Figure 4. The distribution of determiner-demonstrative doubling across Dutch dialects.
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introduced in section 2.2. One important difference, though, compared to kNN 
based on Euclidean distance concerns the interpretation of k. When it is set to 1, 
we are looking for the unique parameter setting that is maximally close to that of 
the dialect under consideration, not the unique dialect. In practice, many differ-
ent dialects can have the same parameter setting (see the dialect groups in Figure 
2). This means that all those dialects will be taken into consideration as nearest 
neighbors and the prediction will be based on whether the construction occurs in 
the majority of those dialects. Put differently, in this version of the algorithm, the 
value of k refers to k-nearest distances rather than k-nearest examples (Daelemans 
et al. 2018: 25).6

With this much as background, we can now proceed to describe the experi-
ment we carried out in more detail. As mentioned above, we opted for kNN-
classification of the type ‘leave one out’, whereby each of the 260 dialects in 
turn acts as the unknown, to-be-predicted value, while the remaining 259 dialects 
serve as the known, memorized instances from which the nearest neighbors can 
be drawn. These experiments are carried out for each of the ten dialect phenom-
ena introduced in section 2.2, and in each case in three experimental runs: (1) 
using only geographical location—i.e. longitude and latitude—as the predictive 
feature, (2) using the binary values of the AgrC-parameter, the D-parameter, and 
the C-parameter, and (3) using a combination of the two. We initially set the 
value of k to 1, but will also report the results of experiments with higher values 
for k in the next subsection. The outcome of (one run of) one experiment is a set 
of 260 classifications into + (‘the phenomenon occurs in this dialect’) or − (‘the 
phenomenon does not occur in this dialect’). One way of summarizing such data 
would be to divide the number of correct classifications—i.e. the sum of the true 
positives and the true negatives—by the total number of classifications, i.e. 260, 
but this is too crude a measure for cases where a phenomenon is rare. For instance, 
the use of of ‘or’ as a standard marker only occurs in 33 of the 260 dialects. A 
model that always predicts this phenomenon to be absent would still get 227 of 
the 260 cases correct, an accuracy of 87%, in spite of the fact that none of the 
positive cases were correctly identified. In order to counter this effect, we com-
pute the Area Under the ROC Curve (AUC) of the positive class Fawcett (2004). 
This measure takes into account both the true positive rate—the number of true 
positives divided by the total number of cases—and the false positive rate—the 
number of false positives divided by the total number of classifications. It yields 
a value between 0 and 1, whereby 0.5 or lower indicates chance behavior and 1 
perfect predictions. This is the measure we will use to gauge the success of the 
various experimental runs in predicting the variation data.

6. This also increases the chances of a tie (cf. fn5). TiMBL deals with ties as follows: “First, the value 
of the k parameter is incremented by 1, and the additional nearest neighbors at this new kth distance 
are added to the current nearest neighbor set (k is subsequently reset to its user-specified value). 
If the tie in the class distribution persists, then the class label is selected with the highest overall 
occurrence in the training set. If that is also equal, then the first class is taken that was encountered 
when reading the training instance file.” (Daelemans et al. 2018: 32)
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3.3. Results of the experiment

Table 1 lists the AUC-value for each of the ten dialect phenomena, and each of the 
three experimental runs: the one where the nearest neighbors are selected based 
on geographical location, the one where we use parameter settings, and the third 
option, where we use both.7

When discussing the results, we set aside those pertaining to complementizer 
agreement (CA) and clitic doubling (CD), i.e. the greyed-out rows in Table 1. 
Recall from subsection 2.3 that VCVK use the distribution of these two phenomena 
to set the values of the AgrC- and the D-parameter respectively. It should come 
as no surprise, then, that a classification based on parameter values makes perfect 
predictions with respect to these two phenomena, while a location-based one fares 
worse (especially in the case of complementizer agreement, which has a distribu-
tion that is much less geographically homogeneous than the other phenomena, see 
Figure 1). This means our discussion for the remainder of the paper will be based 
on the remaining eight phenomena, none of which serves as the direct input for 
setting a parameter value.8 Overall, it seems clear that a classification based on the 
grammatical parameters of Van Craenenbroeck & Van Koppen (2021) fares bet-
ter than a geography-based one: in six out of the eight cases, the parameters-only 

7. Recall that we use the following abbreviations: CA = complementizer agreement, CD = clitic 
doubling, SDR = short do replies, NEG = negative clitic, CYN = clitics on yes and no, EXPL-T 
= the use of it as an expletive, COMPR = the use of of ‘or’ as a comparative marker, ER-OBL = 
no there-deletion in inversion and embedded clauses, THE-THAT = determiner-demonstrative 
doubling, GO-GET = quirky V2-like imperatives.

8. Note that the numbers for average AUC-value and standard deviation in the bottom two rows of 
Table 1 also do not take the first two rows into account.

Table 1. AUC-values of the kNN-experiment

location parameters location+parameters

CA 0.733 1.000 1.000

CD 0.927 1.000 1.000

SDR 0.891 0.938 0.905

CYN 0.927 0.901 0.935

NEG 0.902 0.957 0.936

COMPR 0.846 0.943 0.848

EXPL-T 0.920 0.907 0.924

GO-GET 0.788 0.919 0.779

THE-THAT 0.824 0.868 0.827

ER-OBL 0.836 0.959 0.853

AVERAGE 0.867 0.924 0.876

SD 0.050 0.031 0.058
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option yields the highest AUC-value (while the location-only one never does), and 
this holds even for phenomena that were not taken into account at all when deter-
mining the setting of the grammatical parameters, like the use of of ‘or’ as standard 
marker (COMPR) or the obligatory nature of the there-expletive (ER-OBL).9 This 
general intuition is confirmed by the results of a two-tailed paired t-test, a summary 
of which is given in Table 2.

The test reveals that a classification based on the parameters proposed by 
VCVK is significantly different (p = 0.018) from one that only uses geographical 
information (longitude and latitude), and that neither account differs significantly 
from one that uses a combination of both types of information (p > 0.05 in both 
cases). On the whole, this bodes well for the parametric analysis of VCVK: it seems 
to be able to capture a substantial portion of the attested variation. At the same time, 
we should not be so quick to dismiss the role played by language contact, i.e. by 
geographical proximity as encoded in the geography-based run of the experiment. 
Recall that we started out by setting the value of the hyperparameter k to 1. For the 
parameter-based account, this is a reasonable setting, as it means that the value for 
a particular dialect is determined based on those dialects that have the exact same 
parameter setting. Groups defined by specific parameter settings are thus consid-
ered to be natural classes and it is those classes that the kNN-alogrithm is taking 
into account. Increasing the value of k is expected to decrease the accuracy of the 
parameters-only account, as it would involve looking at dialects with increasingly 
different parameter settings to predict the linguistic properties of the dialect under 
consideration.

The opposite prediction holds, however, for the geography-based account: 
looking at only one neighboring dialect (the closest one) seems to be too crude 
a measure for determining the linguistic profile of a dialect, and increasing the 
number of neighbors taken into consideration should increase the accuracy of  
the approach. This is indeed what we see in Table 3, where we report on experi-
mental runs with k ranging from 1 to 10.

As expected, the parameters-only approach quickly deteriorates as the value 
of k goes up. It bottoms out at chance behavior for values of k = 4 and up, given 
that at this point it takes all dialects into consideration when making a predic-
tion and always chooses the value that is most frequent in the entire data set. The 

9. Recall from subsection 2.3 that the C-parameter is set based on the values of the three polarity-re-
lated phenomena only.

Table 2. Results of a two-tailed paired t-test for the three experimental runs

t-value p-value

location parameters -2.734 0.018

parameters location+parameters 2.072 0.063

location location+parameters -0.337 0.741
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location-based approach on the other hand, does benefit from raising the value of 
k: taking more neigboring dialects into account leads to better predictions, with 
peak performance at k = 8.10

In short, both the parametric account of VCVK and a contact-based approach 
seem to have their merits in describing the variation attested in this data set. This 
might lead one to hypothesize that both accounts meet a certain basic threshold in 
terms of their ability to model the data—i.e. that both provide a reasonable account 
for the variation data introduced in section 2.2—and that maybe there is a degree of 
complementarity between the two, that they account for different parts or aspects  
of the data set. In other words, maybe the areas where the parametric analysis 
makes the wrong predictions—in particular because phenomena that are assumed 
to be dependent on the same parameter do not pattern alike, see the discussion in 
section 2—are the ones where the contact-based approach fares better and vice 
versa. In order to test this hypothesis, we can project the experimental results back 
onto a geographical map. Consider in this respect the maps in Figure 5.

These maps represent the 260 dialect locations color-coded according to the 
number of correct predictions each account made in the relevant location. These 
maps are based on a kNN-experiment with k = 8 for the location-based approach 
and k = 1 for the parameter-based one, i.e. in both cases we have selected the value 
for k that yields the best predictions. In each location, we made eight predictions,11 

10. The fact that the average AUC-value for even values of k is identical to that of k + 1 is due to the way 
ties are resolved, as described in fn6: if there is a tie for k = n (which can only arise when n is even) 
the algorithm increases the value of k by 1, and if there is no tie, that means that at least 2

n + 1 dialects 
have the same value, which will yield the same winner in case k = n + 1 (because 2

n + 1 > n+1 
2 ).

11. Recall that we are not taking complementizer agreement and clitic doubling into consideration in 
the analysis, so as to not unfairly bias the results towards the parametric account. The absence of 
complementizer agreement also explains why the top of both maps is solidly white: complementizer 
agreement is the only phenomenon from our data set that occurs in this area, and both accounts 
correctly predict none of the other phenomena occur there.

Table 3. Results of experimental runs with different values for k

k average AUC location average AUC parameters t-value p-value

1 0.867 0.924 -2.734 0.018

2 0.880 0.708 2.097 0.071

3 0.880 0.507 19.698 0.000

4 0.891 0.500 21.800 0.000

5 0.891 0.500 21.800 0.000

6 0.896 0.500 25.479 0.000

7 0.896 0.500 25.479 0.000

8 0.902 0.500 37.382 0.000

9 0.902 0.500 37.382 0.000

10 0.899 0.500 38.932 0.000
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and the color indicates how many of those predictions were correct, ranging from 
7 or 8 (white) over 5 or 6 (yellow) and 3 or 4 (red) to 1 or 2 (dark red). The map on 
the left-hand side visualizes the results of the location-only run of the experiment, 
while the map on the right-hand side shows the results of the parameters-only 
approach. As is clear from visually inspecting the maps, the two accounts differ 
in where they perform poorly (the red and dark red areas). The location-based 
map on the left shows a clear red zone in the south of the province of Zeeland, 
specifically in the part of Zeeland that is contiguous with the Belgian province of 
West Flanders (an area known as Zeeuws Flanders). The country border here is 
indicative of a dialect split that is not reflected in the close geographical proxim-
ity with neigboring places in Belgium. In other words, this is a part of the lan-
guage area where geographical proximity is arguably not a great indicator of  
language contact, given the presence of a country border. This is also precisely 
the type of context where the parametric account fares better. It encodes the split 
between (the provinces of) Belgium and (those of) the Netherlands in a differ-
ence in parameter setting: Zeeland has a negative setting for both the C- and the 
D-parameter, while West Flanders has a positive setting for both.

The map on the right-hand side of Figure 5 shows weak predictions in an 
entirely different area, namely the one separating the province of East Flanders 
from the provinces of Antwerp and Flemish Brabant. In terms of VCVK’s analysis, 
this represents the border between an area with a [+AgrC, +splitD, +splitC] param-
eter setting to one of type [−AgrC, −splitD, +splitC]. Given that the parameters 
in VCVK’s account are categorical and binary, the transition between these two 
areas is expected to be sharp and abrupt. As is well-known from the dialectologi-
cal literature, however, the border between the Flemish dialects in the south-west 
of the Belgian dialect area and the Brabant dialects in the middle of that area is a 
gradual one, with many border dialects showing characteristics from both dialect 

Figure 5. Percentage of correct predictions per dialect location for the location-only account 
(left) and the parameters-only account (right).
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families (Taeldeman 2000). As is clear from the maps in Figure 5, this is an area 
where language contact provides a better account of the attested variation than a 
strict parametric analysis.

4. Summary & conclusions

The central issue addressed in this paper is the notion of a parameter as a predictor 
for the occurrence or non-occurrence of multiple linguistic phenomena, especially 
in an era where the amount of microvariation data has increased considerably and 
perfect correlations are rarely attested, if at all. We have introduced a set of mor-
phosyntactic variation data and a parameter-based analysis of those data, and we 
have presented a way to not only gauge the success of such an analysis in account-
ing for the variation, but also to explore to what extent language contact can serve 
as an additional or alternative explanatory factor. The idea is that contact-induced 
language variation can soften or blur the hard grammar transitions expected by a 
strict parametric account.

Methodologically, we have advocated for the use of k-nearest neigbors classi-
fication as an interesting and novel method for evaluating and comparing analyses. 
We believe that formal-linguistic analyses can gain in strength and credibility by 
being subjected to these types of evaluations, and we look forward to continuing 
this line of research in the future.
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