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Abstract

Object recognition and localisation are important processes in computer vision and robotics. Advances
in computer vision have resulted in many object recognition techniques, but most of them are computation-
ally very intensive and require robots with powerful processing systems. For small robots, these techniques
are not applicable because of the constraints of execution time. In this study, an optimised implementation
of SURF based recognition technique is presented. Suitable image pre-processing techniques were devel-
oped which reduced the recognition time on small robots with limited processing resources. The recognition
time was reduced from 39 seconds to 780 milliseconds. This recognition technique was adopted by a team
of small robots which were given prior training to search for objects of interest in the environment. For
the localisation of the robots and objects a new template, designed for passive markers based tracking, was
introduced. These markers were placed on the top of each robot and they were tracked by the two ceil-
ing mounted cameras. The information from both sources, that is ceiling mounted cameras and team of
robots, was used collectively to localise the objects in the environment. The objects were localised with an
error ranging from 2.8cm to 5.2cm from their actual positions in the test arena which has the dimensions of
150x163cm.
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1 Introduction

In robotics, object recognition and localisation are considered essential operations. In most robotic applications,
robots are required to search and recognise the target objects in an environment. They also need to determine
their own positions. In an earlier research, the use of a single robot was made for such objectives [1], but in those
cases, the malfunctioning of the robot can result in the failure of the complete mission. In the latest research,
the trend is shifting towards Network Connected Distributed Robotic Systems [2] [3], where the provision of
multiple robots is made for the collective achievement of the common objective efficiently. In such systems, the
tasks are distributed over a network of computing units or robots, where each unit has defined responsibilities
which contribute to achieve a common objective. This approach also reduces the possibility of mission failure
by providing redundancy in the number of robot units. To make such systems cost effective, the embedded
robotic platform with limited memory and processing resources are deployed. The problem of using Network
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Connected, Distributed, small size Robot Systems for Object Recognition and Localisation can be broken down
into three parts. These are Object recognition, localisation and information sharing across network connected
distributed small size robotic systems. These tasks should be performed while keeping in view that the robotic
system deployed have limited on-board resources (i.e., memory and processing resources).

In computer vision field, object recognition is considered as one of the most complex problems. It presents
several challenges such as, view point changes, intensity variations, occlusions and background clutter. The
provision of this functionality in embedded robotics applications introduces an important challenge given by
the constraints for execution time (i.e., computational complexity) [4]. In real world systems, considering
the processing demands of the vision algorithms, the robots are equipped with high processing systems. But
such systems are not suitable for multi-robotic operations, as a single system alone is very costly and this in
turn increases the overall cost of the deployed system. To reduce the cost, small size robots are used, but
they have limited on-board processing and memory resources. For high performance robotic systems, many
computationally expensive object recognition techniques may be used without significant modifications. But
for small size robots, the limited resources make the options limited and the tasks more challenging.

During the past few decades, many object recognition techniques have been developed. Some of these are
computationally less expensive, such as “content based approaches” and “geometric approaches”, but are sensi-
tive to changes in lighting conditions. Other approaches are considered more computationally expensive, (such
as context based and appearance based approaches e.g., using SIFT, SURF or PCA feature descriptors), but
are found to be more flexible and show invariation to changes in scale, rotation, skew and lighting conditions.
Most recent efforts are centered on appearance-based approaches [5]. A SURF based recognition for perform-
ing robot navigation tasks is presented in [6], where a core2Duo- 2.66GHz processing system was used to
achieve a real time performance, which made the task less challenging. In [7], the authors used a SURF based
approach to perform traffic sign recognition in an embedded system environment. For faster recognition, the
SUREF features space clustering approach was used. But the system was dedicated to perform only recognition
task. The concept of clustering the feature space is called feature space quantization in some approaches [8]
and it provides significant savings in memory and thus makes the approach more suited for the implementation
on embedded systems. Some researchers have used probabilistic models in conjunction with the SURF feature
based approach to perform robot localisation and mapping [9]. In comparison to this, in some approaches [10],
the authors relied on Harris features in place of SURF features to reduce the computation time. The author also
used Partially Observable Markov Decision Process (POMDP) probabilistic methods to track the probability
distribution of the robot where-about and to essentially localising them. In order to perform this, a high pro-
cessing system was utilised. In [11], Harris features were used together with SIFT descriptors and then Support
Vector Machines (SVM) was used for classification. The use of Harris features together with SIFT made the
approach computationally very heavy, even for high processing systems.

It is to be noted that, in most studies, a high performance system is used for performing recognition. So in
spite of excellent results achieved with these recognition techniques, when it comes to small embedded robotic
platforms, the bottle-neck of the slow rate of visual information processing forces the researchers to make huge
compromises with the recognition performance and switch to computationally less expensive algorithms. In one
part of this research, we suggest techniques which make the computationally expensive but efficient recognition
approaches applicable for small robotic platforms. In this study, we focus on efficiently applying appearance
based approaches to object recognition. For recognising the objects of interest using limited onboard resources,
an optimised implementation of SURF features based recognition algorithm is presented. To achieve onboard
processing of SURF feature based algorithm, some image pre-processing steps are defined. These image pre-
processing reduces the amount of data to be processed by the computationally heavy SURF algorithm. A
new approach to switch between different image resolutions is also presented which increases the recognition
performance significantly.

The second problem addressed in this research is to localise the robots and also the objects of interest in
the environment, once they are found and recognised by the network connected robots. So before localising
the object of interest, it is necessary to localise the robots first. In a multi-robotic system, localisation is an
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important research topic as it gives the location awareness to the robots. Determining the localisation informa-
tion using radio frequency identification (RFID) [14] tags are popular techniques, but the advances in machine
vision field have shifted the research trend towards vision based tracking and localisation systems as a single
vision sensor can be used to solve many tasks. In machine vision field, a number of algorithms have been devel-
oped which locate objects in the images captured in the natural environment (i.e., unconstrained images). The
vision processing demands of these algorithms are normally high due to the complexity of the environment. If
there is a large number of objects to localise, then markers based techniques can be adopted [15], especially
when working in an indoor robotic environment. Markers used in these techniques can be identified as active or
passive. Active marker based approaches are computationally less expensive and can be easily run in real time.
But their major drawback is energy consumption as they require power to become functional. An active marker
solution can be very expensive as presented in [16], where each robot is required to be equipped with a camera
facing vertically upward to detect infrared sensors attached to the ceiling. For small number of robots, active
marker solution can be used. But, if the number of robots is large, then it does not remain an energy efficient
solution, so in this case the passive marker technique is more suitable. The passive markers solution is very
cost effective, but the most challenging issue is their robust detection capability. For their reliable detection,
they are required to be carefully designed such that their appearance in the environment remains prominent.
A use of passive markers approach is presented in [17], where the author has demonstrated its use to identify
and track the robots playing in a robotic soccer team. No colour information is used in designing the markers,
which reduces the possible number of robots which may be identified. In [18], an open source implementation
of a Marker-based vision system, called Cantag, is described. Cantag represents the markers in the binary form
and adopts very complex image processing techniques for their detection. As the density of binary information
stored in the Cantag binary marker is high, so it is likely that it provides false results if the marker is viewed
from a large distance and at a sharp angle. So, in a multi-robotic environment, marker based technique, which
provides enough information to identify the robots robustly with less complicated algorithm would be preferred.

In this study the robot localisation problem is addressed using the information from two ceiling mounted
cameras. The approach presented was found to be very cost effective and robust for localisation and tracking.
Newly designed passive markers, which use colour information to code robots’ identities (i.e., ID) and orienta-
tions, are used on the top of each robot. These markers were tracked by the two ceiling mounted cameras which
gave a collective view of the robots’ working arena. All robots were wirelessly connected with each other and
also with the server which was further connected to the two ceiling mounted cameras. The robots search for the
objects of interest collectively and kept on updating each other and also the server about the object’s identities.
For localising the objects of interest, a new approach, which is easy to implement on small robots, is addressed.
After recognising the objects of interest, the robots informed the server about the distance at which the object
was located from the robot’s current position. The server uses the robot’s localisation information obtained
from the ceiling cameras together with the “distance to object” information sent from the robot to finally lo-
calise the objects in the arena. The manner all the robots and the ceiling mounted cameras were connected,
using wireless and wired medium respectively, with the server system is shown in Figure 1.

2 Methodology

2.1 On-board Object Recognition

As indicated in the Introduction Section, in one part of this study, the strengths of computationally expensive
appearance based recognition approaches are explored and they are made to run efficiently on a group of small
robots. As described in [12] [13], the SURF feature based recognition approach is found to be the fastest to
compute and appears to be more favorable for implementation on embedded systems. There are a number of
open source implementations of SURF algorithm, such as OpenCV [20] and OpenSUREF [21]. In this study,
OpenSURF implementation was used as a reference as it is faster and better optimised as compared to its
OpenCV implementation. The target hardware is also an important factor as it strongly influences the method
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Figure 1: Group of robots performing collective search to find and localise the objects of interest.

adopted to solve the object recognition and localisation problem. For this purpose, a group of SRV robots by
Surveyor Corporation [23] were used. The onboard processing unit is a 16/32-bit Blackfin BF537E processor.
uClinux (micro controller linux), which is a popular operating system customized for embedded systems, was
used as the on-board operating system. Code compilation was performed using GNU cross compilers on a
Linux based development platform. The image processing achieved rate, when OpenSURF was cross compiled
and ran on the Blackfin processor, was 1 frame in 33 seconds, while the image resolution was set to 320x240
pixels. The reason for this slow processing was twofolds. One was the computationally expensive nature of the
algorithm and second was that the algorithm performs many floating point operations and the target Blackfin
processor lacks the floating point unit (FPU). To reduce the execution time and also to increase the performance
of the algorithm to recognise the objects lying far from the robots, the following optimisation tasks were carried

out.

e Processor specific optimisation was performed to reduce execution time.
e Images were pre-processed to reduce the amount of data to process.

e Multi-resolution analysis operation was performed.

These tasks are explained in the following sections.

2.1.1 Processor Specific Optimisation

To perform processor specific optimisation, the SURF algorithm was coded such that it exploited the architec-
tural advantages of the target embedded system. For example, the Blackfin is a fixed point processor, so the
floating point arithmetic operation should be avoided. A further limitation on the fixed point operations is posed
by the uClinux operating system as it allows only 1.31 fixed point operations. This also makes it necessary to
normalise the fixed point data at every stage in the program flow in order to guarantee that it lies in the range
of -0.9 to +0.9, otherwise erroneous results will occur.

In general, the Blackfin code optimisation can be performed in three different phases, i.e., Compiler optimi-
sation, System optimisation and Assembly optimisation [22]. Following these optimisations, the improvement
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achieved in the algorithms execution performance is shown in Figure 2. When no optimisation was applied,
the program took 33 seconds to process a single image frame to perform object recognition. After performing
the compiler optimisation using “fast-math” and “mfast-fp” floating point libraries for Blackfin processor, the
processing time was reduced to 12 seconds per frame. “fast-math” library enables the compiler to use faster
hardware floating point instructions whereas, “mfast-fp” library provides the optimised floating point emulation
for Blackfin processors. To reduce the execution time further, the portion of the code which was costing more
time was identified and customised by exploiting the fixed point architecture of the Blackfin. Therefore, 1.31
fixed point operations were adopted in place of floating point operations. This helped in reducing the time to
3 seconds per frame. Optimising the data flow helped in reducing the time to 2.8 seconds per frame. Further
reduction in time was achieved by scaling down the image resolution by a factor of 2. The last step reduced the
time, but affected heavily the recognition performance. From Figure 2, it can be seen that the processor spe-
cific optimisation had performed a major role in reducing the execution time, although it needed to be reduced
further.

Optimisation Results for Computmg SURF Features
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Figure 2: Processor specific optimisation to reduce execution time.

2.1.2 Image Pre-processing

In the second stage, image pre-processing was performed. The objective of image pre-processing stage was
to identify the pixels in the image which defined the objects. The intensity values of only these identified
pixels contributed to the calculation of SURF features. This avoided applying SURF algorithm on the part
of the images which represented plain surfaces. These plain surfaces could result from the smooth ground
surface or the parts of the objects which did not show any intensity variation. It is to be noted that detection
of SUREF features strongly relies on the intensity variations in the image. So processing the smooth parts of
the images with SURF algorithm increased the computational time, but did not provide any reliable features.
Avoiding plain surfaces in the image, to be processed by SURF algorithm, reduced the processing load by
a significant amount. To identify the image pixels which were defining the objects, a light weight feature
extraction technique (i.e., in this study the Harris feature extractions technique) was applied. At the beginning,
the images were divided into top and bottom portions. The top portion, separated by a thick blue line (as shown
in the bottom image of Figures 3a and 3b), always lied outside the arena and was discarded. The bottom portion
of the image was processed with the Harris algorithm. If the edges resulting from an object’s boundaries were
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found very near to the bottom of the image, this indicated that the robot was very close to the object. In this
case, the pixels identified by the Harris features in the complete bottom portion of the image were used by the
SUREF algorithm for the object recognition. If the edges resulting from the object boundaries were detected far
from the bottom of the image, then it was expected that the objects were not present very near to the robot. In
this case, the complete bottom portion of the image was further divided into three portions that is middle, left
and right (these portions are also separated by a thin blue line as shown in Figures 3a and 3b). When these
three portions were processed by the Harris algorithm, the extracted image features are shown in the bottom of
Figures 3a and 3b. The centroids of the feature points were computed from the middle, left and right portions
and windowed images were extracted (identified by red boundary). These windowed images were likely to
contain objects in the image and were further used to extract SURF features. There are two main reasons for
splitting the bottom portion of the image into further three portions. The algorithm first processed the objects
detected in the middle portion. If the object of interest was recognised then it avoided processing the objects
detected in the left and right portions. This conditional processing of the objects detected in left and right
portions maked the execution of recognition algorithm faster as the algorithm was not required to process the
middle, left and right portions every time. The second reason for dividing the bottom portion into middle, left
and right portion was that, if the objects detected in any of these portions were recognised as the objects of
interest, then it provided simple directional cues to the robots. Then the robots could turn in the direction where
the objects were recognised so that the recognised objects appeared in the center of the image and the robots
can get close to them.

High Resolution
Windowed Image

(b)

Figure 3: Image pre-processing and distance based resolution switching.

2.1.3 Multi-resolution Analysis

The SURF feature extraction and matching techniques work in two stages, that is training and recognition stage.
In the training stage, the database of features resulting from all target objects is created and stored in memory.
For objects (represented by their images or 2D objects), a single image was sufficient for training, but for 3D
objects, pose based feature extraction was performed that is features were extracted from images taken from
different poses of the target object. During the recognition stage, features from the current image were matched
with the database and the best match provided information about the objects (i.e., objects identity) and also the
direction of approach towards the objects. The pose based features from 3D objects increased the database size
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by a large factor, but keeping the resolution low (i.e., 320x240 pixels) helped reducing it. Using the features
database generated with 320x240 pixels images, if the objects lied close to the robot then it could be recognised,
but increasing the distance made the recognition difficult. To overcome this problem a multi-resolution analysis
was performed. The distance to the objects was measured in 320x240pixels resolution. Nearly placed objects
were processed in lower resolution and for far lying objects, windowed image was extracted from the higher
resolution image. This way the number of pixels, defining the far lying objects, increased and made the recog-
nition possible. The idea of resolution switching is shown in Figure 3b. The two objects on the left and right
side were placed close to the robot vision system and SURF features were extracted from low resolution(i.e.,
320x240 pixels) image. The object in the center of the image (i.e., another robot) lied far, so higher resolution
analysis was performed. The window image extracted from the high resolution image is shown on the right
side of Figure 3b and was used for extracting SURF features to perform object recognition.

2.2 Robot Localisation

For robot and object localisation, a passive marker based approach was adopted. The markers developed in
this study utilised the colour information based on the fact that colours appearing in some certain pattern can
be very prominent in the environment. In Figure 4a, four markers conveying the unique ID information using
three colours and following the same design template, are shown. One marker, with blue surrounding cover,
was labeled to define the template. Cover, which defines the markers boundary, surrounds the head region from
three directions and is open from one side of the tail region. Head region is the one which finds the tail region
in one direction and covers regions in three directions. And tail region is defined as the one which is open from
one direction, surrounded by a cover region from two directions, but finds the head and cover region together
in one direction.

In Figure 4a, markers using all three colours are shown but with this approach, markers of the same colours
can also be designed. With this approach, not only 27 different robots can be identified, but at the same time it
also conveys the orientation information. This approach provides an advantage over other approaches, such as
the one used in RoboCup [19], which uses the same number of colours, but can uniquely identify only 9 robots.
To identify the markers, a colour blob detection based algorithm was developed. To perform image processing,
MATLAB was selected as it provides a good platform for the proof of concept. For colour blobs detection,
YUYV format was used. The extracted colour blobs are shown in Figure 4b. Then segmentation of the resulting
colour blobs was performed. In other words, statistical information that is the centroid of each blob and the
number of pixels, was extracted which was used to assign a fixed ID to each blob. This ID information helped
in determining the blobs connectivity when their search has been performed in a specified pattern.

The final stage was template matching and pattern recognition. The localisation system was given a prior
knowledge about the identity of the different colours patterns appearing in the form of the designed template in
the given image. For example pattern using blue cover, red head and green tail blob is attached to robot 1. The
complete marker detection and identification process is as follows. After assigning a unique ID to all blobs,
each blob was processed one by one and checked whether it was resulting from the head blob and followed
the designed pattern. An example, showing the step by step process is shown in Figure 4. When red blob was
considered as head region, then to make the process of template validation fast, a window was defined around
the selected blob (Figure 4c). Only those blobs which laid within this window were considered for template
validation. From the prior knowledge, the algorithm was aware that a green tail blob was in the possible set
of patterns. In this case, it found the green blob in the search window as shown in Figure 4c. The algorithm
then determines the slope between the head and the tail blob and for this, it required the statistical information
that was the centroid of the blobs. After obtaining the slope, it draws a search line (Figure 4d) along which
it searched for the closed cover blob in one direction (head direction) and open cover blob in the opposite
direction (tail direction). On finding the expected pattern, it draws another search line (shown in Figure 4e)
perpendicular to the previous line. Along this search line, the algorithm searches for the cover blob on both
sides of head blob and use blob ID information to confirm cover blob connectivity. Following this approach
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the four robots identified are shown in Figure 4f. With three white lines, the orientation of each robot is also

identified.

Cover Head

@

Figure 4: Pattern recognition to detect the passive markers.

2.3 Multi Camera Based Robot Tracking

After robot identification, an algorithm to track their positions and orientations in the arena was developed.
Two ceiling mounted LogiTech Webcams, with 90 degrees field of view, were used as with single camera
the complete arena cannot be covered. LogiTech Webcam can be configured to capture images with different
resolutions such as, 320x240, 640x480 and 960x720 pixels. To cover the complete arena, both Webcams were
mounted higher (i.e., 5 feet) above the arena surface. Due to this, the passive markers used on the top of the
robots, appeared very small in the images captured by the Webcam. If the Webcams were configured to capture
a lower resolution image (i.e., 320x240 pixels), then the passive markers were defined by only few pixels in the
image. This made it very difficult to successfully detect the passive markers. Because of this reason Webcams
were configured to capture a higher resolution image that is, 960x720 pixels. This way, passive markers were
defined by larger number of pixels in the image and their detection became more convenient. The manner the
two webcams were mounted above the arena, is shown in Figure 5. Both cameras were connected with a Core
2 Duo processing system, where MATLAB was used for image processing. As images from both the cameras
were processed on the system by the same algorithm, so the robots position information was shared within the
algorithm. This way, the two cameras collectively tracked the robots.

The complete arena surface was divided into three zones. Camera 1 viewed and tracked the robots in zones 1
and 2. Similarly, zones 2 and 3 were visible to camera 2. Robots appearing in zone 2 were collectively tracked
by both the cameras. As the higher resolution image was used, so processing the complete image every time
was computationally demanding. To reduce the computational load, the images from both cameras were fully
processed only once in the beginning or until the time, when all the markers were identified. In Figure 6a,
the detected markers placed on the four robots are shown. All four markers’ positions and orientations were
suitably determined. Camera 1 tracked the robots 1, 2 and 4, whereas, camera 2 was responsible for tracking
the robots 1, 2, 3 and 4.
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Figure 5: Ceiling mounted camera setup for robot tracking.
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Figure 6: Collective tracking of robots from ceiling mounted cameras.

Once all the markers were identified, then the algorithm made a tracking database of the robots for both
cameras. After this, the algorithm made a search window around each robots’ last identified positions and
expected them to appear within that search window in the subsequent images. If the robots were not identified
in that window then the algorithm increased the uncertainty about the robots’ positions and also increased the
search window size. If a robot tracked by camera 1 moved from zone 1 to zone 2, then the algorithm not only
tracked it in camera 1 images, but it also added the robot’s ID in camera 2 tracking database. The algorithm
determined the robot’s expected position in camera 2 image by solving the Homography between camera 1
and 2. Similarly, the removal of robot’s ID from the tracking database was also important when the robot was
moving from zone 2 to either zone 1 or zone 3. If the robot was moving from zone 2 to zone 1, then removal
of robot’s ID was performed from camera 2 database. This case is shown in Figure 6b. Camera 1 was tracking
robots 1, 2 and 4 (Figure 6a) and camera 2 was tracking robots 1, 2, 3 and 4. In Figure 6b, robot 1 moves from
zone 2 to zone 1. The robot is no longer visible by camera 2, so its ID is removed from camera 2 tracking
database.

2.4 Robot Communication

For recognising and localising objects in the arena collectively by multiple robots, the robots needed to share
their knowledge with each other. For this purpose, a wireless communication medium (in infrastructure mode)
was setup between all the robots. In the begining, SURF features of all the target objects were extracted and
provided to all the robots. Then all robots created database of the number of target objects which they were



M. Shuja / Electronic Letters on Computer Vision and Image Analysis 11(1):54-67; 2012 63

looking for. In the experiment, as the robots were not provided with any information about the location of
the objects (because robots were expected to localise these objects). So all the robots tried to scan the whole
scenario and recognised all the target objects on their way. Sometime, the robots revisited the search place,
because they missed the target objects in the surrounding due to very small camera field of view (i.e., 60 degree)
and slow recognition speed. For synchronising multiple robots, such that the target objects found by one robot
needed to be avoided by the other robots, a very simple knowledge update mechanism was implemented. Once
a robot detected and recognised an object of interest in the environment, then it localised that object with the
help of robot localisation information provided by the ceiling mounted cameras. After localising the target
object, robot removed this object from its search database. At the same time, the robot informed the other
robots in the environment to remove the found object from their databases. Before proceeding to search for
other objects in the environment, the robot waited for the acknowledgement from the other robots that they have
updated their database successfully. Once all the robots removed the found objects from their search databases
then next time, the robots did not try to match the features of the already found objects with the features of the
objects detected in their view. This speeded up the recognition process as the number of target objects reduced
in the search database.

3 Results

To demonstrate the performance of the developed object recognition algorithm, a comparative analysis in terms
of execution time with the reference SURF recognition technique was performed. Ten experiments, using
different target objects, were performed. The execution time from reference SURF and the optimised SURF
based approaches are shown in Figure 7a. SURF, on average, took 35 seconds to recognise an object, whereas
the optimised SURF approach took 780 milliseconds. In the fourth experiment, SURF took 39 seconds and the
optimised SURF took 890 milliseconds, because more features were resulted from the object in the image.

Timing Analysis SURF vs Optimized SURF
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Figure 7: (a) Timing Analysis. (b) Recognition Performance

For recognition performance with respect to the distance from the objects, the use of “Distance Based Res-
olution Switching Technique” in optimised SURF approach was expected to outperform simple SURF. For
training purposes, QVGA resolution (i.e., 320x240 pixels) was selected, while keeping the target object at dis-
tance of 20cm from a robot. Experiments were performed, while moving the robot Scm away from the target
object each time and one hundred tests were performed for each position to determine the recognition percent-
age. The recognition performance with reference to SURF based approach is shown in Figure 7b. At a distance
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of 20cm from the object, both approaches gave 100 percent correct identification. The performance of SURF
based approach degraded gradually as the robot moved away from the object and at a distance of 55cm, recog-
nition droped below 70% because the object appeared very small in the QVGA image. From a 70cm distance
onward, recognition was not possible. In the case of Optimised SURF based approach, at a distance of 50cm,
the use of “Resolution Switching Technique” determined that the robot was far from the object and processed
the object in the high resolution image which increased the number of SURF features and showed a sudden
increase in recognition performance. With the use of Resolution Switching Technique, the optimised SURF
approach was able to provide reliable performance (as shown in Figure 7b) even at the distance of 2.5 times the
distance at which SURF was able to perform the recognition.

To show the performance of recognition and localisation algorithm together, a test was performed in which
the task was to recognise three object images and one 3D object by three robots, working collectively. The
reason for not using all 3D objects is that, the 3D objects recognition requires training (in form of SURF
features) from different poses. The SURF features based training from different poses of a 3D object causes
significant increase in the number of training features. As the target robots have limited onboard memory
resources and it is difficult to keep the large number of features resulted from 3D objects into robots memory,
so due to this, only one 3D object and three object images were used in the experiment. For the three objects
images, buildings images were used and for a 3D object, another robot was selected. These are shown in
Figure 8a. For object images (i.e., building images), a single image captured by the robot was used for training,
but to recognise a 3D robot, training from 16 different poses was given. During the test, robots recognised
the objects of interest collectively, while they were also tracked by the ceiling mounted cameras. All the
robots shared information with each other over a wireless channel in the infrastructure mode every second.
On finding an object of interest, apart from telling the team members about the object’s ID, the robots also
informed the server about the object’s ID and its “distance to the object”. The server used the camera tracking
information to determine the robot’s position and orientation and used them together with the “distance to the
object” information communicated by the robot to finally localise the object. Apart from displaying the object’s
location in the camera image, the server also displayed their positions in the combined map made by using both
the camera images. The positions of the robots and the objects of interest, before the test start, are shown in
Figure 8b. In Figure 8b it can be noticed that, apart from the objects of interest, some obstacles are also placed
in the arena. To avoid colliding with these obstacles, the robot performed the vision based obstacle avoidance
technique addressed in [24]. At the end of the test, when all objects of interest were found, the localisation
information obtained for all the objects on the camera images and also on the combined map is shown in Figure
9a. The combined map actually shows the combined field of view of the both ceiling mounted camera’s images
and its resolution is 960x1040 pixels. In the Figure 9a, objects 1-4 positions are identified as O1, O2, O3 and
04 respectively, both in the camera images and also on the combined map. They are also marked by a yellow
cross sign. It can be seen that the objects of interest are successfully recognised and localised by the team of
robots and the cameras collectively.

To determine the accuracy of the identified positions of the target objects, the objects location information
are shown in Table 1. The objects’ location are shown in terms of the x and y coordinates of the ceiling camera
image space. As shown in Table 1, the x and y coordinates detected for object 1 (i.e., a 3D object) are (163,914)
on the combined map. Where as, the actual coordinates (i.e., the true coordinates of the object on the combined
map) determined for object 1 are (159,931). This shows the deviation of 17.46 pixels on the combined map.
When translated to the real world coordinates, the found error is 2.8 cm. This shows a very small error in the
determined location of the first target object. Similarly, for objects 2, 3 and 4 (i.e., object images), the detected
coordinates and the true position coordinates are shown in Table 1. For objects 2, 3 and 4, the observed errror
was 14.2, 5.2 and 4.7 cm, respectively.

During the test, the only problem observed was related to the synchronisation of the robots with the locali-
sation system. For example, in the Figure 9b, when robot 3 identified the object 2 image (left image in Figure
9b) and transfer the “distance to object” information to the localisation system (i.e., server) then the robot was
slightly far from the object. But when the localisation system utilised this information, the robot further moved
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Figure 8: (a) 2D and 3D objects used for experiment. (b) Position of robots before experiment.
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Figure 9: (a) All the objects are localised by using information from the team of robots and the ceiling mounted
cameras collectively. (b) Error observed in localising the object.

Object ID Actual Position (x,y) | Detected Position (x,y) | Error (pixels) | Localisation error (cm) in the
arena of area (150x150cm)
Object 1 (3D) (159,931) (163,914) 17.46 2.8
Object 2 (Object Image) (135,232) (60,262) 90.13 14.2
Object 3 (Object Image) (927,307) (946,280) 33 5.2
Object 4 (Object Image) (885,785) (896,757) 30 4.7

Table 1: Object Localisation Information

and came closer to the object. Due to this, the “object image” 2 mistakenly localised slightly far from its actual
position. The determined object position is shown on the right side of Figure 9b. This can also be observed in
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Table 1, where the error in the detected position of “object image” 2 is 14.2 cm which is comparatively much
larger than the error found in the position of object 1, 3 and 4. This problem can be easily fixed by adding an
acknowledgment between the robot to the server communication such that the robot did not change its position
unless it was informed by the server that the “distance to object” information has been used.

4 Conclusion

In this study a collective effort, made by the team of small embedded robots together with two ceiling mounted
cameras, to recognise and localise objects of interest in an environment, is presented. The manner a com-
putationally expensive SURF feature based recognition approach can be made to run efficiently on embedded
robotic platform is addressed. A new technique of “distance based resolution switching” is addressed which not
only helped the robots to recognise far lying objects, but the fact that it did not require a high resolution training
(i.e., it helps keeping the training database size small), made the approach processor and memory efficient. For
localisation of the objects, as ceiling mounted cameras were far from the objects and could not identify the
objects in the environment alone, so the use of ceiling camera tracking information together with “distance to
object” information from the robots helped in localising the objects robustly. The research outcome addressed
here can be extended to a team of high performance robots equipped with GPS based localisation system and
which can replace humans for performing a search operation in hazardeous environment (e.g., nuclear site) for
localising the important places and updating the current view of the surrounding.
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