A novel framework for retrieval and interactive visualization of multimodal data
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Abstract

With the abundance of multimedia in web databases and the increasing user need for content of many modalities, such as images, sounds, etc., new methods for retrieval and visualization of multimodal media are required. In this paper, novel techniques for retrieval and visualization of multimodal data, i.e. documents consisting of many modalities, are proposed. A novel cross-modal retrieval framework is presented, in which the results of several unimodal retrieval systems are fused into a single multimodal list by the introduction of a cross-modal distance. For the presentation of the retrieved results, a multimodal visualization framework is also proposed, which extends existing unimodal similarity-based visualization methods for multimodal data. The similarity measure between two multimodal objects is defined as the weighted sum of unimodal similarities, with the weights determined via an interactive user feedback scheme. Experimental results show that the cross-modal framework outperforms unimodal and other multimodal approaches while the visualization framework enhances existing visualization methods by efficiently exploiting multimodality and user feedback.
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1 Introduction

The rapid increase in the amounts of multimedia (images, sounds, videos, 3D objects etc.) in Internet databases has given rise to the problem of multimedia search and retrieval. Current retrieval systems, such as text-based and content-based search engines, are unimodal, because they can only handle one media type (so called modality), e.g. only text keywords or only images. A multimodal search engine is a multimedia search engine in which the query and the retrieved results can be of any modality. Multimodal search engines cover a broader information need than unimodal ones, as they enable users to retrieve information of many kinds.

Apart from the task of retrieval, another significant issue in search engines is the user friendly representation of the results. The traditional presentation as an one-dimensional ranked list of results is often inadequate, especially for multimedia data, as it simultaneously fails to show many results or any relations between them,
and as it is time-consuming to sequentially search all results for those that are indeed relevant for the user. Other kinds of presentation are more intuitive, placing semantically similar results closer on the screen.

The challenge in multimodal search engines lies in combining the available modalities in order to accomplish more intuitive retrievals and visualizations. Several attempts have already been proposed in the literature to fuse multiple modalities for these tasks. Most approaches are based on the concept of a multimodal object \[1][2], which is a collection of multimedia items of various modalities sharing the same semantic concept. Fusion of the various modalities generally ranges from early fusion to late fusion. In early fusion methods, fusion is performed by combining the low-level features of the multimedia and then using the fused features for further processing. On the other hand, in late fusion methods, individual unimodal learning methods are first used in each modality separately and their high-level results and decisions are then fused.

The problem of retrieval in multimodal databases has been mainly addressed by projecting the objects to a common multimodal space, in which distance metrics are defined and used to retrieve the nearest neighbors of a query object. In this context, adjacency graphs among the objects have been used to calculate this common space \[3][2]. The adjacency between multimodal objects is defined in terms of the adjacency of their unimodal contents and then manifold learning methods are used to project the objects to a common space (hybrid of early and late fusion). A different approach is adopted in \[4], where statistical methods, including Canonical Correlation Analysis (CCA), Principal Component Analysis (PCA) and Independent Component Analysis (ICA), are used to find a common space for projecting items of different modalities based on correlation maximization (early fusion). However, a disadvantage of methods that project multimodal objects to a common space is that they need to be trained with the use of a training database. Apart from the computational cost of training, this also results in these methods having difficulty in handling queries that do not belong to the training database.

As far as visualization is concerned, the authors of \[5] provide a review of some of the existing visualization methods for video retrieval systems. When multiple modalities are considered, the visualizations aim at offering multiple ranked lists of results, with respect to the multiple modalities. Methods are also reported that perform a spatial organization of the results, so that clusters of similar ones are visible; however they only consider one modality. Most spatial organization methods of the literature, such as Multidimensional Scaling \[6] and Self-Organizing Maps \[7], are also unimodal. However, such methods usually rely on the definition of a distance metric between data points, so attempts to define distances or similarities between whole multimodal objects have been reported. In \[8] and \[9], Multiple Kernel Learning is used to combine similarity information at different modalities in a single multimodal kernel matrix, thus to define a multimodal similarity metric, while in \[10], a similar technique is used for dimensionality reduction. This combination usually implies that some modalities are more important than others for visualization. In \[11], the most independent and less redundant modalities are found automatically. User interaction can also be employed to address the same problem. While in most retrieval systems, such as the ones in \[5], user feedback is mainly employed for retrieving more precise results (relevance feedback), in \[12] and \[13], user interaction is used to find the most important modalities. Such user supervision has also been used in \[14] and \[15] for clustering and dimensionality reduction.

In this paper, a framework for multimodal retrieval and visualization is proposed. For retrieval, a novel cross-modal late fusion approach is developed, where the results of many unimodal search sessions are merged in a multimodal retrieval list, based on the definition of a cross-modal similarity measure and using objects that contain more than one modalities. This framework can use existing efficient unimodal search engines, without the need for training, and can thus outperform existing early fusion methods in realistic search sessions. For visualization, a multimodal similarity measure is defined between multimodal objects, as a weighted sum of unimodal similarities, and then used with unimodal visualization methods, in a hybrid fusion scheme. While most existing weighted-sum-based visualization methods use training data to learn the weights of the sum, hereby the weights are adjusted through user feedback. The current paper forms an extension of the work initially presented in \[16], including a more thorough explanation of the cross-modal retrieval method, as well as additional experiments for retrieval, performed on an artificial dataset. The rest of this paper is organized as follows: The multimodal retrieval and visualization frameworks are covered in Sections 2 and 3 respectively. In Section 4, experimental evaluation of the two frameworks is presented and Section 5 concludes the paper.
2 Multimodal retrieval framework

The proposed multimodal retrieval framework works by merging the results of several hierarchical retrieval sessions into one multimodal retrieval list. After some essential preliminary definitions, the proposed framework is presented hereafter in detail.

2.1 Preliminary definitions

A multimodal database $\Omega$ is considered, consisting of $N$ multimodal objects $o_i \in \Omega$, $i = 1 \ldots N$. Each object $o_i$ is considered as a bag containing multimedia items of different modalities (it could also contain just one media item). A multimedia item of modality $m$ belonging to object $o_i$ is denoted as $o^m_i$, where $m = 1 \ldots M$ and $M$ is the total number of modalities considered. A function $D^m(o^m_i, o^m_o) : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is associated with each modality, expressing the dissimilarity (or distance) between two media items $o^m_i$ and $o^m_o$ of modality $m$. For the calculation of this distance, feature vectors (so called descriptors) extracted from the media items are used.

Next, the following definitions are considered: $\Omega_m$ is the set of objects that are represented in modality $m$ (i.e. they contain a media item of modality $m$). The set $W_{mn}$ is the set of objects that are expressed in both the $m$-th and $n$-th modalities, i.e. $W_{mn} = \Omega_m \cap \Omega_n$. Finally, $W_m = \bigcup_n W_{mn}$ is the set of objects containing modality $m$ which contain more than one modalities. In order for the proposed multimodal retrieval framework to work, the modalities have to be related, i.e. at least some objects have to contain more than one modalities. The ideal situation is when all pairs of modalities are related, i.e. $W_{mn} \neq \emptyset, \forall m, n, m \neq n$, however the framework also works in case where $W_{mn} = \emptyset$ if $\exists k : W_{nk} \neq \emptyset$ and $W_{nk} \neq \emptyset$, that is, two modalities $m$ and $n$ can be directly unrelated, if there is another modality $k$ which is directly related to both $m$ and $n$ modalities. The probability that an object containing modality $m$ also contains items of other modalities is $p_m = \frac{N(W_m)}{N(\Omega_m)}$, where $N(A)$ is the cardinality of a set $A$, and for the framework to work, it should be $p_m > 0$.

Overall, it is assumed that a unimodal feature space exists for each modality, on which a proper distance metric is defined. Existing unimodal retrieval systems already fulfill this assumption. Furthermore, it is assumed that at least some of the database’s objects are represented in more than one modalities, so that high-level relations between modalities can be inferred.

2.2 Cross-modal retrieval

The proposed retrieval framework works as follows: A search session is initiated by a query submitted by the user. The query is supposed to be a media item of a specific modality $m$ (e.g. an image, a sound, etc.) and is denoted by $q^m$. Then a unimodal search and retrieval process is performed for modality $m$, i.e. the search is performed in the subset $\Omega_m$, by considering just the items of modality $m$. The result is a list of $K$ objects, $o_k$, $k = 1 \ldots K$, $o_k \in \Omega_m$, which contain at least one item of modality $m$, along with the distances of these items from the query, $D^m(q^m, o^m_k)$ (with respect to modality $m$).

The assumptions about the modality relations, described in section 2.1, state that there is a high probability that some of the objects in this retrieval list are represented in more than one modalities. Let $o_t$ be the most similar object to the query that is represented in more than one modalities. That is, this object is represented in modality $m$ and at least in some other modality $n$ (with $o^m_t$ and $o^n_t$ being the respective representations). Then another unimodal retrieval session is performed, this time for modality $n$, with the item $o^n_t$ as the query. The result is another list of $K$ objects $o_k$, $k = 1 \ldots K$, $o_k \in \Omega_n$, along with the distances of their $n$-th modality items from the new query, $D^n(o^n_t, o^n_k)$.

This process is repeated in a third modality etc., resulting in a hierarchical retrieval tree, as shown in Figure 1a. For efficiency reasons, only the first $L$, $L \leq K$, results of each unimodal retrieval list are examined for modality relations. $L$ can be a predefined constant, or it can be specified using a threshold to the results’ distances. The probability that at least one of the first $L$ results is represented in more than one modalities, i.e. $p = Pr\{\exists k, k \leq L \mid o^n_k \in W_m\}$, is $p = 1 - (1 - p_m)^L$, so the higher the value of $L$, the higher this probability.
The proposed cross-modal distance estimation is based on the triangle inequality, which states the following (for less clutter, $D_m(q^m, o^m)$, $D_n(o^n_t, o^n_k)$ and $D_{mn}(q^m, o^n_k)$ have been simplified as $D_m$, $D_n$ and $D_{mn}$, respectively):

$$|D_m - \mu D_n| \leq D_{mn} \leq D_m + \mu D_n,$$

thus setting limits for the value of the cross-modal distance. Here parameter $\mu$ has been introduced to compensate for different kinds of distance functions, i.e. to make distances of different feature spaces compatible. In order to force the cross-modal distance to be between the aforementioned limits, the following estimation is introduced:

$$D_{mn}(q^m, o^n_k) = \frac{1}{2} \left( \max_r \{|D_m(q^m, o^m_r) - \mu D_n(o^n_t, o^n_k)| \} + \min_r \{D_m(q^m, o^m_r) + \mu D_n(o^n_t, o^n_k)\} \right) \tag{2}$$

Determining parameter $\mu$ in Equations (1) and (2) requires knowledge of the specific feature spaces of each modality and of the distance metrics used in them, which is generally not a trivial process. In order to gain independence from the specific characteristics of each unimodal feature space, instead of using the separate distance metrics, the position (rank) of an item in a unimodal retrieval list could be used as a normalized distance. Thus, the first result is assigned a zero distance value (absolutely similar), the last one is assigned the value 1 (absolutely dissimilar), and the rest of the results are assigned values in the interval $(0, 1)$, according to
some monotonically increasing function $G$. The normalized distance between a query $q^m$ and some object $o_k^m$ is then

$$\tilde{D}_m(q^m, o_k^m) = G(\text{rank}(o_k^m)) \quad (3)$$

In case $G$ is common for all modalities, $\mu$ is set to 1, gaining thus independence from the characteristics of each unimodal space. This independence allows the framework to use existing and efficient unimodal retrieval systems, without having to access their internals. This also allows the framework to be implemented as a modular or decentralized system, where the unimodal subsystems can be easily modified or replaced by more efficient ones.

The above described framework can only handle unimodal queries. However, multimodal queries could be integrated in the proposed method, if e.g. their multiple modalities were used as separate unimodal queries, with the resulting retrieval lists being further merged. Such a modification is a direction for future research.

3 Multimodal visualization framework

The retrieval framework of Section 2 results in a list of multimodal objects, which will be visualized on the computer screen. Along with the actual results, their distances from the query (normalized or not) are also available. However, a distance-based visualization system needs the distances or similarities between every pair of objects in the set to be visualized. The estimation of all these similarities is however not time-consuming, since only the top retrieved results are used. The approach described here extends unimodal methods by defining a multimodal similarity between whole multimodal objects.

A set $O$ of $N$ multimodal objects, $o_i \in O$, $i = 1 \ldots N$, is considered, consisting of the $N$ top retrieved results. Each object $o_i$ contains $M$ multimedia items, denoted as $o_{im}^k$, $m = 1 \ldots M$, where $M$ is the number of modalities. For ease of presentation, each object here is assumed to consist of exactly $M$ multimedia items, all of different modalities. However, the framework can also apply to more general settings.

For each modality $m$, there is an associated similarity function $S_m(o_{im}, o_{jm}) : [0, 1]$, which calculates the similarity between two multimedia items of modality $m$. Similarities are used here instead of distances, as in the retrieval framework, taking values from 0 (totally dissimilar) to 1 (totally similar). Similarities can be calculated from distances using e.g. some heat kernel: $S = e^{-aD}$. This can be applied directly if the actual distance metrics of the unimodal spaces are known; however, if normalized distances are used, unimodal retrievals have first to be performed in the small database of $N$ objects, using each object subsequently as a query.

3.1 Multimodal similarity

Many existing visualization approaches (such as clustering or dimensionality reduction ones) use the distances or similarities among the objects as their input. If a similarity measure between two multimodal objects is defined, which uses information from all modalities, then such a measure could be used with any existing similarity-based visualization method. Here a multimodal similarity is defined between two multimodal objects as a weighted sum of the unimodal similarities of their constituting media items. This approach lies between early and late fusion, since some processing of the raw modality features (the calculation of unimodal similarities) is performed before fusion occurs.

Each modality $m$ is assigned a weight $w_m$, $m = 1 \ldots M$, which shows how important this modality is for the determination of the total similarity between two objects. For instance, if the sounds contained in a set of objects are ambiguous, then more weight could be given to the image modality, so that the visualization relies more on the images rather than the sounds. The multimodal similarity function, $S : O \times O \to [0, 1]$, between two objects $o_i$ and $o_j$ is then defined as

$$S(o_i, o_j) = \sum_{m=1}^{M} w_m S_m(o_{im}^m, o_{jm}^m), \quad i, j = 1 \ldots N, \quad (4)$$
where $w_m \geq 0$, $\sum_{m=1}^{M} w_m = 1$. Using a weighted sum is a common approach for fusing data from different modalities and is related to multi-view techniques such as Multiple Kernel Learning (see e.g. [10]).

Using this weighted sum, similarities can be calculated between every pair of objects and be given as input in any similarity-based visualization method, such as those of Section 3.3.

### 3.2 User feedback

A common approach to bridge the semantic gap between the low-level media descriptors and the high-level semantics of the data is receiving feedback from the user. In the proposed visualization method, user feedback is utilized to tune the weights of the multimodal similarity function (Equation (4)).

Incorporation of user feedback is achieved as follows: Initially, the weights are given arbitrary values, for example $w_m = 1/M$, $\forall m$. Using these weights, similarities between every pair of objects are calculated, with Equation (4), and some visualization method is performed. Since the selection of the weights is arbitrary, the presented result may not be sufficient for the user and the visualization may have favored a modality which is not so important for the user. The system allows users to denote possible mistakes, by allowing the formation of pairs of objects, $\{o_i, o_j\}$, that could be placed closer in the visualization.

The system then makes the assumption that the most important modality for the user (denoted as $m_0$) is the one, for which the two objects of the pair achieve the maximum similarity score: $m_0 = \arg \max_m S^m(o_i, o_j)$. Then, the weights of the modalities are updated by slightly increasing the weight of $m_0$ and accordingly decreasing the weights of the other modalities:

$$
\begin{align*}
    w_{m}^{\text{new}} &= \begin{cases} 
    w_{m}^{\text{old}} + c(1 - w_{m}^{\text{old}}) & \text{if } m = m_0 \\
    w_{m}^{\text{old}} - cw_{m}^{\text{old}} & \text{if } m \neq m_0
    \end{cases} 
\end{align*}
$$

(5)

where $c$ is a constant determining the amount of the adjustment, taking values in the $[0, 1]$ interval. Limiting $c$ in this interval ensures that $w_{m}^{\text{new}} \in [0, 1]$, $m = 1 \ldots M$ and $\sum_{m=1}^{M} w_{m}^{\text{new}} = 1$.

After the weight adjustment, multimodal similarities are recalculated among the objects and a new visualization is presented, which is hopefully better for the user. The user can subsequently provide more pairs of objects to further adjust the visualization. Further, such feedback could also be collected from many users through a collaboration scheme and used when similar queries are submitted by other users.

### 3.3 Visualization approaches using the proposed method

Once multimodal similarities have been estimated among the objects, a similarity-based visualization method is applied to present them to the user. Two such methods have been utilized within the proposed framework. The first one, **force-directed maximum spanning tree (MST-FD)**, takes as input a set of objects and the similarities among each pair of them and forms a complete graph, having the objects as its vertices. There are edges between every pair of vertices, weighted by the similarity value between the respective pair of objects. Then the maximum spanning tree of this graph is calculated. The maximum spanning tree has the property that similar objects are connected by few edges on the tree (see also [17]). In order to visualize the tree on the two-dimensional screen, the vertices are initially placed in random locations and then a force-directed graph placement algorithm [18] is applied.

The second one uses **self-organizing maps (SOM)**. The Self-Organizing Map (SOM, [7]) is a non-linear method for projecting a high-dimensional dataset on a two-dimensional grid (the map). Each of the grid’s cells is assigned a high-dimensional model, which is a representative of some local area of the high-dimensional input data. After an iterative updating process, the models are tuned to the high-dimensional data so that models that are close on the map represent data areas that are close in the original high-dimensional space (for details, see [7]). In this paper, a modification of the original SOM is used, proposed in [19], which uses distances (or similarities) between data as inputs.
4 Experimental evaluation

4.1 Evaluation of the retrieval framework

The performance of the proposed cross-modal retrieval framework has been evaluated in a number of experiments. For the experiments, two datasets were used, an artificial one and a realistic one.

4.1.1 Artificial dataset

As a first experiment, multimodal objects were artificially generated, by the following process: The total number of modalities is $M$. Each of the database’s object is considered to belong in one of $N_c$ classes. Then a random number of objects is generated for each class and each object contains items of random modalities. Each item is essentially a feature vector, lying in a feature space, specific for each modality. For every class and every modality, the class center in the respective feature space is randomly selected. Finally, the feature vectors for each object in every modality are normally distributed around the class center, using the distances between class centers as standard deviation, so that there is an overlap of the classes.

The selected measure for the evaluation of the framework’s retrieval performance is the Cumulative Gain Diagram. Given a query and the first $p$ retrieved results, the Cumulative Gain is defined as $CG_p = \sum_{i=1}^{p} rel_i$, where $rel_i$ is the relevance of the result at position $i$. Relevance takes values from 0 (irrelevant) up to some positive value denoting total relevance (e.g. 1). The Cumulative Gain Diagram depicts the value of the Cumulative Gain for different numbers of retrieved results. The larger the area under the Cumulative Gain curve, the better the retrieval performance. All diagrams presented below show the average Cumulative Gains, after using each object of the database as a query. Cumulative Gain Diagrams are similar to the frequently-used Precision-Recall diagrams, but also contain quantitative information of the results’ relevance, not just a binary distinction of them as relevant or not.

Retrieval sessions have been performed with the artificial dataset, using $M = 2, 4$ and $N_c = 4, 8$, while the corresponding Cumulative Gain Diagrams are shown in Figure 2a. The proposed cross-modal approach (using both the initial and the normalized distances) is compared to unimodal retrievals, which use each modality separately, and to the multimodal approach of [3], which uses a Multimedia Correlation Space (MMCS). For the calculation of the estimated normalized distances, the $G$ function of Equation (3) is selected to be linear, $G = \frac{x}{N_t}$, where $x$ is the result’s position in the ranked list and $N_t$ is the total number of results.

As shown in Figure 2a, when the size of the database is small (4 classes), the performance of the proposed method, using the original features and distances, is comparable to the MMCS approach. Both methods are also comparable to the unimodal retrievals; however, they overall manage to retrieve much larger number of results, due to the results coming from many modalities. However, when the size of the database is large (8 classes), the proposed method (initial distances) is significantly better than the MMCS approach and the unimodal ones. Nevertheless, in every case, the proposed method, when using estimated distances, outperforms all other methods, showing that normalizing the distances and gaining independence from the specific unimodal characteristics is beneficial for retrieval.

4.1.2 Realistic dataset

The proposed method has also been tested with a realistic dataset. In the literature about multimodal retrieval, there is a lack of a standard multimodal database, on which experiments can be performed and different retrieval methods be compared. The datasets used are different in each paper. In [2], the dataset was compiled by the authors and consisted of images and 3D models. In [3], data originated from an Internet multimedia database and consisted of images, audio clips and text. Finally, in [1] and [4], image galleries enhanced with text and audio clips were used. Since there is no standard multimodal database, a handcrafted dataset has been used in the current paper as well. Only few of the multimodal datasets in the literature use 3D models as modalities, hence, a dataset consisting of images and 3D models has been used in the current paper, in order to explore
the co-existence of these two modalities. The dataset consists of the 544 3D objects of the ITI database [20],
enhanced with five 2D screenshots for each of them. The Spherical Harmonics Descriptor [21] and the 3D
Krawtchouk Moments [22] have been used as feature vectors for the 3D models. For the description of the 2D
images, the Polar Fourier Descriptor [23] and the 2D Krawtchouk Moments [24] have been used.

The Cumulative Gain Diagram has again been used as the evaluation measure and Figure 2b shows the
diagrams created for each combination of 2D and 3D features. Comparisons are also shown to the unimodal
and the MMCS approaches. In this realistic setting, the cross-modal approach, especially when using the
estimated distances, outperforms the unimodal 3D retrieval and the MMCS approach; however it does not
perform better than the 2D unimodal retrieval, although it manages to follow its performance very closely. This
is due to the superior retrieval accuracy caused by the highly discriminative image features used, and due to the
unavoidable possible introduction of less relevant 3D objects by the cross-modal approach. Due to this last fact
however, the cross-modal methods manage to retrieve more overall results.

4.1.3 Effect of modality relations in retrieval performance

As a further experiment, the influence of modality relations to retrieval is examined. Objects from the ITI
database were used and four different experiments were conducted, each with a different proportion $p$ of the
total objects being truly multimodal (containing both modalities). In addition, the distribution of the truly
multimodal objects across the classes was varied. In the first three experiments, this distribution is uniform,
while in the fourth one it is biased. The exact configurations of the four experiments are shown in Table 1.

Figure 3 shows the Cumulative Gain Diagrams of the retrievals in the datasets of the four experiments. As
is depicted in the diagrams, the amount of modality relation does affect the retrieval performance; the retrieval
accuracy increases as the percentage of the truly multimodal objects rises. However the gain is rather small,
even if the percentage is doubled. Furthermore, a biased distribution of the truly multimodal objects across the
classes has a negative effect in retrieval performance.
Table 1: Characteristics of the databases used in the four different experiments of Section 4.1.3. In each experiment, a different proportion, \( p \), of multimodal objects (having both 2D images and 3D models) was used, thus exploring different modality relations. In the first three experiments, the multimodal objects were uniformly distributed among the data classes, while in the last one, the distribution was biased.

<table>
<thead>
<tr>
<th>Exp #</th>
<th>Distribution</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only 3D</td>
<td>Uniform</td>
<td>323</td>
<td>286</td>
<td>216</td>
<td>216</td>
</tr>
<tr>
<td>Only 2D</td>
<td>Uniform</td>
<td>2087</td>
<td>2050</td>
<td>1980</td>
<td>1980</td>
</tr>
<tr>
<td>2D and 3D</td>
<td>Biased</td>
<td>118</td>
<td>155</td>
<td>225</td>
<td>225</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>2528</td>
<td>2491</td>
<td>2421</td>
<td>2421</td>
</tr>
<tr>
<td>( p )</td>
<td></td>
<td>4.7%</td>
<td>6.2%</td>
<td>9.3%</td>
<td>9.3%</td>
</tr>
</tbody>
</table>

Figure 3: Modality relation experiments on the ITI database, using 2D and 3D Krawtchouk Moments descriptors and different relations between the modalities. The Cumulative Gain axis is logarithmic.

4.2 Evaluation of the visualization framework

Experimental evaluation of the proposed visualization framework was conducted using both the MST-FD and SOM methods of Section 3.3. A dataset consisting of 25 multimodal objects, describing various animals, was used. Each object contains an image and a sound modality and belongs to one of five animal categories, namely dog, canary, horse, frog and cat. Images are described using 12-dimensional color feature vectors, consisting of the first three moments of the hue, saturation and value histograms and the mean of the red, green and blue histograms, similar to [12]. Sounds are described using Bark-Bands descriptors [25].

As a unimodal similarity measure, the Bray-Curtis similarity was used. It is defined between two vectors \( \mathbf{x} = (x_1, \ldots, x_d) \) and \( \mathbf{y} = (y_1, \ldots, y_d) \) as \( S_{BC}(\mathbf{x}, \mathbf{y}) = 1 - D_{BC}(\mathbf{x}, \mathbf{y}) \), where

\[
D_{BC}(\mathbf{x}, \mathbf{y}) = \frac{\sum_{k=1}^{d} |x_k - y_k|}{\sum_{k=1}^{d} (x_k + y_k)}
\]

is the Bray-Curtis dissimilarity and \( d \) is the data dimensionality. Bray-Curtis similarity lies in the range \([0, 1]\), where 0 means no similarity and 1 total similarity between two items. The same similarity metric was used for both the image and the sound modalities.

The evaluation of a certain visualization is subjective, meaning that different users may evaluate the same visualization differently, depending on their needs. Therefore, in this paper, the emphasis is on whether the user is able to adjust the outcome via user feedback. However, an objective evaluation measure is also used herein, so that the results of user feedback can be quantified. It is based on the assumption that the user might want to see the results organized according to their classes. The average intra-class distance is used as such a metric, which is the average distance, on the screen, between two objects belonging to the same class. The objects’ class labels were taken as ground truth. For the MST-FD method, the screen distance between two objects is defined as the path distance, on the tree, between them (edge weights are taken to be all equal to 1). For the SOM method, the screen distance is taken as the Euclidean distance, in map cell units, between the two objects.

The use of the MST-FD method is shown in Figure 4. Initially, the modality weights have been arbitrarily set to 1 for the image and 0 for the sound modality. In the visualization presented to the user (Figure 4a), the organization is based on the image modality (here on the images’ colors). The average intra-class distance in this setting is 4.76. However, such a visualization may not be adequate for the user, as objects of the same class may have very different images. The user can then select two such objects (the circled ones), to inform the system that they should be closer together. Then, the weights are updated, according to Equation (5) (the \( c \) value was experimentally set to 0.26) and a new visualization is presented (Figure 4b). Here, the two selected
objects have indeed been brought closer. Furthermore, due to the change of weights and the use of the sound modality along with the image one, other objects are affected as well, such as the dogs in the lowest-left corner, which are now grouped together. The average intra-class distance is now 3.36, which is better. The average intra-class distance changes as the modality weights change. For the current dataset, its lowest value is 3.12 and is reached at weights 0.7 for image and 0.3 for sound. This value is better than the ones achieved using each modality separately (4.76 for image weight 1 and 3.32 for sound weight 1), indicating that multimodality can indeed be exploited for better visualizations.

Similar results for the SOM method are depicted in Figure 5. The initial visualization (Figure 5a) is also based solely on the image modality and the user selects the two circled object to be brought closer. The weights are updated (with $c = 0.3$) and a new, better, visualization is presented (Figure 5b). Details can be found in the Figure’s label. The lowest average intra-class distance for SOM is 3.91, for image weight 0.6 and sound weight 0.4. This is again better than using just the image (5.89) or the sound (4.75) modalities.

5 Conclusion

In this paper, a novel cross-modal retrieval framework was proposed, which manages to combine the results of existing powerful unimodal retrieval methods to construct a final retrieval list with data of multiple modalities,
by introducing a cross-modal distance measure. Furthermore, a visualization framework was also included for the user-friendly representation of the results of a multimodal search engine. A multimodal similarity metric was defined between multimodal objects, as a weighted sum of unimodal similarities, and used to extend existing visualization methods to the multimodal case. The aforementioned weights are estimated interactively, via the introduction of a user-based feedback scheme.

Experimental evaluation was performed for both frameworks and the results show the potential of using multiple modalities in tasks such as retrieval and visualization. The cross-modal retrieval framework performed better than unimodal approaches and another multimodal retrieval approach. The visualization framework was tested with two visualization methods and the results indicated that multimodality, combined with feedback from the user, can enhance existing visualization approaches.
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A Computation of maximum estimation error

A proof for the maximum estimation error of Equation (1) is presented. According to the triangle inequality, the real value $\tilde{D}_{mn}$ of the estimated $D_{mn}$ of Equation (1) is bounded as:

$$|D^m - \mu D^n| \leq \tilde{D}_{mn} \leq D^m + \mu D^n,$$

The estimation error is equal to $e = \tilde{D}_{mn} - D_{mn}$. By combining these and (1), it can be easily concluded that:

$$|D^m - \mu D^n| - D_{mn} \leq \tilde{D}_{mn} - D_{mn} \leq D^m + \mu D^n - D_{mn}, \iff -\min\{D^m, \mu D^n\} \leq e \leq \min\{D^m, \mu D^n\}.$$

Thus, the maximum estimation error is $e_{\text{max}} = \min\{D^m, \mu D^n\}$. 
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